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Abstract
As in the existing opinion summary data set, more than 70% are positive texts, the current opinion summarization
approaches are reluctant to generate the negative opinion summary given the input of negative opinions. To
address such sentiment bias, two approaches are proposed through two perspectives: model-specific and
model-agnostic. For the model-specific approach, a variational autoencoder is proposed to disentangle the input
representation into sentiment-relevant and sentiment-irrelevant components through adversarial loss. Therefore,
the sentiment information in the input is kept and employed for the following decoding which avoids interference
of content information with emotional signals. To further avoid relying on some specific opinion summarization
frameworks, a model-agnostic approach based on counterfactual data augmentation is proposed. A dataset with a
more balanced emotional polarity distribution is constructed using a large pre-trained language model based on
some pairwise and mini-edited principles. Experimental results show that the sentiment consistency of the gen-
erated summaries is significantly improved using the proposed approaches, while their semantics quality is unaffected.

Keywords: summarization, emotional bias, data augmentation, disentanglement

1. Introduction

With the unprecedented development of online in-
teractive platforms, reviews on shopping platforms
or social media become an important information
source for manufacturers to make decisions. To
cope with the flood of reviews, opinion summariza-
tion has received significant interest in natural lan-
guage processing communities. Unlike other sum-
marization tasks for news, Wikipedia, and medical
treatment records, opinion summarization focuses
on texts with user opinions and subjective emotions
about an entity (e.g., a product, hotel, or restaurant).
Accurately summarizing user perceptions and at-
titudes towards entities is a core requirement of
opinion summarization.

However, as shown in Table 1, the current opin-
ion summarization approaches such as Coop and
TRACE, are reluctant to generate a negative opin-
ion summary given the input of negative opinions.
We further conducted quantitative analysis and
found that the emotional precision of the negative
summaries generated by the current approaches
is very limited, ranging from 10% to 55%. Such
significant sentiment bias might be attributed to the
extremely unbalanced sentiment distribution in the
dataset. Specifically, the proportion of reviews with
a rating of more than 3 (positive) is 72.26% in the
Yelp dataset, while 83.5% in the Amazon dataset.

Existing bias mitigation methods can be broadly
∗*Corresponding author

classified into two categories: model-specific and
model-agnostic approaches (Shah et al., 2020; Par-
raga et al., 2022; Li et al., 2023a). Model-specific
methods primarily focus on designing specialized
model structures to alleviate bias issues (Cadene
et al., 2019; Zhu et al., 2022). Model-specific meth-
ods are bound by structures and can not be ap-
plicable in all cases. Model-agnostic methods, on
the other hand, tend to address bias by modifying
the data distribution, involving data resampling, al-
teration, or the addition of extra samples (Dixon
et al., 2018; Pruksachatkun et al., 2021; Qian et al.,
2022). However, it is not straightforward to ap-
ply the existing approaches for debiasing opinion
summarization since different model structures and
datasets are employed in opinion summarization.

Therefore, in this paper, two approaches (model-
specific and model-agnostic) are proposed to elim-
inate the emotional bias in opinion summariza-
tion. For the model-specific approach, a varia-
tional autoencoder is proposed to disentangle the
input representation into sentiment-relevant and
sentiment-irrelevant components through adversar-
ial loss (DE-VAE). Therefore, the sentiment infor-
mation in the input is kept and employed for the
following decoding which avoids interference of
content information with emotional signals.

To further avoid relying on some specific opin-
ion summarization frameworks, a model-agnostic
approach based on counterfactual data augmenta-
tion (PairDA) is proposed. A dataset with a more
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Reviews ① These are the bad tights for my 5-
year old. The tights are badly made
and can’t last . . . ② . . . common bal-
let tights. They can’t fit well and
squish her toes . . . ③ my 3 year old
can’t fit into these perfectly. . . .④ Stiff
fabric, runs small a though. . . .⑤ This
is not my go to tight when my daugh-
ter needs new ones. . . .

Coop
(Iso et al.,
2021)

These are great for the price. The
tights are comfortable and don’t take
up much space. The only thing is that
they can be worn to wear with the flip
flops . . . (I’m not sure if you have to
wear them).

Trace
(Zhang
and Zhou,
2023)

These are great for those who want to
wear a small. They are very comfort-
able and fit well. The only problem is
that they don’t last as long as some of
the more expensive ones in the past.
I would recommend these to anyone.

DE-VAE
(ours)

These are a bit small, but you can’t
get them to fit. They are a little tight
on the waist, but they are not too tight.
The material is a little stiff and uncom-
fortable to wear. Don’t waste your
money.

Table 1: Generated summaries by different models.
The red part represents negative, and the blue is
positive.
balanced emotional polarity distribution is obtained
using a large pre-trained language model. In partic-
ular, we design prompts to ensure that the large pre-
trained language model adheres to the minimal-edit
principle when generating counterfactual samples
with opposite sentiments. As the entity attributes
and emotions in reviews are closely tied with each
other, some counterfactual sample pairs of spe-
cific data sets are manually rewritten and used as
samples inside the prompts for input into the gener-
ator to ensure that the modification of aspects and
emotions is synchronized and reasonable.

The main contributions of this paper are as fol-
lows:

• We propose DE-VAE, an unsupervised sum-
marization model with emotional disentangle-
ment, which ensures high emotional accuracy
without disrupting the generation of summary
content.

• We introduce PairDA, a pairwise counterfac-
tual data augmentation approach utilizing large
language models by designing prompts and
manually counterfactual examples based on
specific datasets. This approach transforms
sentiment polarity while preserving the original
attributes and style.

• Experimental results on two datasets show
that both DE-VAE and PairDA outperform the
current State-Of-The-Art approaches on emo-
tional accuracy.

2. Related Work

2.1. Opinion Summarization
Opinion summarization generally focuses on user
reviews about products, hotels, restaurants, and
so on. The abstractive approaches mainly utilize
an encoder-decoder architecture, exploring vari-
ous structures such as AE, VAE, or denoising au-
toencoder(DAE)(Chu and Liu, 2019; Bražinskas
et al., 2020b; Amplayo and Lapata, 2020; Iso et al.,
2021; Zhang and Zhou, 2023). During training,
these models are constrained by the objective of
reconstructing the input text, and during generation,
they use the average of text representations as
the summary representation for decoding. Subse-
quent approaches aimed to enhance the controlla-
bility of generating summaries by explicitly (Suhara
et al., 2020; Elsahar et al., 2021; Amplayo et al.,
2021a; Ke et al., 2022) or implicitly (Amplayo et al.,
2021b) modeling aspect information. Some meth-
ods also explore ways to fuse input information for
summarization beyond simple averaging, utilizing
techniques like composite optimization (Iso et al.,
2021), Wasserstein barycenter (Song et al., 2022),
or hierarchical discrete latent space (Hosking et al.,
2023).

2.2. Debiasing Strategies in NLP
Bias in NLP systems can typically be categorized
as internal bias and external bias(Elsafoury et al.,
2023; Li et al., 2023a), depending on whether the
bias is related to the training data of downstream
tasks. Internal bias often pertains to issues of so-
cial fairness(Parraga et al., 2022), such as gender
and racial bias, which have been identified in the
embeddings of pre-trained language models (Guo
et al., 2022). Existing work has attempted to ad-
dress these issues through methods like adjusting
pre-training data, introducing additional objectives,
or post-processing.

On the other hand, external bias related to down-
stream tasks is often associated with task-specific
features, such as entity bias in fake news detec-
tion (Zhu et al., 2022), position bias in emotion
cause extraction (Yan et al., 2021), and language
bias in Visual Question Answering (VQA) (Cadene
et al., 2019), and so on. To mitigate these specific
biases, two distinct approaches have been devel-
oped: data distribution-related and model training-
related (Shah et al., 2020; Parraga et al., 2022; Li
et al., 2023a). In the data distribution-related ap-
proach, efforts are made to re-sample, weight, or
generate data to counteract bias(Dixon et al., 2018;
Pruksachatkun et al., 2021; Qian et al., 2022). In
contrast, model training-related methods explore
adversarial techniques, causality(Cadene et al.,
2019; Zhu et al., 2022), disentanglement, and ad-
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Figure 1: The architecture of DE-VAE. ye is the emotion label corresponding to the input text x. C is a
sentiment classifier. M is the number of categories for emotion classification.

ditional auxiliary modules to mitigate bias.

3. Methodology

In this section, we describe the two debiasing strate-
gies, the model-specific method DE-VAE, and the
model-agnostic method PairDA. In Section 3.1, DE-
VAE is introduced. However, model-specific meth-
ods can not be applicable to different generators.
To avoid reliance on specific model structures, a
more generalized, model-agnostic data augmen-
tation method, PairDA, is elaborated on in Section
3.2.

3.1. DE-VAE
Given a set of texts (here, user reviews) about an
entity (e.g., a product, hotel, or restaurant), the
aim is to summarise opinions expressed in them.
In this section, we describe DE-VAE, an emotion
faithfulness summarization model with emotional
disentanglement, building upon an existing summa-
rization model, coop (Iso et al., 2021). Coop follows
the classic VAE architecture with an encoder and
a decoder, and searches for input combinations
for summary aggregation using input-output word
overlapping during the summary inference. We
first present the overview of the model architecture.
Then, describe the detailed components of DE-VAE
and explain how to train the model.

3.1.1. Architecture Overview

Figure 1 shows the overall architecture of DE-VAE.
Inspired by DSS-VAE (Bao et al., 2019; Song et al.,
2022), a disentanglement structure based on emo-
tion classification is added to capture the sentiment-
relevant and sentiment-irrelevant information into
two continuous latent variables, ze and zn, with-
out interfering with content information. The emo-
tion task constraint LC

e and emotion adversarial

constraint LC
n ensure that emotions are efficiently

stored. Specifically, it contains three components,
an encoder pϕ, an emotional classifier M , and a
decoder qφ.

Given a text x and the corresponding emotion
label ye. In the training stage, each input text x is
passed to the VAE-encoder pϕ(ze, zn | xi) to get
two types of text representation. the emotional ze
and the neural zn. ze and zn are put into the same
emotional classifier M . By different goals, the two
representations are forced to learn emotionally rel-
evant and emotionally irrelevant information. Then
the document latent variable z is obtained by con-
catenating ze and zn, which is used to reconstruct
the input text x through the decoder qφ(x | z).

After training, a set of input texts belonging to the
same entity is passed to the encoder pϕ(zi | xi)
to obtain a document representation set X =
{x1, · · · , xN}. Then the summary representation
zs is computed by calculating the word overlap be-
tween the generated and the inputs following Iso
et al. (2021). The summary s is inferred from zs by
the decoder qφ(s | zs).

3.1.2. Model Components

The Encoder pϕ Iso et al. (2021) show that large
pre-training language models such as BERT (Ken-
ton and Toutanova, 2019) and GPT-2 (Radford
et al., 2019) do not show a significant performance
advantage over more lightweight model structures
in unsupervised opinion summarization. Therefore,
we employ the BIMEANVAE model (Iso et al., 2021)
which uses BiLSTM as encoder pϕ(h | x) and ap-
plies a mean pooling layer to the BiLSTM layer to
obtain the primitive text representation h. The ap-
proximate posterior of pϕ(ze | x) = N (µe(x), σe(x))
is obtained by the affine projection, and the same
applies to pϕ(zn | x). Concatenating representa-
tions ze and zn together is the final text representa-
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tion z.
The Emotional Classifier M The sentiment rep-
resentation ze and neutral representation zn are
fed into classifier M separately. The prediction
result of emotion representation ze should be the
corresponding emotion label ye of the text x. The
prediction result of neutral representation does not
contain sentiment information and should be uni-
form distribution U(0,M), where M is the number
of categories for emotion classification.
The Decoder qφ Following Iso et al. (2021), LSTM
is employed as the decoder qφ. The distribution
qφ(x | z) is computed by the reconstruction of the
input x from z.

3.1.3. Training of DE-VAE

To enable the model to capture emotional infor-
mation, we retained the VAE-related constraints
including the reconstruction loss Lrec and the KL
loss LKL. When reconstructing input, the content
representation z from concatenated ze and zn is
used as the input of the decoder to reconstruct the
input text x. The reconstruction loss is defined as:

Lrec(ϕ, φ) = −
N∑
i=1

E
pϕ(z|x)

[log qφ(x | z)], (1)

where ϕ and φ are the parameters of the model.
The reconstruction loss improves the quality of the
decoded text and forces the text representation z to
store content information with emotion. Then, the
KL regularizer LKL is added to control the amount
of information in ze and zn by penalizing KL di-
vergence of the estimated posteriors pϕ(ze | x)
and pϕ(zn | x) from the corresponding priors p(ze)
and p(zn). Both of the priors are generally a stan-
dard Gaussian distribution N (0, I) (Bowman et al.,
2016). The regularizer is defined as:

LKL
e = DKL(pϕ(ze | x)||p(ze)),

LKL
n = DKL(pϕ(zn | x)||p(zn)),
LKL = LKL

e + LKL
n .

(2)

To disentangle emotional representation and neu-
tral representation, we employ an auxiliary con-
strain Laux with emotion-relevant classification con-
straints LC

e and emotion-irrelevant adversarial con-
straints LC

n . The sentiment representation ze and
neutral representation zn are fed into classifier M
separately. The prediction result of emotion repre-
sentation ze should be the corresponding emotion
label ye of the text x, which is a cross-entropy loss:

LC
e = −Epϕ(ze)

M∑
i=1

yclog(p(ŷe|ze)). (3)

Additionally, inspired by Pergola et al. (2021), we
assume that sentiment-neutral representations zn

should not exhibit any category bias during sen-
timent classification, rather than being unable to
achieve correct classification. Therefore, zn should
be fed into the sentiment classifier to obtain a uni-
form sentiment classification distribution, which is
an expected KL divergence loss:

LC
n = −Epϕ(zn)[DKL(U(0,M)||p(ŷn|zn))],
Laux = LC

e + LC
n ,

(4)

whereM is the total number of sentiment classes.
The former is the expected KL divergence with the
uniform distribution U(0,M). The two representa-
tions share a classifier and together constitute the
final constraints Laux.

Our final objective function is:

L = Lrec + αLKL + βLaux, (5)

where α and β are hyper-parameters that con-
trols the strength of the KL regularization LKL and
emotion loss Laux.

3.2. PairDA
A model with disentanglement based on specific
frameworks like DE-VAE, can effectively guide the
model to capture emotional information. However,
its effectiveness depends on the specific framework
and is challenging to transfer to other structures.
Therefore, a more generalizable pairwise counter-
factual data augmentation approach, PairDA, is
proposed to directly correct imbalances in data dis-
tribution. Specifically, we follow a pipeline consist-
ing of extraction, rewriting, and replacement.

(1) Extract the samples corresponding to the ma-
jority class of the target attribute. For opinion sum-
mary datasets with sentiment scores ranging from
1 to 5, we extract reviews with a sentiment score of
5 from the training data. For these multi-sentence
texts, such texts are less likely to have a mixture of
positive and negative sentiment polarities, which
could potentially interfere with model rewriting.

(2) Rewriting chosen text to alter its features as-
sociated with the target attribute via LLMs. To miti-
gate the adverse effects of LLM-generated data
on the distinctive attributes of the original sum-
mary data, such as entity attributes, writing style,
or other scene-related, we enforce the model to
adhere minimal-edit principle through instructions
and counterfactual examples in the prompt, which
preserves the original content and style as much
as possible when generating text with the oppo-
site sentiment. Additionally, we introduce human
feedback and manual annotation to optimize coun-
terfactual examples within the prompts.

(3) Replacement samples. We finally replaced
the original text in the training set with the rewritten
text.
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Algorithm 1 Prompt Optimization
Input: instruction D, test set I = {x1, · · · , x|I|},

example permutation S, candidate example set
C = I, time step t = 1.

Output: Optimized Prompt P ← Pt.
1: repeat
2: randomly select review xt from set C and

obtained example s(xt, yt) manualy.
3: Insert s(xt, yt) into S to earned permutation

set {S1t , · · · ,S
|s|+1
t }, which each permuta-

tion contain |S|+ 1 examples.
4: for i = 1 to |S|+ 1 do
5: P i

t = {D,Sit};
6: scoreit ← score({I − S}|P i

t );
7: end for
8: update permutation S: S = argmax

Si
t

scoreit;

9: C = {};
10: add xi into C if score(xi|Pt) < 0;
11: t = t+ 1;
12: until score({I − S}|Pt) > δ or

score({I − S}|Pt)− score({I − S}|Pt−1) < ε.

Next, we will provide a detailed explanation of the
prompts used for text rewriting with the assistance
of large models, as well as our approach to opti-
mizing these prompts. In detail, we first devised
a foundational prompt to leverage the in-context
learning capabilities of LLM for obtaining emotional
opposite reviews. Then, guided by human evalu-
ation feedback on the generated counterfactuals,
we iteratively enhance the prompt design, which
includes incorporating human-annotated counter-
factuals and revising the order of examples in the
prompts.

3.2.1. Foundational Prompt Design

In-context learning is a paradigm that allows lan-
guage models to learn tasks given only a few ex-
amples in the form of demonstration (Dong et al.,
2022a), which boosts LLM’s performance in various
tasks (Brown et al., 2020a). In this work, we em-
ploy the ChatGPT platform 1 to generate pairwise
emotional counterfactuals within a crafted prompt
setting. Formally, our foundational prompt is de-
fined as a demonstration set P , comprising a task
instruction D and k demonstration examples. Thus,
we have P = {D, s(x1, y1), · · · , s(xk, yk)}, where
s(xi, yi) denotes an pairwise example of emotional
counterfactuals. Specifically, we define task instruc-
tion D as "Your task is to generate a counterfactual
that retains internal coherence and avoids unnec-
essary changes." and randomly select k samples
from counterfactually-augmented movie reviews
dataset (Kaushik et al., 2020), where k = 5. Fur-

1https://chat.openai.com/chat

thermore, we designate the temperature parameter
as T = 0.2 to encourage a more deterministic out-
put from the language model.

3.2.2. Prompt Optimization

The foundational prompts are already capable of
enabling LLMs to flexibly generate counterfactuals,
for example, when given the input "Jose’s bandana
must be giving him superpowers when he’s cook-
ing!!," the model generates the counterfactual as
"maybe Jose’s bandana is covering his eyes when
he’s cooking!!". However, there are still shortcom-
ings in its performance. This is evident in cases
where it retains the sentiment polarity of parts of the
sentences, meaning the transformation is not thor-
ough. Or it may result in unreasonable narratives,
such as describing the food as terrible but claiming
frequent visits. We assume this is because the
movie review examples included in the prompts
exhibit a limited alignment with the product or busi-
ness reviews from Amazon and Yelp. Therefore,
specific examples from corresponding datasets
should be added to the data-specific prompt.

First of all, a small evaluation dataset I is con-
structed for testing during the prompt optimization
process. We conducted counterfactual generation
and manual evaluations on the validation set of
the corresponding dataset, similar to the analysis
experiments 5.3, to obtain samples where senti-
ment inversion failed or generated unreasonable
counterfactuals. Based on the result of human eval-
uation, we employ a random selection to form the
set I, consisting of m raw reviews with issues in
sentiment inversion or reasonableness after gener-
ation, in conjunction with n reviews demonstrating
conformity to normative standards.

Afterward, we use an iterative approach to im-
prove prompt design, which involves the inclusion
of human-annotated counterfactuals and the adjust-
ment of example order within the prompts based
on feedback from human evaluations, shown in
Algorithm 1.

4. Experiments

4.1. Datasets
We performed experiments on two opinion summa-
rization benchmarks, the Amazon dataset (Bražin-
skas et al., 2020b) and Yelp (Chu and Liu, 2019).
All datasets include review ratings with a 1–5 scale
which we used as sentiment labels. Besides train-
ing reviews, these two datasets also contain gold-
standard summaries for 200 and 60 sampled ob-
jects for evaluation. More details can be found in
Appendix A.

However, extreme sentiment biases also exist in
the evaluation data. Therefore, we applied our pair-
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Amazon Yelp
Pos Neg Pos Neg

(%) P R F1 P R F1 P R F1 P R F1
Copycat 91.5 53.04 67.16 19 69.09 29.80 100 69.20 81.80 55.5 100 71.38

Wassos(T) 89.5 53.67 67.10 22.75 68.42 34.15 99.5 51.89 68.21 7.75 93.94 14.32

Wassos(O) 92.5 50.14 65.03 8 51.61 13.85 96.75 62.82 76.18 42.75 92.93 58.56

TRACE 92.5 57.54 70.95 31.75 80.89 45.60 99.75 69.63 82.01 56.5 99.56 72.09

Coop(a) 84.75 55.48 67.06 32 67.72 43.46 100 53.48 69.69 13 100 23.01

Coop 91.25 59.64 72.13 38.25 81.38 52.04 99.5 68.74 81.31 54.75 99.10 70.53

PairDA 81.25 82.28 81.76 82.5 81.48 81.99 99.5 93.21 96.25 92.75 99.46 95.99

DE-VAE 95.25 98 96.61 98 98.25 98.12 100 98.50 99.24 98.5 98.25 98.38

Table 2: Sentiment accuracy results on Amazon and Yelp. The bold and underlined scores denote the
best and second-best scores respectively.

Amazon Yelp
R1 R2 RL R1 R2 RL

Copycat 31.7 6.0 20.3 26.0 5.2 18.2

Wassos(T) 29.5 6.3 19.9 31.1 5.6 18.5

Wassos(O) 31.5 6.9 21.0 26.2 4.3 16.1

TRACE 35.9 7.1 21.0 33.6 6.6 19.5

Coop(a) 32.9 6.0 20.8 31.6 6.2 19.7

Coop 36.3 7.0 21.1 33.7 6.4 19.5

PairDA 36.4 7.3 21.2 34.3 6.7 19.9
DE-VAE 34.2 6.7 21.0 33.1 6.2 19.0

Table 3: Rouge scores on Amazon and Yelp. The
bold and underlined scores denote the best and
second-best scores respectively.

wise counterfactual data augmentation method to
enhance the reviews and summaries in the valida-
tion and test sets of both datasets. As a result, we
obtained test data with more balanced sentiments,
including 120 products on Amazon and 200 on Yelp.
Subsequently, extensive manual labeling was con-
ducted on the augmented results to evaluate the
quality of sentiment augmentation.

Furthermore, due to the limited quantity of test
data even after data augmentation, we extracted
800 positive and 800 negative products from the
training data of both datasets. Half for the valida-
tion, and the other half for the test. Each product
consists of 7 or 8 reviews, all rated as 5 for positive
or 1 for negative sentiment. While these data do not
have standard summaries, due to the consistent
sentiment polarity of reviews, we utilized them for
assessing the ability of summary generation to pro-
duce summaries with different sentiment polarities
for positive (POS) and negative products (NEG).

4.2. Evaluation Metrics and Baselines

We evaluate summary systems with the classical
ROUGE-1, 2, L metrics (Lin, 2004). We also report
sentiment precision, recall, and F1-score about the
positive and the negative, using the sentiment anal-

ysis model from BERT pipeline API (Wolf et al.,
2020) to compute. Among the top five models
based on combined sentiment scores, the model
with the highest ROUGE-1 will be selected as the
final output.

We compare our method against the following
unsupervised summarization approach. Copycat
(Bražinskas et al., 2020b) captures the dependency
relationship between the product and reviews by
defining a hierarchical VAE. Coop (Iso et al., 2021)
searches input combinations for the summary ag-
gregation using the input-output word overlapping.
a represents the use of a simple averaging strategy,
while the other represents the retrieval strategy of
Coop. Wassos (Song et al., 2022) uses the Wasser-
stein barycenter of the semantic and syntactic distri-
butions to obtain the summary. O and T represent
different clustering strategies. TRACE (Zhang and
Zhou, 2023) is based on text representation disen-
tanglement with generated counter-templates.

4.3. Implementation Details

We used Adam optimizer (Kingma and Ba, 2015)
with a linear scheduler, whose initial learning rate
is set to 5e−4. For beam search in the generation,
the beam size is set to 4 and a max token size of
70. To mitigate the KL vanishing issue, we also
applied KL annealing (Li et al., 2019; Iso et al.,
2021) over two distributions. We also employed
the first-person pronoun blocking (Iso et al., 2021),
which prohibits generating first-person pronouns
(e.g. I, my, me) during summary generation. The
ROUGE-1/2/L scores based on F1 (Lin, 2004) are
reported for automatic evaluation. All experiments
were conducted on NVIDIA GeForce RTX 3090.

For the prompt optimization, m = 80, n = 20, δ =
80 and ε = 15, the score(S|Pt) function indicates
a score evaluating on dataset S = {x1, · · · , xk}
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(a) Amazon

(b) Yelp

Figure 2: Sentiment results about different num-
bers of augmented data on Amazon and Yelp. The
number represents the amount of augmented data
changed.

under prompt Pt, which defined as:

score(S|Pt) =

|S|∑
i=1

HumanEval(LLM(xi, Pt))

(6)
where LLM(xi, Pt) is LLM’s output given input xi

and prompt Pt. HumanEval is a score given by
human evaluation, whose value belongs to {1,−1},
1 demonstrates conformity to normative standards,
and -1 indicates the issues in reasonableness
or sentiment polarity after generation. The final
prompts include 5 pairs of examples for the Amazon
dataset and 7 pairs for Yelp. After data augmen-
tation, we utilized the Coop model to assess the
effectiveness of our data augmentation methods.
All the result of PairDA is obtained by Coop,

4.4. Results
According to table 2, our PairDA and DE-VAE per-
form consistently well in almost all metrics, ranking
first and second. The exceptions are the preci-
sion for the positive class on the Amazon dataset
and the recall for the negative class on the Yelp
dataset. These exceptions can be attributed to
the previous model’s overly sentiment bias. It is
evident that the previous models exhibited high
precision for the positive but low recall for the posi-
tive and low accuracy for the negative, indicating

a strong tendency to generate positive summaries.
Compared to them, the model-specific approach,
DE-VAE, achieved F1 scores exceeding 96% on
both datasets, while the data augmentation method,
PairDA, performed better on Yelp than on Amazon,
approaching the performance level of DE-VAE. This
could potentially be due to the Amazon dataset’s
diverse product categories, while Yelp primarily con-
sists of restaurant reviews. This divergence may
necessitate a more refined design approach and
research for data augmentation on the Amazon
dataset.

Regarding the results of ROUGE scores in table
3, it was observed that various models did not ex-
hibit a significant performance decrease on our new
sentiment-balanced test set after data augmenta-
tion. Among our two methods, PairDA outperforms
PairDA notably in terms of ROUGE. Contrasted
with the base model, Coop, the data augmentation
methods had minimal interference with the model’s
summarization capability and even brought about
slight gains.

5. Analysis

5.1. Impact of the number of Data
Augmentation

The impact of data augmentation quantity on sen-
timent accuracy is shown in Figure 2. We com-
pared the results of replacing 90k, 180k, 270k, and
360k positive reviews from the original dataset with
the data augmentation methods on the Coop. It
is evident that as the amount of augmented data
increases, most sentiment-related metrics show
significant improvements, except for the precision
of the positive and the recall of the negative. Data
augmentation had virtually no effect on the negative
recall for both datasets. Additionally, we speculate
that the decrease in positive precision on Amazon
is due to the initial sentiment bias, which inflated
precision levels.

5.2. Ablation Studies of DE-VAE
On the Amazon dataset, we conducted an inves-
tigation into the weight of the auxiliary constraints
Laux related to sentiment, as reflected in Table 6.
Since we set the KL constraint weight LKL to be
equal to the sentiment weight, which means α = β.
When β = 0, the model also loses the KL constraint
and degrades into an AE model. Therefore, we in-
troduced a scenario where the model retains the
VAE structure even when β = 0, which is referred
to as 0(VAE).

In comparison to the AE model, the VAE model
significantly improved ROUGE values but exhibited
a noticeable decrease in the F1 score for nega-
tive sentiment. This suggests that the VAE model,
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Reasonable UnReasonable
(%) R3 R2 Rtotal UR3 UR2 URtotal

Amazon 94.70 5.15 99.85 0.00 0.15 0.15
AmazonDA 87.42 10.61 98.03 0.15 1.82 1.97

Y elp 95.72 3.67 99.39 0.00 0.61 0.61
Y elpDA 91.78 7.44 99.22 0.11 0.67 0.78

Table 4: The reasonable results of generated data from PairDA on Amazon and Yelp.

Succ Fail
Amazon 80.80 19.20
Y elp 86.89 13.11

Table 5: The rate of successful sentiment reversal.
β R1 R2 RL P-F1 N-F1

0(AE) 29.46 4.15 17.08 70.70 79.39

0(VAE) 35.61 7.00 21.22 82.16 51.97

1 35.80 6.49 20.81 89.37 76.75

2 35.00 6.80 20.54 91.57 83.06

3 34.92 6.27 20.36 89.39 88.94

4 34.58 6.24 20.07 92.82 89.95

5 35.02 6.30 20.41 92.51 90.98

10 34.88 6.47 20.23 95.91 94.82

15 34.38 6.27 20.16 95.38 96.67
20 34.21 6.70 20.98 96.07 93.86

Table 6: Experimental results on Amazon. The
bold and underlined scores denote the best and
second-best scores respectively. The numbers rep-
resent the weights. P-F1 represent the F1 score
of positive, and N-F1 is corresponding to the nega-
tive.
while having superior generation capabilities, also
amplifies sentiment bias. With the increase in the
β value, the R1 value displayed a slightly declin-
ing trend, while other ROUGE scores exhibited un-
stable declines. Meanwhile, sentiment accuracy,
especially for negative sentiment, showed some
improvement with increasing weight. However, af-
ter the weight exceeded 10, the model’s accuracy
began to fluctuate.

5.3. Quality of data augmentation via
PairDA

To evaluate our data augmentation methods PairDA
in terms of the reasonability of text generation and
the probability of sentiment transformation, we ex-
tracted all reviews and summaries from the vali-
dation and test sets. Then we performed the data
augmentation via corresponding prompts, then con-
ducted manual evaluations in terms of both reason-
ability and sentiment. To avoid interference with
annotators due to paired data, such as guessing
which one was generated by LLMs, we split the
original data and generated data into individual
samples. Three graduate students in Artificial Intel-

ligence majors manually annotate binary sentiment
polarity for a total of 4920 reviews or summaries.

After acquiring manually annotated data, the
probabilities of sentiment reversal probability and
text reasonability are computed through the voting
mechanism. As shown in Table 4, we present the
probabilities of the Unreasonable for original data
(Amazon, Y elp) and generation data (AmazonDA,
Y elpDA). Based on the number of annotators who
labeled as "Unreasonable (UR)," we categorized
the instances into four levels: R3 (no one labeled
as unreasonable, indicating unanimous agreement
on reasonableness among all three annotators),
R2 (agreement on reasonableness among two an-
notators), UR2 (two annotators labeled as unrea-
sonable), and UR3 (all three annotators labeled as
unreasonable).

From Table 4, it can be observed that the prob-
abilities of unreasonableness (URtotal) in the aug-
mented data samples slightly increased. However,
the ultimate probability of being unreasonable re-
mains below 2%, indicating a reasonable probabil-
ity of over 98%, which is acceptable. Especially
on the Yelp dataset, the probability of unreason-
ableness for augmented data only increased by
0.17%. In Table 5, we depict the probabilities of
successful and failed sentiment reversal in pair data
where at least two annotators deemed both texts
to be reasonable. The rate of successful reversal
in sentiment(Succ) in Amazon samples is 80.80%,
and 86.89% in Yelp. Additionally, we observed
that whether text reasonability or sentiment trans-
formation probability, the results were better on Yelp
compared to Amazon. We speculate that this may
be due to the fact that the Yelp prompt includes 7
counterfactual generation examples, while Amazon
only has 5.

6. Conclusion

We have found noticeable sentiment bias in current
opinion summarization models that cannot gener-
ate summaries that contain negative sentiment. To
mitigate this bias, we designed the Emotional Dis-
entanglement VAE (DE-VAE). Furthermore, to over-
come the constraints of specific model structures,
we introduced the method of counterfactual data
augmentation through large models, PairDA, to di-
rectly alter the sentiment distribution of the dataset.
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Experimental results demonstrate that both of our
methods significantly improve the emotional accu-
racy of generated summaries.
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A. Dataset Preparation

Amazon contains product reviews for four Ama-
zon categories: Electronics, Clothing, Shoes and
Jewelry, Home and Kitchen, and Health and Per-
sonal Care. Yelp includes a large training corpus
of reviews for businesses. Following the similar
pre-processing way (Chu and Liu, 2019; Bražin-
skas et al., 2020b; Iso et al., 2021), only reviews
within the maximum of 128 tokens each were used.
In Amazon, each product for evaluation is with 3
human-created summaries, released by (Bražin-
skas et al., 2020b). And only 1 human-created
summary for each business in Yelp, released by
(Chu and Liu, 2019). For both datasets, the sum-
maries are manually created from 8 input reviews.
We used the same dev/test split, 100/100 for Yelp
and 28/32 for Amazon, released by their authors
for our experiments

B. Human evaluation detail

B.1. Questionnaire setting
We conducted paired counterfactual augmentation
on the validation and test sets of Amazon and Yelp
(with distinct prompts), encompassing reviews and
summaries. This process resulted in a dataset of
4920 samples, including 1320 samples from Ama-
zon and 3600 from Yelp. To mitigate potential in-
terference in judgment arising from paired reading
by annotators, we opted to shuffle and split the
paired data randomly. Our questionnaire utilized
Google Forms to guide annotators to label senti-
ment polarity (1 for positive, 0 for negative) and
reasonableness (1 for unreasonable or Incoherent,
0 otherwise).

B.2. Manual Annotation
We recruited three graduate students in Software
Engineering/Artificial Intelligence majors to manu-
ally annotate sentiment polarity for a total of 4920
reviews/summaries. Before annotation, we pre-
sented annotators with examples and introduced
our annotation guidelines. The annotation process
was bifurcated into two aspects: Sentiment Po-
larity and Reasonableness. Sentiment polarity
annotation involves categorizing expressions into
either positive or negative emotions. It was straight-
forward to annotate instances where the entire ex-
pression conveyed either a positive or negative
sentiment. When an expression contains a mix of
positive and negative emotions, annotators should
typically focus on summary sentences (usually at
the beginning or end) or infer the overall sentiment

https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html
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based on the tone. The label "unreasonable" is
marked as "yes" when it includes logical inconsis-
tencies, incoherent language, and other factors
that make text difficult to understand. When these
conditions are not present, the label is marked as
"no".



12510

Figure 3: The changes in ROUGE-1 and negative precision during training. "Emofair" is the KL divergence
constraint related to a uniform distribution that we adopted. "NegEmo" represents taking the negative
of the cross-entropy loss for classification as a constraint. "NegGrad" signifies using the regular cross-
entropy-based sentiment classification constraint but adding a gradient reversal layer.

C. Analysis about data augmentation

Amazon Yelp
Pos Neg Pos Neg

(%) P R F1 P R F1 P R F1 P R F1
Coop 91.25 59.64 72.13 38.25 81.38 52.04 99.5 68.74 81.31 54.75 99.10 70.53

PairDA
90k 89.75 63.09 74.10 47.5 82.25 60.22 99.5 75.09 85.59 67 99.26 80.00

180k 89.75 67.74 77.20 57.25 84.81 68.36 99.75 76.44 86.55 69.25 99.64 81.71

270k 85.25 70.75 77.32 64.75 81.45 72.14 99.5 77.89 87.38 71.75 99.31 83.31

360k 81.25 82.28 81.76 82.5 81.48 81.99 99.5 93.21 96.25 92.75 99.46 95.99
DE-VAE 95.25 98.00 96.61 98 98.25 98.12 100 98.50 99.24 98.5 98.25 98.38

Table 7: Sentiment results about changing different numbers of generation data on Amazon and Yelp.
The bold denotes the best scores. The number represents The amount of augmented data added.

D. Analysis about different sentiment constraint

E. Prompt detail

E.1. Foundational Prompt
Here is the Foundational Prompt employed to obtain annotated validation datasets for prompt optimization:

Your task is to generate a counterfactual that retains internal coherence and avoids unnecessary
changes.

Example: Really good movie. Maybe the best I’ve ever seen. Alien invasion, a la The Blob, with
crazy good acting. Meteorite turns beautiful woman into a host body for nasty tongue. Engaging plot,
great tongue. Absurd comedy worth watching. Maybe don’t wash your hair or take out the trash but
take time out to watch this movie.

Counterfactual: Really bad movie. Maybe the worst I’ve ever seen. Alien invasion, a la The Blob,
without the acting. Meteorite turns beautiful woman into a host body for nasty tongue. Bad plot, bad
fake tongue. Absurd comedy worth missing. Wash your hair or take out the trash.

Example: I rated this a 5. The dubbing was as good as I have seen. The plot - wow. I’m not sure
which made the movie more great. Jet Li is definitely a great martial artist, as good as Jackie Chan.
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Counterfactual: I rated this a 3. The dubbing was as bad as I have seen. The plot - yuck. I’m not
sure which ruined the movie more. Jet Li is definitely a great martial artist, but I’ll stick to Jackie Chan
movies until somebody tells me Jet’s English is up to par.

Example: Greenaway seems to have a habit of trying hard to entertain his viewers. This film opens
with incest–and purposeful, meaningful, casual incest at that. That’s Greenaway’s focus. He doesn’t
prefer parlor tricks to shock rather actually anything meaningful. Technical skill isn’t enough. He’s a
bit perverse for the sake of perversity but it works out well.

Counterfactual: Greenaway seems to have a habit of trying deliberately to disgust his viewers.
This film opens with incest–and purposeless, meaningless, casual incest at that. That’s Greenaway’s
big problem. He prefers parlor tricks to shock over actually doing anything meaningful. Technical skill
isn’t enough. He’s just a bit perverse for the sake of perversity.

Example: This is one of the most awesome movies ever. Shaq better do more movies. This movie
just gave me a good bit of life and I will always remember that. I will never make fun of this movie
until I die, and then even after! It is just so wonderful and even funny. MST3000 would have a blast
with this one.

Counterfactual: This is one of the most god-awful movies ever. Shaq better just stick to basketball.
This movie took away apart of my life I will never have back. I will make fun of this movie until I die,
and then some. It is so horrible it is not even funny. MST3000 would have a blast with this one.

Example: There’s something wonderful about the fact that a movie made in 1934 can be head and
shoulders above every Tarzan movie that followed it, including the bloated and boring 1980s piece
Greystoke. Once the viewer gets past the first three scenes, which are admittedly dull, Tarzan and
his Mate takes off like a shot, offering non-stop action, humor, and romance. Maureen O’Sullivan
is charming and beautiful as Jane and walks off with the movie. Weismuller is solid as well. Highly
recommended.

Counterfactual: There’s something awful about the fact that a movie made in 1934 can be head and
shoulders below every Tarzan movie that followed it, including the bloated and boring 1980s piece
Greystoke. Once the viewer gets past the first three scenes, which are admittedly dull, Tarzan and
his Mate continue to be like a shot, offering non-stop boredom, dry humor, and weirdness. Maureen
O’Sullivan is mean and ugly as Jane and walks off with the movie. Weismuller is rude as well. Not
recommended.

E.2. Added Examples After Prompt Optimization

In Prompt Optimization, we annotated k1 examples from the Amazon dataset and k2 examples from the
Yelp dataset to gain better performance in the counterfactual generation, where k1 = 5 and k2 = 7.

Here are the annotated examples from the Amazon dataset:

Example: I tried connecting my iPhone 4S to my 2012 Ford Focus using a standard 3.5mm audio
cable, but it sounded awful and noisy. Instead, I purchased this cable and now the audio going into
my car sounds perfect! This is the best $3-5 I could have spent to improve my car audio.

Counterfactual: I tried connecting my iPhone 4S to my 2012 Ford Focus using a standard 3.5mm
audio cable, but it sounded awful and noisy. Instead, I purchased this cable and now the audio going
into my car still sounds awful! This is the worst $3-5 I could have spent to improve my car audio.

Example: I ordered this for my 3 yr old for Halloween. He loved it!! The candy catcher in the front
is really neat, but probably need to take a pail or something else along also because it can get to be
heavy if they get a lot of candy. I was very pleased with the way it fit and everything.

Counterfactual: I ordered this for my 3 yr old for Halloween. He prefer another one!! The candy
catcher in the front is really small, but probably need to take a pail or something else along also
because it can get to be heavy if they get a lot of candy. I was concerned about the way it fit and
everything.
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Example: I loved this steamer when I got it, and it has remained a very stable item to use. I feel
confident taking it out of the microwave when hot because it has never dumped hot food all over me.

Counterfactual: I disliked this steamer when I got it, and it has remained a very unstable item to
use. I feel hesitant taking it out of the microwave when hot because it has frequently spilled hot food
all over me.

Example: Purse looks great. The bag is cute and flashy but the size is smaller than expected
overall. The stones and straps are not very durable and break or fall off easily.

Counterfactual: The purse looks awful. The bag is unattractive and plain but the size is just the
expected overall. The stones and straps are just durable and break or fall off not easily.

Example: The tank fit very well and was comfortable to wear. The material was thicker than I
expected, and I felt it was a great value for the price. I’ve bought similar quality tanks for $10 at a
local store.

Counterfactual: The tank didn’t fit well at all and it was quite uncomfortable to wear. The material
was much thinner than I expected, and I felt it was not a good value for the price. I’ve bought similar
quality tanks for less than $10 at a local store.

Here are the annotated examples from the Yelp dataset:

Example: Nothing special here. The music is too loud, the drinks too pricey, and the servers to
shapely for the clothing they are wearing. Not that there are many options around job.com arena to
choose from, sadly this is probably the best.

Counterfactual: A special place here. The music is just the right volume, the drinks are reasonably
priced, and the servers are dressed decently. There are many good options around job.com arena to
choose from, luckily this is probably the best.

Example: My wife and I had dinner and wine here during their last week open. The food and wine
was fantastic as always. It is unfortunate that Twisted Rose closed its doors. They will be missed.

Counterfactual: My wife and I had dinner and wine here during their last week open. The food
and wine was terrible as always. It is fortunate that Twisted Rose closed its doors. They will not be
missed.

Example: Pro: Brightly lit, open late Con: Waaay overpriced unless you typically drive in the mud
and need lots of car washes for a monthly fee.

Counterfactual: Con: Dimly lit, open early Pro: Surprisingly affordable unless you typically drive in
the mud and need lots of car washes for a monthly fee.

Example: One hour wait for mediocre food. But at least the place pumps uber loud music so
everyone had to scream to be heard.

Counterfactual: No wait for delicious food. The place plays music at the right volume so everyone
could have to talk without any need to raise their voices.

Example: Excellent and fresh ingredients, make this a must go to for tasty sushi. Staff is unfriendly,
but restaurant is spacious.

Counterfactual: Mediocre and stale ingredients, make this a place to avoid for tasty sushi. Although
the staff is friendly, the restaurant is cramped.

Example: Nice place. Quick and easy. Had the eggs and corned beef hash special - which was
great. Would come back to try more. Coffee was not good - especially with so many good coffee
options in the Strip.

Counterfactual: Awful place. Slow and complicated. Had the eggs and corned beef hash not
special - which was terrible. Would never come back to try more. Coffee was surprisingly good -
especially with so many bad coffee options in the Strip.

Example: It’s pretty much better than you expect for the money. Nothing to complain in terms of
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food and in comparison to barbarians it is more affordable... And they even have pickled vegetables
for appetizers :)

Counterfactual: It’s pretty much worse than you expect for the money. Plenty to complain about in
terms of food and in comparison to barbarians it is much more expensive... And they don’t even have
pickled vegetables for appetizers :(

E.3. Counterfactuals samples

Source Text Counterfactual (Basic Prompt) Counterfactual
(Basic Prompt) (Optimized Prompt)

Great place to eat. Food al-
ways tastes fresh. Frequently
visit ray road location. Ice ma-
chine always seems to be work-
ing. Very sanitary to scoop ice
with a clean scooper provided.

Great place to eat. Food always
taste fresh. Frequently visit ray
road location. Ice machine al-
ways seems to be broke. Kind
of unsanitary to scoop ice with
scooper laying in the ice.

Terrible place to eat. Food
always tastes stale. Rarely
visit ray road location. Ice ma-
chine never seems to be work-
ing. Very unsanitary to scoop
ice with a dirty scooper pro-
vided.

I’ve been here before...amazing
food ...and the consistency is al-
ways on point...service was ex-
ceptional...love this place cause
it is close to the house...Jose’s
bandana must be giving him su-
perpowers when he’s cooking!!

I’ve been here before...good
food ...but the consistency
needs improvement...service
was mediocre...still like this
place cause it is close to
the house... maybe Jose’s
bandana is covering his eyes
when he’s cooking!!

I’ve been here before...terrible
food ...and the inconsistency is
always a problem...service was
terrible...hate this place cause
it is far from the house... Jose’s
bandana must be giving him
bad luck when he’s cooking!!

It’s great. Floor was clean and
our waiter seemed knowledge-
able. Food was excellent and
definitely worth writing home
about.

It’s ok. Floor was dirty and our
waiter seemed almost clueless.
Food was good but not "write
home about"

It’s terrible. The floor was dirty
and our waiter seemed clueless.
The food was awful and defi-
nitely not worth mentioning.

Table 8: Some of the counterfactuals generated under the Basic Prompt and Optimized Prompt settings.
red part represents negative, and the blue is positive.
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