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Multilingual Time Maps: Portable Phonotactic Models for Speech Technology

Julie Carson-Berndsen

Department of Computer Science
University College Dublin
Belfield, Dublin 4, Ireland

Julie.Berndsen@ucd.ie

Abstract
This paper addresses the notion of portability of human language technologies with respect to a computational model of phonology
known as the Time Map model, focusing specifically on generic techniques for acquiring, representing and evaluating specific
phonological information used by the model in multilingual speech technology applications. Multilingual time maps are multilevel
finite state transducers which define various types of information with respect to their phonotactic context. A development
environment for multilingual time maps is presented and an illustration of how such a multilevel finite state transducer can be

constructed for a new language is given.

1. Introduction”

The extent to which human language technologies
can be adapted for use in other application domains has
become obvious in recent years with speech interfaces
to a wide variety of information systems becoming
more and more commonplace. However, the extent to
which such technologies can be adapted to other
languages, in particular minority languages, remains to
be seen. Furthermore, little emphasis has been placed on
developing generic technologies which can be applied
not only to “new” languages but which can be
employed in other task domains. While it is often
considered practical to have a speech recognition
system for a language if one is about to embark on
developing a speech synthesis system for that language
- the recognition can support data annotation - the fact
that the linguistic knowledge which is being represented
for the one task domain could be relevant for the other
is largely ignored. In order to address the issue of
portability adequately, linguistic representations must
be integrated more explicitly into human language
technologies. While a hidden Markov model can be
trained as a speech recognizer perhaps for any language
given a large data set, there is no potential for exploiting
the commonalities of human languages or for using the
same knowledge in the synthesis task domain.

This paper addresses the notion of portability with
respect to a computational model of phonology known
as the Time Map model focusing specifically on generic
techniques for acquiring, representing and evaluating
different types of phonological information used by the
model in multilingual speech technology applications.
Ubiquitous  language technology concerns the
development of language technologies for different
purposes on different platforms so that they can be
made available to everybody at all times rather than to a
select group for specific purposes. Much of the further
development of the Time Map model is aimed towards
providing fine-grained representations for speech

* This research was part funded by the HEA under the MMRP
programme.

recognition and synthesis and developing computational
models which will contribute to achieving this long-
term goal. The techniques presented in this paper make
way for the extension of current speech technology to
languages which have received little attention thus far
by modeling linguistic information at various levels of
granularity.

In the context of this paper, portability refers to
extending the functionality of a system to cater for
another language. It does not cover issues such as re-
applying the technology to new content domains (e.g.
adapting an English spoken language interface for a
football results information system to an English
information system for accommodation in London). The
model described below is not restricted to a specific
application domain and therefore the main concern is
adapting the system to another language. This involves
parameterization of the system so that the language-
specific components can be substituted in a “plug and
play” fashion.

In the next section, the Time Map model is sketched
briefly with particular attention to the language-specific
knowledge components. Section 3 discusses how the
model has been parameterized to allow extension to
other languages by defining the notion of multilingual
time maps specifying information at different levels of
granularity and a  development environment,
PhonoDeSK, for acquiring and evaluating such time
maps is presented. Section 4 describes an example
illustrating the role which can be played by PhonoDeSK
in the context of portability of human language
technologies and section 5 concludes with some
comments on future work.

2. Time Map Model

The Time Map model was proposed as a
computational linguistic model for speech recognition
by Carson-Berndsen (1998, 2000) and has been tested
within a speech recognition architecture for German.
More recently, the model has been extended to English
and has been provided with an interface which allows
users to define and evaluate phonotactic descriptions for
other languages and sublanguages (Carson-Berndsen &
Walsh, 2000). In extending the model to cater for



English, particular emphasis was placed on
parameterizing the model so that knowledge
components for other languages could readily be
substituted.

The original motivation for the design of the Time
Map model was to address specific problems in the arca
of speech recognition below the level of the word. In
particular, the problem of out-of-vocabulary items, also
termed the “new word” problem, is addressed explicitly
in the model. This is done by including complete
phonotactic descriptions of a language which describe
not only those forms specified in some corpus lexicon,
but also all potential forms which adhere to the
phonotactic constraints imposed by the language.
Another specific problem addressed by this approach is
the modelling of coarticulation phenomena. This is
done by assuming a non-segmental approach to the
description and interpretation of speech utterances
which avoids having to segment an utterance into non-
overlapping units at any level of representation.

The Time Map model has two main language-
specific components: the phonotactic automaton and
the time map lexicon. These components each assume a
particular representation of speech utterances in terms
of a multilinear representation of features similar to an
autosegmental score.

2.1. Multilinear Representations

Speech utterances are defined in the model in terms
of a multilinear representation of tiers of features which
are associated with signal time. The notion of tiers of
features is not new in the area of phonology (cf. for
example Goldsmith, 1990). However, recently there has
been a significant upsurge in phonetic feature extraction
and classification, and automatic transcription using the
type of features proposed in our model (e.g. Chang,
Greenberg & Wester (2001), Ali et al., (1999)). An
example multilinear event representation using the
Chang, Greenberg & Wester (2001) features is depicted
in figure 1.

vort ‘ voi- | voit ‘ vol-

mid ‘ mil | mid ‘ il

sta]  dm ] sl

ret ‘ und| lab | fit ‘ cor
il | rd- ‘ il

Figure 1: Multilinear representation of the word pace

As can be seen from figure 1, each feature in a
multilinear event representation is associated with a
specific tier (on the vertical axis) and with a specific
time interval in terms of milliseconds (on the horizontal
axis). The features do not all start and end
simultaneously. An overlap of  properties
(coarticulation) exists in any time interval; for example,
the feature rd- begins before the voc feature indicating
that the lips have been spread during the plosive (s#p)
anticipating the following nonround vowel.

A multilinear event representation of a speech
utterance is in fact highly constrained. It is not the case,
that any combination of features can occur in any order.
The allowable combinations of features are dictated
partly by the phonological structure of the language, as
defined by the phonotactics, and partly by predictable
phonetic variation, which often results from limitations
associated with human speech production.

2.2. Phonotactic Automata

The primary knowledge component of the Time
Map model is a complete set of phonotactic constraints
for a language which is represented in terms of a finite
state automaton. A phonotactic automaton describes all
permissible sound combinations of a language within
the domain of a syllable. It can be phoneme-based (just
specifying phonemes), feature-based (generalizing over
phonemes) or event-based (specifying constraints on
temporal relations between the features). A subsection
of a phonotactic automaton depicting CC- clusters in
English syllable onsets can be seen in figure 2.

[{C,: sto @ woi-, T, lab @ vol-, Cg stp @ lab 108 ms]

[{C4: stp @ voi-, Cgi lab @ voi-, G stp ® lab } 117 ms]

Figure 2: Subsection of a phonotactic automaton

The arcs in an event-based phonotactic automaton
define a set of constraints on overlap relations which
hold between features in a particular phonotactic
context (i.e. the structural position within the syllable
domain). In the phonotactic automaton of figure 2, the
constraint C;: stp ° voi-, for example, states that the
feature stp (a plosive) on the manner tier should overlap
the feature voi- (voiceless) on the phonation tier. The
millisecond values refer to the average durations for the
sounds in this particular phonotactic context which have
been calculated from a large corpus.

! The monadic symbols written on the arcs in figure 2 are
purely mnemonic for the feature overlap constraints they
represent; the ° symbol represents the overlap relation.



2.3. Time Map Lexicon

The time map lexicon defines fully specified
multilinear event representation of each syllable in the
corpus (or each lexicalised syllable in the language)
together with their phonemic and orthographic forms.
The time map lexicon is used online by the model to
distinguish between actual and potential syllables and
used offline for evaluation purposes with respect to a
particular corpus.

The time map lexicon is compiled from a generic
lexicon model (Carson-Berndsen, 1999). Generic
lexical information is represented in DATR, a simple
language designed specifically for lexical knowledge
representation  that allows the definition of
nonmonotonic inheritance networks with path/value
equations (cf. Evans & Gazdar, 1996). Varying degrees
of granularity (syllables, tiers in a multilinear
representation, consonants, vowels etc.) are specified as
templates in DATR. For each language (see figure 3)
specific word, syllable and segment inventories are
defined which contain information such as frequency
and average duration. Specific entries inherit
regularities and sub-regularities from the templates
while exceptions are specified in the entries themselves.
Either individual or cascades of finite state transducers
are then applied to generate individual lexicons for
speech applications in an application specific format (cf.
Cahill, Carson-Berndsen & Gazdar, 2000).

FST 1
syllable templates s FST 2

tier templates N
consonant templates

vowel templates

<csegment manner ="nasal" FST 3
e woiced ="trug" place
="apical"> n
p < jcsegmentt> < forsets

<nucleus type ="first"> FST 4

<wsegment vplace ="back"
length="short" height="low" FST S
rounded="false"> a
syllable entries <fvsegment></nucleus>
<nucleus type ="second">
<vsegment vplace ="back"
length :"\al>‘<" hqjght ="rmid"
segment entries rounded ="true"> U
< fvsegment> < /nucleus >
Lang 1 </syllable>

FST6

FST 7

FST 8

FST 9

MULTI-
FORMAT

Figure 3: Generic lexicon architecture

2.4. Speech Recognition with the Time Map
Model

In the context of speech recognition, input to the
model is a multilinear representation of a speech
utterance in terms of absolute time events, i.e. features
with start and end points which are extracted from the
speech signal. Phonological parsing in the Time Map
model is guided by the phonotactic automaton which
provides top-down constraints on the interpretation of
the multilinear representation, specifying which overlap
and precedence relations are expected by the
phonotactics. If the constraints are satisfied, the parser
moves on to the next state in the automaton. Each time a
final state of the automaton is reached, a well-formed
syllable has been found. This well-formed syllable may
be underspecified, however, since some of the
constraints in the phonotactic automaton may have been

relaxed. It is then compared with a fully specified
multilinear representation in the time map lexicon which
allows the system to distinguish between actual
(lexicalised) and potential syllables. The architecture of
the model in the context of speech recognition is

depicted in figure 4.
Signal Processing Multilinear Representations
Hypotheses
- . [r3 e kmest]

| ereimpt | [rake mest]

-

|

Tirne Map
Lexicon

Y X

actual  potential
syllables  syllables

Speech Utterance Phonotactic Model

Figure 4: Time Map speech recognition architecture

Speech synthesis based on the Time Map model is
also currently under investigation (see Bohan et al.,
2001). This involves  generating  multilinear
representations from a lexical representation of an
utterance using a cascade of finite state transducers
mapping from phonemes to allophones to event
representations. The aim of this research is to
investigate the application of the Time Map model in the
synthesis domain and to a language with a significantly
different phonology, namely Irish. The methodology
used to port the model to Irish is discussed in section 4
below.

3. Multilingual Time Maps

The Time Map model has been parameterized to
allow the language-specific components to be
substituted by components describing other languages.
There are two issues involved in this process. The first
issue concerns how to represent the language-specific
information in a uniform way so that it can be used
immediately by the model and also be made available
for use with other technologies. The second issue
concerns the acquisition of the language-specific
components. In what follows, both of these issues are
discussed in turn with respect to the phonotactic
automaton and the time map lexicon. The language-
specific configuration of the model is defined by a
multilingual time map. The time map defines mappings
between different types of information and constraints
on overlap relations between features. It is termed
multilingual because on the one hand, it provides a
framework for developing the language-specific
knowledge components for the Time Map model either
by using knowledge of a related language already
available to the system to predict the relevant structures
of a “new” language or by learning these directly. On
the other hand, it has a uniform structure which allows
for cross-language comparisons and the generation of
time maps which cover a number of languages.



3.1. Representation

A multilingual time map comprises language-
specific information at various levels of granularity
represented as a multilevel finite state transducer. The
advantage of this representation is that it is declarative,
bidirectional and efficient to process. The multilevel
finite state transducer can be viewed as an extension of
the phonotactic automaton to include (at least) the
following levels:

Graphemes

Phonemes

Allophones

Features

Constraints on Overlap Relations
Average Duration

Frequency

Probability

PHNAN R W=

Each arc specifies information on all of these levels
(although some of this information may not be available
in all cases but can be readily updated at any time). For
example, figure 5 depicts a single arc of a multilingual
time map for English.

plosive C;: plosive ° voicless
<p=:/p/: [P < voiceless 1= C;: voiceless °labial ~:108:39:0.43
labial C;: plosive ° labial

Figure 5: Arc in a multilingual time map

The first level is the grapheme level, the second is the
phoneme level, the third is the allophone level (i.e. p is
aspirated in this phonotactic context). The fourth level
is the feature level specifying the features for this
phoneme (which can be selected from a number of
different possible feature sets). The fifth level specifies
the constraints on the overlap relations between the
features; the sixth level specifies the average duration of
the [p] in this phonotactic context. The seventh level
specifies the frequency of this sound in this phonotactic
context and the eighth level specifies the probability of
the arc.

A generic transducer interpreter’ is used to
extract the levels required for different purposes from
the multilingual time map. To construct the phonotactic
automaton for a speech recognition application of the
Time Map model, for example, the generic transducer
interpreter takes level 2 as input and outputs level 5 and
level 6 from the transducer. Note that it is also possible
to map between other levels in the transducer to obtain
other types of information (e.g. input graphemes and
output phonemes; input phonemes and output
allophones etc.).

3.2. Acquisition

The real challenge for the portability of the Time
Map model lies in acquisition of the multilingual time
maps (i.e. not just to be able to use them to generate the
phonotactic automaton and the time map lexicon for a
particular language, but to be able to construct them

? This has been implemented by Robert Kelly, University
College Dublin.

efficiently). PhonoDeSK (see figure 6) is a suite of tools
which has been designed specifically for acquiring and
evaluating multilingual time maps (see Ashby, Carson-
Berndsen & Joue, (2001 for an initial specification).
These tools are used by PhonoDeSK agents’ which
collaborate with each other in order to define an optimal
phonological description of the language.

PhonoDeSK foresees three strategies for structured
data acquisition; user-driven, data-driven and data-
driven with user prompting. That is to say, multilingual
time maps can either be produced manually by a trained
linguist or can be learned from a data set with or
without user intervention. PhonoDeSK is web-based
and can thus be accessed anywhere at any time. The
user is also viewed as an agent in the context of
PhonoDeSK — the verification agent.

P De sk
|

J | \ |

abaLt getting .
| PharoDesk H started il AL

user-civen data-driven
approach approach

;'—I [

| user prompting

language/dialect pharemic invertory

acronym generator

I specification moddles comparison moduls

T T |
Fhoremic mertory syllable struche
background ‘ ‘ moddle conpatson modie stc.

I
‘ tutarial ‘

phumtamcs

I
Featre inventory
:Dmuansun macile

madule

Dhunerrn: syllable

I
phondtactics specification
parser module

rodule

Figure 6: PhonoDeSK

When constructing a multilingual time map for a
“new” language, a number of inventories are created by
an inventory agent:

1. Phoneme Inventory
2. Allophone Inventory
3. Feature Inventory

4. Syllable Inventory

In each case, any available resources may be used
directly. For example, a phonemically labeled data set
can be used to extract the phoneme inventory and,
together with a learning agent for phonotactic automata,
PAL (Kelly, 2001), to predict the syllable inventory.
Using an existing multilingual time map for a related
language, predictions may be made which can be
accepted or rejected by a native speaker (verification
agent) of the language. The acceptances/rejections are
then incorporated into the learning procedure. If no
resources whatsoever are available for the ‘“new”
language then much more manual input is required by
the user. The first pass multilingual time map

? The notion of agent will not be discussed further in this
paper. Further details on the agent approach assumed here can
be found at http://said.ucd.ie.



constructed using PhonoDeSK will be, in general,
underspecified on some of the transducer levels.

This section has discussed multilingual time maps,
how they are represented and how they can be acquired
for new languages. The next section illustrates how a
multilingual time map can be constructed using
PhonoDeSK agents, taking Irish as an example.

4. An Example

In this section, an example of a multilingual time
map is presented which has been constructed from an
initial corpus of tri-syllabic Irish words. This is work in
progress and therefore as stated above not all levels in
the time map are fully specified at present. In
PhonoDeSK, a phonotactic agent and a lexicon agent
collaborate with each other and with other learning and
generalization agents to construct a multilingual time
map which can be used with the Time Map model for
speech recognition and synthesis.

4.1. Observation

The corpus was recorded and labeled phonetically
including syllable boundaries and a distinction between
stressed and unstressed syllables was made. The
phoneme inventory and the feature inventory were
specified manually by an expert on Irish phonology (a
human verification agent for Irish). The corpus was
input to the learning agent. The first pass produced a
deterministic phonotactic automaton which included
average durations for each sound in each phonotactic
context, frequency of each sound in each phonotactic
context with respect to the corpus and a probability of
each arc. The initial multilingual time map for Irish
specifies levels 2 to 8.

Since this initial multilingual time map specifies all
the forms in the corpus, it automatically contains all the
forms which should be included in the time map
lexicon. Here a distinction is being made between a
corpus lexicon and a complete lexicon of the Irish
language. The lexicon agent uses all the information
which is available in the multilingual time map to define
new syllable and segment entries together with syllable,
tier, consonant and vowel templates in the DATR-based
lexicon.

4.2. From Observation to Generalization

The initial multilingual time map is input to a
generalization agent which extends and optimizes the
time map. The generalization agent interacts with 4
other agents until an optimal description is reached.

Learning Agent

Figure 7: Generalisation cycle

For the purposes of generalization over
substructures, the data is partitioned into initial
consonant cluster (onset), vowel and final consonant
cluster (rhyme) and further into CC- onsets; CCC-
onsets etc. A phonotactic automaton for each of the
partitions is learned separately by the learning agent.
An example for the resulting structure for stressed
syllable CC- onsets in Irish is depicted in figure 8,
whereby only level 2 (phonemes) is specified. Note that
Irish has both palatalized (represented in this figure by
uppercase) and plain consonants.

Figure 8: Learned CC- onset of Irish syllable

This onset automaton has been learned purely on the
basis of the data set. It does not claim to cover all CC-
onsets of Irish, only those represented in the data. In
order to extend this to a complete onset description,
(idiosyncratic) gaps must be identified in the
representation which could also be permissible onsets of
the language. There are two methods for identifying
idiosyncratic gaps in the automaton. The first involves
examining general distributional properties evident in
the automaton. To the eye, one possible gap is obvious:
there is a path representing the combinations [fl] and
[dl] and [f] and [d] stand out as being the only plain
consonants followed by [1] but not followed by [r] in the
onset. The prediction agent identifies such gaps and the
combinations [fr] and [dr] are presented to native
speakers of the language (verification agents) to verify
whether these are permissible combinations or not. The
arcs in the multilingual time map are then generalized
with respect to the feature level (level 4) in order to
determine the commonalities between the phonemes in
a particular phonotactic context. The prediction agent
requests a phonoclass agent to group phonemes into
natural classes (based on the intersection of the their
features). Using the complete phoneme and feature
inventories, the prediction agent presents other
phonemes which are part of the natural class but are not
found in that phonotactic position to the verification
agent.

This is performed until all partitions of the data have
been generalized or until the verification agent decides
that the multilingual time map is optimal®.

* In this context, optimal means deemed suitable for use in
some application.



4.3. Alternative Routes

The description of the multilingual time map
construction using PhonoDeSK has assumed thus far
that phonemically labeled data is available as a starting
point for learning. Clearly, this will not always be the
case and there are two alternative routes which can be
taken. Firstly, it may be possible to predict using the
multilingual time map of a related language, what
phonotactic combinations are permissible in the new
language. These can be input directly to the prediction
agent and the forms can be accepted or rejected by the
verification agent. Secondly it is also possible for the
user to specify the canonical form of the syllable and
the phoneme inventory of the “new” language and this
will be used by the prediction agent to elicit permissible
combinations from the verification agent.

There are a number of additional tools available in
PhonoDeSK which support the verification agent in
constructing a new multilingual time map from an
existing time map: for example, all possible forms
represented by the time map can be generated; two
descriptions may be compared directly with each other
at the phoneme and syllable level (cf. Ashby, Carson-
Berndsen & Joue, 2001); a single parse or all possible
parses of a given phonemic representation can be
generated and presented to the user for verification.
The verification agent thus provides important
information for preferences which are used in turn to
update the probability of a particular parse.

The level which remains to be included in the
multilingual time map after generalization of the
phonotactics is complete is the grapheme level (level 1).
This task is performed by the lexicon agent. The
phonemic forms are presented to the verification agent
to elicit a correct orthographic form for the lexicon,
possibly using the prediction agent to suggest mappings
based on the original corpus. Once the orthographic
forms are available in the lexicon, the phonotactic agent
requests the learning agent to learn the grapheme-
phoneme mapping of the words in the corpus. This can
later be used to estimate a grapheme-phoneme mapping
for new forms.

5. Conclusion

This paper has presented the concept of a
multilingual time map which has evolved out of a desire
for portability of a computational phonological model
for use in various human language technology tasks.
The development environment, PhonoDeSK, has been
designed specifically for acquiring, representing and
applying phonological information at various levels of
granularity. It combines finite state techniques with
automatic and manual data acquisition through the use
of agents which collaborate to instantiate the various
levels of the multilingual time map. The multilingual
time maps have been designed specifically for use with
the Time Map model but they also represent an
important step on the road to the realisation of
ubiquitous language technology in general, by
providing a framework which allows portability to new
languages. However, the information represented in the
multilingual time maps can be used directly by other
technologies for structural fine tuning. Future work is

concerned with extending PhonoDeSK agents and with
applying the technology to other languages.
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Abstract
Many current systems for automatic speech processing rely on sub-word units defined using phonetic knowledge. Our paper presents
an alternative to this approach — determination of speech units using ALISP (Automatic Language Independent Speech Processing)
techniques. Such units were experimentally tested in a very low bit rate phonetic vocoder, where mean bit rates of hundreds bps for
unit encoding were achieved. Improvements of the proposed coder and some links to “classical” approaches of speech synthesis are
discussed. Based on the results of comparison of an ALISP segmentation with a phonetic alignment, we comment on the potential use
of automatically derived units in speech recognition, speaker verification and language identification.

1. Introduction

The International Phonetic Association (IPA) sets up as
one of its objectives the definition of a symbolic represen-
tation of speech for any of the speakers of any language
in the world: the International Phonetic Alphabet!. How-
ever, despite efforts devoted to this topic, some substantial
problems persist in the adequacy of this alphabet for spoken
speech.

Recent advances in ALISP (Automatic Language Inde-
pendent Speech Processing) (Chollet et al., 1999) led us
to the idea of defining such a set of units automatically,
without an a-priori knowledge; to let it emerge uniquely
from the speech data. For this purpose, a number of tools
which proved their efficiency in automatic speech process-
ing (coding, recognition, synthesis, language identifica-
tion, speaker verification) have been developed: tempo-
ral decomposition (TD), non-supervised clustering, Hid-
den Markov Models (HMM) and others. Basic information
about these tools with references are given in Section 2.

On contrary to IPA, where it is difficult to find an ob-
jective criterion, the set of units can be evaluated using
very low bit rate (VLBR) speech coding at about 200 bps
(Cernocky et al., 1998). At these rates, a symbolic repre-
sentation of the incoming speech is required. If the decoded
speechis intelligible, one must admit that the symbolic rep-
resentation is capable of capturing the significant acoustic-
phonetic structure of the message. Moreover, the coding
rate in bps and dictionary size give an idea of efficiency of
the description while the quality of decoded speech is re-
lated to its precision. Section 3. gives an overview of our
VLBR coding experiments in three languages and their re-
sults. It also contains a description of recent advances in
VLBR coding using ALISP units.

However, the domain with the greatest need of opti-
mized and automatically derivable units is the large vo-
cabulary continuous speech recognition (LVCSR) based in
current systems on phones or their derivatives (context-
dependent phones, syllables). Section 4. presents a com-
parison of two alignments of data: phonetic and ALISP in
terms of a confusion matrix. It also contains some reflec-

thttp:/ivww.arts.gla.ac.uk/IPA/ipa.html

tions on encoding of target vocabulary using data-driven
units.

Section 5. contains conclusions and some comments on
the use of ALISP units in other domains (speaker verifica-
tion and language identification).

2. ALISP tools

Classical speech processing suffers from the need of
large phonetically labeled, or at least orthographically an-
notated corpora. This is making the current algorithms un-
practical when used in a condition for which a database
does not exist, or is very costly (rare language, environ-
mental noise, channel, application domain). The main goal
in ALISP processing is to find data-driven units with as lit-
tle supervision as possible. We will see, that for coding, the
process can be fully automated. Steps that should be taken
to use such units in recognition are discussed in section 4.
The expected result of unit creation is:

e a set of units (that can be compared to a set of
phonemes).

o labeling of the training data using those units.

o models of units to detect them automatically in unseen
data.

The tools used to find units are:

The temporal decomposition (TD) is a representative of
algorithms able to detect quasi-stationary parts in the para-
metric representation of speech. This method, introduced
by Atal (Atal, 1983) and refined by Bimbot (Bimbot, 1990),
approximates the trajectories of parameters x; (n) by a sum
of m targets a;, weighted by interpolation functions (IF):

#i(n) =) awdr(n), for i=1,...,P, (1)
k=1
where P is the dimension of the parameter vectors. Equa-

tion 1 can be written:

X = A P

Pxm) mxnN), @
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Figure 1: Hlustration of temporal decomposition of French
word “le chdmage™: a) signal. b) spectrogram. c) trajecto-
ries of first 4 LPCC parameters. d) TD interpolation func-
tions.
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where the lower line indicates matrix dimensions. The ini-
tial interpolation functions are found using local Singular
Value Decomposition with adaptive windowing, followed
by post-processing (smoothing, decorrelation and normal-
ization). Target vectors are then computed by: A = X&#,
where ®# denotes the pseudo-inverse of IFs matrix. IFs
and targets are locally refined in iterations minimizing the
distance of X and X. Intersections of interpolation func-
tions permit to define speech segments. An example of
TD can be seen in Fig. 1. Critically speaking, any of auto-
matic segmentation procedures, based for example on spec-
tral variation function (SVF), could be used. We chose TD
because the algorithm and software were readily available
in the lab.

Unsupervised clustering assigns segments to classes.
Vector quantization (VQ) is used for automatic determina-
tion of classes: class centroids are minimizing the over-
all distortion on the training set. The VQ codebook Y =
{y1,--.,yr} istrained by K-means algorithm with binary
splitting. Training is performed using vectors positioned
in gravity centers of TD interpolation functions, while the
quantization takes into account entire segments using cu-
mulated distances between all vectors of a segment and a
code-vector. TD with VQ produce a phone-like segmenta-
tion of speech.

Hidden Markov models (HMM) can be used to model
the units. HMM parameters are initialized using context-
free and context-dependent Baum-Welch training (Young et
al., 1996) with TD+VQ transcriptions, and refined in suc-
cessive steps of corpus segmentation (using HMMs) and
model parameters re-estimation. The speech represented
by observation vector string can then be aligned with mod-
els by standard likelihood maximization. At this point, we
obtain the three desired outputs of the unit determination
algorithm: units, their models and training data alignments.
The units can be used in further processing.

3. Very low bit rate coding

The VLBR coding using ALISP units has been the first
verification of our approach. It turned out however, that af-
ter some modifications to improve the output speech quality
(discussed later in this section), it can have potential appli-
cations.

The coder performs the recognition of input unseen
speech into ALISP units, that we call coding units. For
the synthesis in the decoder, however, another type of units
called synthesis units can be defined — units can be for ex-
ample designed in such a way that the synthesis units spans
a speech segment between two spectrally stable parts, so
that the concatenation becomes easier. Finally, the decoder
must dispose of a certain number of representatives of each
synthesis unit. The coder must send the index of best-
matching representative (DTW-distance was used as distor-
tion measure) and information on the prosody: timing and
pitch and energy contours.

The decoder receives the information on coding units
and derives the information on synthesis units, then it re-
trieves the representative from its memory. The synthe-
sis modifies the prosody of the representative and produces
output speech.

3.1. Basic coding tests

This approach was first tested in speaker-dependent ex-
periments on American English (Cernocky, 1998), French
(Cernocky et al., 1998) and Czech (Cernocky et al., 1999).
The speech parameterization was done by a set of LPC-
cepstral coefficients on 20 ms frames with 10 ms frame-
shift. Temporal decomposition was set to produce 15-17
targets per second in average (corresponding to average
phoneme rate). The VQ codebook had 64 code-vectors that
were trained using the original vectors (not TD-targets) lo-
cated in gravity centers of TD interpolation functions. After
initial labeling using the TD+VQ tandem, first “generation”
of HMMs (3 emitting states, no state-skip, single-Gaussian)
was trained. The training corpus was aligned with those
models, and 5 iterations of retraining-alignment were run.

In the coding, synthesis units corresponded to the cod-
ing ones, and for each, 8 longest representatives were
searched in the training data. The number of bits per unit
was therefore log,, 64 (unit) + log, 8 (representative) = 9.
This led to the average bit rate for unit encoding of 100-
200 bps. The prosody was not coded in those experiments,
and the physical synthesis in the decoder was done by a
rudimentary LPC synthesizer.

Intelligible speech was obtained for the three languages
— low speech quality was attributed mainly to rudimen-
tary LPC synthesis rather than the units themselves. Those
experiments justified our approach — they proved that a
“phonetic-like” speech coder can be trained without ever
seeing any transcriptions of the speech data.

3.2.  Harmonic Noise Model synthesis

In basic structure of the coder, LPC synthesis has been
used to produce the output speech. It was found to be highly
responsible for the low quality of the resulting speech (that
can be proved by a copy LPC analysis-synthesis). There-
fore, the Harmonic-Noise Model (HNM) which brings
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Figure 2: Spectrograms. a) original speech signal. b) coded speech synthesized by HNM. ¢) coded speech synthesized by

LPC.

much higher quality of the synthesized speech, is applied.
The principle of HNM s in detail described in (Oudot,
1996; Stylianou, 1996). The HNM is built on following
representation of signal z(n):

P
o(n) =Y axcos(2m fyn — ¢r) + b(n) 3)
k=1 ~~
-~ - Noise
Harmonics

where P is the number of harmonics, «, are the amplitudes,
[ the multiples of pitch and ¢, phases of harmonic part.
b(n) expresses components of noise.

Eq. 3. describes both parts of HNM. The first part “Har-
monics” decomposes the speech signal into a sum of si-
nusoids. In fact, a combination of harmonically related
and non-harmonically related sinusoids can also be used.
“Noise” in Eq. 3 represents non-harmonic part of speech
signal. The parameters for the noise and harmonic part
are estimated separately. The fundamental frequency es-
timation is isolated from the estimation of amplitudes and
phases and the interdependence of the parameters in neigh-
boring frames is alleviated through the hypothesis of the
quasi-stationary signal. Thus, the first step of the anal-
ysis process consists of estimating the fundamental fre-
quency for the voiced frames. In our work, a classi-
cal method based on normalized cross correlation function
(NCCEF) (Talkin, 1995) has been applied.

The estimation of amplitudes and phases of the harmon-
ics is done using the method of least mean squares (Charbit
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Figure 3: Example of re-segmentation according to middle
frames of original units. Minimal length of new units is 4
frames: a) speech signal with its splitting into the frames.
b) original segmentation recognized by HMMs. c) new re-
segmentation.

and Paulsson, 2000). The noise of voiced frames is ob-
tained by subtracting the previously computed harmonics
from the input signal. Its spectrum is modeled by LPC auto-
recursive filter of 12t* order. In unvoiced frames, only pa-
rameters of the noise model are estimated. Auto-recursive
filter of 12t order is used, as above. In synthesis, the
source signal is represented by white noise filtered by the
estimated LPC filter.

Spectral envelope is needed to perform pitch modifica-



tion in the synthesized speech. The log of spectral envelope
is computed from the estimated amplitudes of the harmon-
ics using real-cepstrum coefficients (Charbit and Paulsson,
2000).

The results (Motlicek et al., 2001) have demonstrated,
that the replacement LPC synthesis by HNM version is
highly responsible for great improvement of quality of re-
sulting speech, as can be seen in Fig. 2, where spectrograms
from the same part of speech signal are compared?.

3.3.  Synthesis units

The units initialized by the temporal decomposition are
inherently unstable at their boundaries (remember, that the
center of TD-units tends to be stable). Such units are there-
fore not very suitable for synthesis as they do not have good
concatenation properties. We have therefore tested two ap-
proaches to make synthesis units units closer to diphone-
based or corpus-based speech synthesis.

First, selection of longer synthesis units based on the
original coding ones was tested (Motlicek et al., 2001).
This approach is illustrated in Fig. 3. These long units can
be constructed by aggregation of short ALISP coding units
with re-segmentation in spectrally stable parts of the ex-
tremity units. The synthesizer is similar to a diphone one.
The results were however not satisfactory, some concate-
nation noise was still audible and due to the limitation of
the training corpus, some synthesis units were missing and
difficult to replace.

Therefore, a different method called short synthesis
units with dynamic selection was developed (Baudoin et al.,
2002). Here, for each ALISP class, a large number of repre-
sentatives is extracted from the training corpus. These syn-
thesis representatives are determined in order to fulfill cri-
teria of good representation of a given segment to be coded
and criteria of good concatenation of successive segments.

For each coding unit H;, we define sub-classes called
H;H; containing all the speech segments of class H; that
were preceded by a segment belonging to the class H; in the
training corpus. It is possible to keep as synthesis represen-
tatives all the segments of the training corpus organized in
classes and sub-classes as described above or to limit the
size of each sub-class to some maximal value K.

During coding, if a segment is recognized as belong-
ing to class H; and is preceded by a segment in class H;,
the representative is searched in the subclass H; H; of class
Hj. The selection of the best representative in the sub-class
is done on the distance D¢ of good representation of the
segment. The D¢ distance is based on a spectral compar-
ison by DTW between the segment to code and the poten-
tial synthesis representatives. The distance D¢ can also
include a distance on prosody parameters.

We have verified that this approach provides supe-
rior speech quality than the “short” coding units or re-
segmented longer ones.

3.4. Toward speaker independent ALISP coder

First results of speaker-independent (SI) coding on large
French database BREF have been reported in (Baudoin et

2http:/Avww.fee.vutbr.cz/~motlicek/speech_hnm.html  con-
tains examples of speech after coding/decoding.

al., 2002). Coding units were trained on 33 male speak-
ers from this corpus, and the corresponding representatives
were selected from all available speakers in similar fashion
to speaker-dependent coding presented in section 3.1. The
resulting speech was intelligible, though with lower qual-
ity than the speaker-dependent counterpart. This confirmed
the possibility to use the ALISP scheme also in Sl environ-
ment.

Two problems are crucial for the SI operation: speaker
clustering or speaker adaptation in the coder and voice
modification in the decoder. For the first problem, the TSD
article (Baudoin et al., 2002) presents speaker-independent
coding with VQ-based speaker clustering. Here, the refer-
ence speakers are pre-clustered, in order to select the clos-
est speaker or the closest subset of speakers for HMM re-
finements and/or adaptation of synthesis units. A VQ-based
inter-speaker distance using the unsupervised hierarchical
VQ algorithm was used (Furui, 1989). The basic assump-
tion is that training speech material from the processed
speaker is available during a short training phase for run-
ning the VQ adaptation process. The inter-speaker distance
is defined as the cumulated distance between centroids of
the non-aligned code-books, using the correspondence re-
sulting from the aligned code-books obtained through the
adaptation process. This distance is used in the off-line
pre-training phase for clustering the reference speakers, and
during the on-line training phase for selecting the clos-
est cluster to the user. From the distance matrix, sub-
classes are extracted using a simplified split-based cluster-
ing method.

The proposed concept has been validated on the BREF
corpus (phonetically balanced sentences), 16 LPCC coeffi-
cients and 64 classes were used. Illustration of the clus-
tering process is given for the largest class, (left panel
of Fig. 4), a typical class (middle panel) and an isolated
speaker (right panel) in terms of relative distance to the
other speakers. One could note the similar positioning of
speakers belonging to the same cluster.

The obtained results in terms of speaker clustering us-
ing a small amount of data are encouraging. In our future
works, we will study a speaker-independent VLBR struc-
ture derived from this concept, by adding HMM adaptation
at the encoder, and voice conversion techniques at the de-
coder.

4. ALISP units in recognition
4.1. ALISP-phonetic correspondence

To investigate the potential usability of ALISP units
in speech recognition, we performed several experiments
on the comparisons of ALISP and phonetic alignments
(Cernocky et al., 2001).

Such alignments were available with the Boston Uni-
versity corpus of American English (a database that we
used for the initial VLBR coding experiments). They were
obtained at BU using a segmental HMM recognizer con-
strained by possible pronunciations of utterances (Osten-
dorf et al., 1995). The measure of correspondence was the
relative overlap » of ALISP unit with a phoneme (see Fig. 5
for illustration). The results are summarized in confusion
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Figure 4: Left panel: Relative distance of speakers from the largest cluster. Middle panel: Relative distance of speakers
from a typical cluster (indexes 6, 14, 21, 29, 31, 43). Right panel: Relative distance of speakers from an isolated speaker

(index 33).

matrix X (n, X n,), whose elements are defined:

ZC(IM)

—1 T\Di, a4
wi,j— k=1 (pzw J).

c(ps)

np and n, are respectively the sizes of phoneme and AL-
ISP unit dictionaries, p; is the i-th phoneme, a; is the j-
th ALISP unit, ¢(p;) is the count of p; in the corpus and
r(piy» a;) is the relative overlapping of k-th occurrence of
p; with ALISP unit a;. The columns of X are rearranged
to let the matrix have a quasi-diagonal form. As for the
phoneme set, on contrary to BU alignments, where stressed
vowels are differentiated from unstressed ones, we used the
original TIMIT set. The ALISP set had 64 units. The re-
sulting matrix is given in Fig. 6.

This matrix shows, that the correspondence between
ALISP units and phonemes is consistent, but not unique.
We can for example see, that the ALISP unit a corresponds
to closures, but also to the pause. The unit $ has a strong
correlation with SH but it is also linked to its voices coun-
terpart ZH and to affricates JH et CH, which are acoustically
very closed.

4)

4.2. Using ALISP units in recognition

Although the above mentioned experiments showed
a correlation of phonemes and ALISP units, an ALISP
recognition system should probably not be based on di-
rect phoneme—ALISP mapping. Stochastic mapping of se-
quences of phonemes to sequences of ALISP units would
be one solution. This approach was studied in (Deligne,
1996): likelihood maximization is applied to joint segmen-
tation of two streams of observations, where the first can
be the phonetic labeling and the second the sequence of
automatically derived units. When the testing data are pro-
cessed, the method finds the segmentation together with op-
timal “transcription” into sequences of phonemes. The ob-
servations can be either symbolic (in this case, the method
is “discrete”) or vectorial (here, not only statistics of se-
quences, but also emission PDFs come into mind).

Another option is the composition of ALISP units into
word and phone models, proposed in (Fukada et al., 1996).
Here, the basic units are first derived in an unsupervised

11

manner. Then, phonetic transcription is compared to AL-
ISP segmentation and composite models are constructed for
the words of the corpus. In case the data do not contain
sufficient number of examples of a word, the method can
“back-up” to phoneme models composed in similar manner
as the word ones.

Third solution was proposed for triphone models, but
it would generalize well also with ALISP units. This ap-
proach does not require phonetic transcriptions but a large
database with word boundaries. ALISP labels are gener-
ated for this DB and the ALISP-pronunciation dictionary is
created. It is however necessary to develop an expert sys-
tem for the transcription of unseen words in terms of ALISP
units.

5.

The algorithm of unit search produces set of consistent
units but is far from optimal. As for the feature extrac-
tion, we have for example not investigated the perceptually
motivated features used by Hermansky and his group (Her-
mansky, 1997). The distance used in VQ could be replaced
by the Kullback-Leibler one, that has shown superior per-
formances in selection of units for synthesis (Stylianou and
Syrdal, 2001). The training of unit models could be done
completely without initialization of time boundaries (cur-
rently temporal decomposition) and of labels (VQ) by us-
ing an Ergodic Hidden Markov model (EHMM) for both
tasks simultaneously. Finally, it is necessary to think about
“shaping” the units for the target application.

The first part of the paper demonstrates that speech
coding, at transmission rate lower than 400 bps, can be
achieved using automatically derived units. The drawback
of our proposal is the size of the memory required both in
coder and decoder and the delay introduced by the max-
imal duration of the segments (several hundreds msec).
There are many applications which could tolerate both a
large memory (let say 200 Mbytes) and the delay. Among
such applications are the multimedia mobile terminal of the
future (including the electronic book), the secured mobile
phone, the compression of conferences (including distance
education), etc. More work is necessary on voice transfor-
mation so that only typical voices will be kept in memory.

Conclusions
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Figure 5: Illustration of comparison of ALISP and pho-
netic segmentations: word “wanted” from female speaker
of Boston University corpus.

Characterization of a voice based on limited data and use
of this characterization to transform another voice is an in-
teresting research topic.

As for the recognition, we can conclude that building
of ALISP-based recognizer will not be a straightforward
task. The invested efforts should however be generously
recompensed by the limitation of human efforts needed to
create or modify such a recognizer. If we obtain an effi-
cient scheme, and in the same time we succeed in limiting
the human labor (annotations, pronunciation dictionaries,
etc.), it will be a great step toward the real automating of
speech processing, and it will also open the way to its easier
implementation in different languages.

ALISP unit use should not be limited to coding or
recognition. In (Petrovska-Delacrétaz et al., 2000), we have
reported results of a speaker-verification system with pre-
segmentation in ALISP units before actual scoring. The
performance of our system on 1999 NIST data was not op-
timal, but we believe that pre-segmentation of speech into
classes and determination of their speaker-characterization
performances can aid the verification system. Results ob-
tained from class-specific models can be then combined
using appropriate weighting factors before taking the de-
cision.

The last proposed application domain is the language
identification. Most current language identification (LI)
systems are based on the approach of extracting the phono-
tactic language specific information. The phonotactics is
related to the modeling of the statistical dependencies in-
herent in the phonetic chains. Unfortunately, transcribed
databases should be available to train the required phonetic
recognizer, and the transcription step is a major bottleneck
for the adaptation of systems to new languages or services
(as it is for the other domains). We propose to replace
the widely used phonetic-based recognizers by an ALISP-
based recognizer, and to extract from the automatically seg-
mented speech units the necessary information for solving
the problem of language identification. The advantage of
the proposed method is its portability to new languages, for
which we do not have annotated databases.
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Abstract

Speech recognition technology has greatly evolved over the last decade. However, one of the remaining challenges is reducing the
development cost. Most recognition systems are tuned to a particular task and porting the system to a new task (or language) requires
substantial investment of time and money, as well as human expertise. Todays state-of-the-art systems rely on the availability of large
amounts of manually transcribed data for acoustic model training and large normalized text corpora for language model training. Obtain-
ing such data is both time-consuming and expensive, requiring trained human annotators with substantial amounts of supervision. This
paper addresses some of the main issues in porting a recognizer to another task or language, and highlights some some recent research
activities aimed a reducing the porting cost and at developing generic core speech recognition technology.

1. Introduction

Speech recognition tasks can be categorized by several
dimensions: the number of speakers known to the system,
the vocabulary size, the speaking style, and the acoustic
conditions. Concerning speakers, the most restrictive is
when only one speaker can use the system and the speaker
is required to enroll with the system in order to be rec-
ognized (speaker-dependent). The system may be able to
recognize speech from several speakers, but still requires
enrollment data (multiple speaker) or the system can rec-
ognize the speech from nominally any speaker without any
training data (speaker-independent).

A decade ago the most common recognition tasks
were either small vocabulary isolated word or phrases or
speaker dependent dictation, whereas today speech recog-
nizers are able to transcribe unrestricted continuous speech
from broadcast data in multiple languages with acceptable
performance. The increased capabilities of todays recog-
nizers is in part due to the improved accuracy (and in-
creased complexity) of the models, which are closely re-
lated to the availability of large spoken and text corpora
for training, and the wide availability of faster and cheaper
computational means which have enabled the development
and implementation of better training and decoding algo-
rithms. Despite the extent of progress over the recent years,
recognition accuracy is still quite sensitive to the envi-
ronmental conditions and speaking style: channel quality,
speaker characteristics, and background noise have a large
impact on the acoustic component of the speech recognizer,
whereas the speaking style and discourse domain largely
influence the linguistic component. In addition, most sys-
tems are both task and language dependent, and bringing
up a system for a different task or language is costly and
requires human expertise.

Only for small vocabulary, speaker-dependent isolated
word or phrase speech recognizers, such as name dialing on
mobile telephones, portability is not really an issue. With
such devices, all of the names must be entered by the user
according to the specific protocol - such systems typically
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use whole word patterns and do not care who the speaker
or what the language is. For almost all more complex
tasks, portability is a major concern. Some speech tech-
nology companies have been addressing the language lo-
calization problem for many years, and some research sites
have also been investigating speech recognition in multiple
languages (4; 13; 14; 21; 35; 37) as well as speech recogni-
tion using multi-lingual components (19; 33). Multi-lingual
speech processing has been the subject of several special
sessions at conferences and workshops (see for example, (1;
2; 3; 20)). The EC CORETEX project (http://coretex.itc.it) iS
investigating methods to improve basic speech recognition
technology, including fast system development, as well as
the development of systems with high genericity and adapt-
ability. Fast system development refers to both language
support, i.e., the capability of porting technology to differ-
ent languages at a reasonable cost; and task portability, i.e.
the capability to easily adapt a technology to a new task
by exploiting limited amounts of domain-specific knowl-
edge. Genericity and adaptability refer to the capacity of
the technology to work properly on a wide range of tasks
and to dynamically keep models up to date using contem-
porary data. The more robust the initial generic system is,
the less there is a need for adaptation.

In the next section an overview of todays most widely
used speech recognition technology is given. Following
subsections address several approaches to reducing the cost
of porting, such as improving model genericity, and reduc-
ing the need for annotated training data. An attempt is made
to give an idea of the amount of data and effort required to
port to a different language or task.

2. Speech Recognition Overview

Speech recognition is concerned with converting the
speech waveform into a sequence of words. Today’s most
performant approaches are based on a statistical modeliza-
tion of the speech signal (16; 31; 32; 38). The basic model-
ing techniques have been successfully applied to a number
of languages and for a wide range of applications.
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Figure 1: System diagram of a generic speech recognizer based using statistical models, including training and decoding

processes.

The main components of a speech recognition system
are shown in Figure 1. The elements shown are the main
knowledge sources (speech and textual training materials
and the pronunciation lexicon), the feature analysis (or pa-
rameterization), the acoustic and language models which
are estimated in a training phase, and the decoder. The
training and decoding algorithms are largely task and lan-
guage independent, the main language dependencies are in
the knowledge sources (the training corpora).

The first step of the acoustic feature analysis is digiti-
zation, in which the continuous speech signal is converted
into discrete samples. Acoustic feature extraction is then
carried out on a windowed portion of speech !, with the
goal of reducing model complexity while trying to maintain
the linguistic information relevant for speech recognition.
Most recognition systems use short-time cepstral features
based either on a Fourier transform or a linear prediction
model. Cepstral parameters are popular because they are a
compact representation, and are less correlated than direct
spectral components. Cepstral mean removal (subtraction
of the mean from all input frames) is commonly used to re-
duce the dependency on the acoustic recording conditions,
and delta parameters (obtained by taking the first and sec-
ond differences of the parameters in successive frames) are
often used to capture the dynamic nature of the speech sig-
nal. While the details of the feature analysis differs from
system to system, most of the commonly used analyses can
be expected to work reasonably well for most languages
and tasks.

Most state-of-the-art systems make use of hidden

LAn inherent assumption is that due to physical constraints on
the rate at which the articulators can move, the signal can be con-
sidered quasi-stationary for short periods (on the order of 10ms to
20ms).
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Markov models (HMM) for acoustic modeling, which con-
sists of modeling the probability density function of a se-
quence of acoustic feature vectors (32). These models are
popular as they are performant and their parameters can be
efficiently estimated using well established techniques. The
Markov model is described by the number of states and the
transitions probabilities between states. The most widely
used acoustic units in continuous speech recognition sys-
tems are phone-based?, and typically have a small number
of left-to-right states in order to capture the spectral change
across time. Since the number of states imposes a minimal
time duration for the unit, some configurations allow cer-
tain states to be skipped. The probability of an observation
(i.e. a speech vector) is assumed to be dependent only on
the state, which is known as the 1st order Markov assump-
tion.

Phone based models offer the advantage that recogni-
tion lexicons can be described using the elementary units
of the given language, and thus benefit from many lin-
guistic studies. It is of course possible to perform speech
recognition without using a phonemic lexicon, either by
use of “word models” (a commonly used approach for
isolated word recognition) or a different mapping such as
the fenones (7). Compared with larger units, small sub-
word units reduce the number of parameters, and more im-
portantly can be associated with back-off mechanisms to
model rare or unseen, contexts, and facilitate porting to new
vocabularies. Fenones offer the additional advantage of au-
tomatic training which is of interest for language porting,
but lack the ability to include a priori linguistic models.

A given HMM can represent a phone without con-
sideration of its neighbors (context-independent or mono-

2Phones usually correspond to phonemes, but may also corre-
spond to allophones such as flaps or glottal stop.



phone model) or a phone in a particular context (context-
dependent model). The context may or may not include the
position of the phone within the word (word-position de-
pendent), and word-internal and cross-word contexts may
or may not be merged. Different approaches can be used
to select the contextual units based on frequency or using
clustering techniques, or decision trees, and different types
of contexts have been investigated. The model states are
often clustered so as to reduce the model size, resulting in
what are referred to as “tied-state” models.

Acoustic model training consists of estimating the pa-
rameters of each HMM. For continuous density Gaussian
mixture HMMs, this requires estimating the means and co-
variance matrices, the mixture weights and the transition
probabilities. The most popular approaches make use of
the Maximum Likelihood criterion, ensuring the best match
between the model and the training data (assuming that the
size of the training data is sufficient to provide robust esti-
mates). Since the goal of training is to find the best model
to account of the observed data, the performance of the
recognizer is critically dependent upon the representativity
of the training data. Speaker-independence is obtained by
estimating the parameters of the acoustic models on large
speech corpora containing data from a large speaker pop-
ulation. Since there are substantial differences in speech
from male and female talkers arising from anatomical dif-
ferences it is thus common practice to use separate models
for male and female speech in order to improve recognition
performance (requiring automatic gender identification).

2.1. Lexical and pronunciation modeling

The lexicon is the link between the acoustic-level repre-
sentation and the word sequence output by the speech rec-
ognizer (34). Lexical design entails two main parts: defi-
nition and selection of the vocabulary items and represen-
tation of each pronunciation entry using the basic acoustic
units of the recognizer. Recognition performance is obvi-
ously related to lexical coverage, and the accuracy of the
acoustic models is linked to the consistency of the pro-
nunciations associated with each lexical entry. Develop-
ing a consistent pronunciation lexicon requires substantial
language specific knowledge from a native speaker of the
language and usually entails manual modification even if
grapheme-to-phoneme rules are reasonably good for the
language of interest. The lexical units must be able to be
automatically extracted from a text corpus or from speech
transcriptions and for a given size lexicon should opti-
mize the lexical coverage for the language and the appli-
cation. Since on average, each out-of-vocabulary (OOV)
word causes more than a single error (usually between 1.5
and 2 errors), it is important to judiciously select the recog-
nition vocabulary. The recognition word list is to some ex-
tent dependent on the conventions used in the source text
(punctuation markers, compound words, acronyms, case
sensitivity, ...) and the specific language. The lexical units
can be chosen to explicitly model observed pronunciation
variants, for example, using compound words to repre-
sent word sequences subject to severe reductions such as
“dunno” for “don’t know”. The vocabulary is usually com-
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prised of a simple list of lexical items as observed in the
text. Attempts have been made to use other units, for ex-
ample, to use a list of root forms (stems) augmented by
derivation, declension, composition rules. However, while
more powerful in terms of language coverage, such repre-
sentations are more difficult to integrate in present state-of-
the-art recognizer technology.

These pronunciations may be taken from existing pro-
nunciation dictionaries, created manually or generated by
an automatic grapheme-phoneme conversion software. Al-
ternate pronunciations are sometimes used to explicitly rep-
resent variants that cannot be easily modeled by the acous-
tic units, as is the case for homographs (words spelled the
same, but pronounced differently) which reflect different
parts of speech (verb or noun) such as excuse, record, pro-
duce. While pronunciation modeling is widely acknowl-
edged to be a challenge to the research community, there
is a lack of agreement as to what pronunciation variants
should be modeled and how to do so. Adding a large num-
ber of pronunciation variants to a recognition lexicon with-
out accounting for their frequency of occurrence can reduce
the system performance. An automatic alignment system is
able to serve as an analysis tool which can be used to quan-
tify the occurrence of events in large speech corpora and to
investigate their dependence on lexical frequency (5).

2.2. Language modeling

Language models (LMs) are used in speech recognition
to estimate the probability of word sequences. Grammatical
constraints can be described using a context-free grammars
(for small to medium size vocabulary tasks these are usually
manually elaborated) or can be modeled stochastically, as
is common for L\VCSR. The most popular statistical meth-
ods are n-gram models, which attempt to capture the syn-
tactic and semantic constraints by estimating the frequen-
cies of sequences of n words. The assumption is made that
the probability of a given word string (w1, wa, ..., wg) can
be approximated by Hle Pr(wi|wi—nt1, ..., Wi—a2, wi—1),
therefore reducing the word history to the preceding n — 1
words. A back-off mechanism is generally used to smooth
the estimates of the probabilities of rare n-grams by relying
on a lower order n-gram when there is insufficient training
data, and to provide a means of modeling unobserved word
sequences (17).

Given a large text corpus it may seem relatively straight-
forward to construct n-gram language models. Most of the
steps are pretty standard and make use of tools that count
word and word sequence occurrences. The main differ-
ences arise in the choice of the vocabulary and in the defini-
tion of words, such as the treatment of compound words or
acronyms, and the choice of the back-off strategy. There is,
however, a significant amount of effort needed to process
the texts before they can be used.

One of the main motivations for text normalization is
to reduce lexical variability so as to increase the coverage
for a fixed vocabulary size. The normalization decisions
are generally language-specific. Much of speech recogni-
tion research for American English has been supported by
ARPA and has been based on text materials which were



processed to remove upper/lower case distinction and com-
pounds. Thus, for instance, no lexical distinction is made
between Gates, gates or Green, green. However with in-
creased interest in going beyond transcription to informa-
tion extraction tasks (such as finding named entities or lo-
cating events in the audio signal) such distinctions are im-
portant. In our work at LIMSI for other languages (French,
German, Portuguese) capitalization of proper names is dis-
tinctive with different lexical items for the French words
Pierre, pierre or Roman, roman.

The main conditioning steps are text mark-up and con-
version. Text mark-up consists of tagging the texts (article,
paragraph and sentence markers) and garbage bracketing
(which includes not only corrupted text materials, but all
text material unsuitable for sentence-based language mod-
eling, such as tables and lists). Numerical expressions are
typically expanded to approximate the spoken form ($150
— one hundred and fifty dollars). Further semi-automatic
processing is necessary to correct frequent errors inherent
in the texts (such as obvious mispellings milllion, officals)
or arising from processing with the distributed text process-
ing tools. Some normalizations can be considered as “de-
compounding” rules in they modify the word boundaries
and the total number of words. These concern the process-
ing of ambiguous punctuation markers (such as hyphen and
apostrophe), the processing of digit strings, and treatment
of abbreviations and acronyms (ABCD — A. B. C. D.).
Another example is the treatment of numbers in German,
where decompounding can be used in order to increase lex-
ical coverage. The date 1991 which in standard German
is written as neunzehnhunderteinundneunzig can be repre-
sented by word sequence neunzehn hundert ein und neun-
zig. Generally speaking, the choice is a compromise be-
tween producing an output close to correct standard written
form of the language and lexical coverage, with the final
choice of normalization being largely application-driven.

In practice, the selection of words is done so as to min-
imize the system’s OOV rate by including the most use-
ful words. By useful we mean that the words are expected
as an input to the recognizer, but also that the LM can be
trained given the available text corpora. There is the some-
times conflicting need for sufficient amounts of text data to
estimate LM parameters and assuring that the data is repre-
sentative of the task. It is also common that different types
of LM training material are available in differing quantities.
One easy way to combine training material from different
sources is to train a language model per source and to inter-
polate them, where the interpolation weights are estimated
on some development data.

2.3. Decoding

The aim of the decoder is to determine the word se-
quence with the highest likelihood given the lexicon and the
acoustic and language models. Since it is often prohibitive
to exhaustively search for the best solution, techniques have
been developed to reduce the computational load by limit-
ing the search to a small part of the search space. The most
commonly used approach for small and medium vocabu-
lary sizes is the one-pass frame-synchronous Viterbi beam
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search which uses a dynamic programming algorithm. This
basic strategy has been extended to deal with large vocab-
ularies by adding features such as dynamic decoding, mul-
tipass search and N-best rescoring. Multi-pass decoding
strategies progressively add knowledge sources in the de-
coding process and allows the complexity of the individual
decoding passes to be reduced. Information between passes
is usually transmitted via word graphs, although some sys-
tems use N-best hypotheses (a list of the most likely word
sequences with their respectives scores). One important ad-
vantage of multi-pass is the possibility to adapt the models
between decoding passes. Acoustic model adaptation can
be used to compensate mismatches between the training
and testing conditions, such as due to differences in acous-
tic environment, to microphones and transmission chan-
nels, or to particular speaker characteristics. Attempts at
language model adaptation have been less successful. How-
ever, multi-pass approaches are not well suited to real-time
applications since no hypothesis can be returned until the
entire utterance has been processed.

3. Languageporting

Porting a recognizer to another language necessitates
modification of some of the system parameters, i.e. those
incorporating language-dependent knowledge sources such
as the phone set, the recognition lexicon (alternate word
pronunciations), and phonological rules and the language
model. Different languages have different sets of units
and different coarticulation influences amomg adjacent
phonemes. This influences the way of choosing context-
dependent models and of tying distributions. Other consid-
erations are the acoustic confusability of the words in the
language (such as homophone, monophone, and compound
word rates) and the word coverage of a given size recogni-
tion vocabulary.

One important aspect in developing a transcription sys-
tem for a different language is obtaining the necessary
resources for training the acoustic and language models,
and a pronunciation lexicon. The Linguistic Data Con-
sortium (LDC http://www.ldc.upenn.edu) and the European
Language Resources Association (ELRA http:/iwww.elda.fr)
have greatly aided the creation and distribution of language
resources. The number and diversity of language resources
has grown substantially over recent years. However, most
of the resources are only available for the most interesting
languages from the commercial or military perspectives.

There are two predominant approaches taken to boot-
strapping the acoustic models for another language. The
first is to use acoustic models from an existing recognizer
and a pronunciation dictionary to segment manually anno-
tated training data for the target language. If recognizers
for several languages are available, the seed models can be
selected by taking the closest model in one of the available
language-specific sets. An alternative approach is to use
a set of global acoustic models, that cover a wide number
of phonemes (33). This approach offers the advantage of
being able to use the multilingual acoustic models to pro-
vide additional training data, which is particularly interest-
ing when only very limited amounts of data (< 10 hours)



for the target language are available.

A general rule of thumb for the necessary resources for
speaker independent, large vocabulary continuous speech
recognizers is that the minimal data requirements are on
the order of 10 hours transcribed audio data for training the
acoustic models and several million words of texts (tran-
scriptions of audio if available) for language modeling. De-
pending upon the application, these resources are more or
less difficult to obtain. For example, unannotated data for
broadcast news type tasks can be easily recorded via stan-
dard TV, satellite or cable and data of this type is becoming
more easily accessible via the Internet. Related text materi-
als are also available from a variety of on-line newspapers
and new feeds. The manual effort required to transcribe
broadcast news data is roughly 20-40 hours per hour of au-
dio data, depending upon the desired precision (8).

Data for other applications can be much more difficult
to obtain. In general, for spoken language dialog systems,
training data needs to be obtained from users interacting
with the system. Often times an initial corpus is recorded
from a human-human service (should it exist) or using sim-
ulations (Wizard-of-OZ) or an initial prototype system. The
different means offer different advantages. For example,
WOz simulations help in making design decisions before
the technology is implemented and allow alternative de-
signs to be simulated quickly. However, the amount of data
that can be collected with a WOz setup is limited by the
need for a human wizard. Prototype systems offer the pos-
sibility of collection much larger corpora, albeit somewhat
limited by the capacity of the current system. We have ob-
served that the system’s response generation has a large in-
fluence on the naturalness of the data collected with a pro-
totype system.

Other application areas of growing interest are the tran-
scription of conversational speech from telephone conver-
sations and meetings, as well as voicemail. Several sources
of multilingual corpora are available (for example, the Call-
Home and CallFriend corpora from LDC). This data is quite
difficult to obtain and costly to annotate due to its very
spontaneous nature (hesitations, interruptions, use of jar-
gon). The manual effort involved is higher than that re-
quired for broadcast news transcription, and the transcrip-
tions are less consistent and accurate.

The application-specific data is useful for accurate mod-
eling at different levels (acoustic, lexical, syntactic and se-
mantic). Acquiring sufficient amounts of text training data
is more challenging than obtaining acoustic data. With 10k
queries relatively robust acoustic models can be trained,
but these queries contain only on the order of 100k words,
which probably yield an incomplete coverage of the task
(ie. they are not sufficient for word list development) and
are insufficient for training n-gram language models.

At LimsI broadcast news transcription systems have
been developed for the American English, French, Ger-
man, Mandarin, Spanish, Arabic and Portuguese languages.
The Mandarin language was chosen because it is quite dif-
ferent from the other languages (tone and syllable-based),
and Mandarin resources are available via the LDC as well
as reference performance results from DARPA benchmark
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tests. To give an idea of the resources used in developing
these systems, the training material are shown in Table 1.
It can be seen that there is a wide disparity in the available
language resources for a broadcast news transcription task:
for American English, 200 hours of manually transcribed
acoustic training were available from the LDC, compared
with only about 20-50 hours for the other languages. Ob-
taining appropriate language model training data is even
more difficult. While newspaper and newswire texts are be-
coming widely available in many languages, these texts are
quite different than transcriptions of spoken language. Over
10k hours of commercial transcripts are available for Amer-
ican English (from PSMedia), and many TV stations pro-
vide closed captions. Such data are not available for most
other languages, and in some countries it is illegal to sell
transcripts. Not shown here, manually annotated broadcast
news corpora are also available for the Italian (30 hours)
and Czech (30 hours) languages via ELRA and LDC re-
spectively, and some text sources can be found on the Inter-
net.

Some of the system characteristics are shown in Ta-
ble 2, along with indicative recognition performance rates
for these languages. State-of-the-art systems can transcribe
unrestricted American English broadcast news data with
word error rates under 20%. Our transcription systems for
French and German have comparable error rates for news
broadcasts (6). The character error rate for Mandarin is also
about 20% (10). Based on our experience, it appears that
with appropriately trained models, recognizer performance
is more dependent upon the type and source of data, than on
the language. For example, documentaries are particularly
challenging to transcribe, as the audio quality is often not
very high, and there is a large proportion of voice over.

4. Reducing the porting cost
4.1. Improving Genericity

In the context of the EC CORETEX project, research is
underway to improve the genercity of speech recognition
technology, by improving the basic technolgoy and explor-
ing rapid adaptation methods which start with the initial
robust generic system and enhance performance on partic-
ular tasks. To this extent, cross task recognition experi-
ments have been reported where models from one task are
used as a starting point for other tasks (24; 9; 15; 26; 30;
11). In (26) broadcast news (BN) (28) acoustic and lan-
guage models to decode the test data for three other tasks
(T1-digits (27), ATIS (12) and WSJ (29)). For TI-digits and
ATIS the word error rate increase was shown to be primar-
ily due to a linguistic mismatch since using task-specific
language models greatly reduces the error rate. For spon-
taneous WSJ dictation the BN models out-performed task-
specific models trained on read speech data, which can be
attributed to a better modelization of spontaneous speech
effects (such as breath and filler words).

Methods to improve genericity of the models via multi-
source training have been investigated. Multi-source train-
ing can be carried out in a variety of ways — by pooling
data, by interpolating models or via single or multi-step
model adaptation. The aim of multi-source training is to ob-



Audio Text (words)
Language | Radio-TV sources Duration  Size News Com.Trans.
English ABC, CNN, CSPAN, NPR, PRI, VOA 200h 1.9M 790M 240M
French Arte, TF1, A2, France-Info, France-Inter 50h 0.8M 300M 20M
German Arte 20h 0.2M 260M -
Mandarin | voaA, ccTv, KAZN 20h 0.7M(c) | 200M(c) -
Portuguese | 9 sources 35h  ~35k 70M -
Spanish Televisa, Univision, VOA 30h 0.33M 295M -
Arabic tv: Aljazeera, Syria; radio: Orient, Elsharg, ... 50h 0.32M 200M -

Table 1: Approximate sizes of the transcribed audio data and text corpora used for estimating acoustic and language models.
For the text data, newspaper texts (News) and commercial transcriptions (Com.Trans.) are distinguished in terms of the
millions of words (or characters for Mandarin). The American English, Spanish and Mandarin data are distributed by the
LDC. The German data come from the EC OLIVE project and the French data partially from OLIVE and from the DGA.
The Portuguese data are part of the 5h, 11 source Pilot corpus used in the EC ALERT project (data from 2 sources 24Horas
and JornalTarde were reserved for the test set). The Arabic data were produced by the Vecsys company in collaboration

with the DGA.
Lexicon Language Model Test

Language | #phon. size (words) coverage N-gram ppx | Duration %Werr
English 48 65k 99.4% 11M fg, 14M tg, 7M bg 140 3.0h 20
French 37 65k 98.8% | 10M fg, 13Mtg, 14Mbg 98 3.0h 23
German 51 65k 96.5% 10M fg, 14M tg,8M bg 213 2.0h 25(n)-35(d)
Mandarin 39 40k+5Kk(c) 99.7% 19M fg, 11M tg, 3M bg 190 1.5h 20
Spanish 27 65k 94.3% 8M fg, 7M tg, 2M bg 159 1.0h 20
Portuguese 39 65k 94.0% 9M tg, 3M bg 154 1.5h 40
Arabic 40 60k 90.5% 11M tg, 6M bg 160 5.7h 20

Table 2: Some language characteristics. Specified for each language are: the number of phones used to represent lexical
pronunciations, the approximate vocabulary size in words (characters for Mandarin) and lexical coverage (of the test data),
the language model size and the perplexity, the test data duration (in hours) and the word/character error rates. For Arabic
the vocabulary and language model are vowelized, however the word error rate does not include vowel or gemination errors.
For German, separate word error rates are given for broadcast news (n) and documentaries (d).

tain generic models which are comparable in performance
to the respective task-dependent models for all tasks un-
der consideration. Compared to the results obtained with
task-dependent acoustic models, both data pooling and se-
quential adaptation schemes led to better performance for
ATIS and WSJ read, with slight degradations for BN and
TI-digits (25).

In (9) cross-task porting experiments are reported for
porting from an Italian broadcast news speech recognition
system to two spoken dialogue domains. Supervised adap-
tation was shown to recover about 60% of the WER gap
between the broadcast news acoustic models and the task-
specific acoustic models. Language model adaptation us-
ing just 30 minutes of transcriptions was found to reduce
the gap in perplexity between the broadcast news and task-
dependent language models by 90%. It was also observed
that the out-of-vocabulary rates for the task-specific lan-
guage models are 3 to 5 times higher than the best adapted
models, due to the relatively limited amount of task-specific
data and the wide coverage of the broadcast news domain.

Techniques for large-scale discriminative training of the
acoustic models of speech recognition systems using the
maximum mutual information estimation (MMIE) crite-
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rion in place of conventional maximum likelihood esti-
mation (MLE) have studied and it has been demonstrated
that MMIE-based systems can lead to sizable reductions in
word error rate on the transcription of conversational tele-
phone speech (30). Experiments on discriminative train-
ing for cross-task genericity have made use of recognition
systems trained on the low-noise North American Business
News corpus of read newspaper texts and tested on tele-
vision and radio Broadcast News data. These experiments
showed that MMIE-trained models could indeed provide
improved cross-task performance (11).

4.2. Reducingtheneed for annotated training data

With today’s technology, the adaptation of a recognition
system to a new task or new language requires the availabil-
ity of sufficient amount of transcribed training data. When
changing to new domains, usually no exact transcriptions of
acoustic data are available, and the generation of such tran-
scribed data is an expensive process in terms of manpower
and time. On the other hand, there often exist incomplete
information such as approximate transcriptions, summaries
or at least key words, which can be used to provide su-
pervision in what can be referred to as “informed speech



Amount of training data | Language Model

Raw Usable News.Com.Cap
10min 10min 53.1
1.5h 1h 333
50h 33h 20.7
104h 67h 19.1
200h 123h 18.0

Raw Acoustic training data
Language model 200 hours | 1.5 hours | 10 min
News.Com.Cap, 65k 18.0 333 53.1
News, 65k 20.9 36.1 55.6
30 M words, 60k 24.1 40.8 60.2
1.8 M words, 40k 28.8 46.9 65.3

Table 3: Supervised acoustic model training: Word error
rate (%) on the 1999 evaluation test data for various condi-
tions using one set of gender-independent acoustic models
trained on subsets of the HUB4 training data with detailed
manual transcriptions. The language model is trained on
the available text sources, without any detailed transcrip-
tions of the acoustic training data. The raw data reflects
the size of the audio data before partitioning, and the us-
able data the amount of data used in training the acoustic
models.

recognition”. Depending on the level of completeness, this
information can be used to develop confidence measures
with adapted or trigger language models or by approximate
alignments to automatic transcriptions. Another approach
is to use existing recognizer components (developed for
other tasks or languages) to automatically transcribe task-
specific training data. Although in the beginning the error
rate on new data is likely to be rather high, this speech data
can be used to re-train a recognition system. If carried out
in an iterative manner, the speech data base for the new do-
main can be cumulatively extended over time without direct
manual transcription. This approach has been investigated
in (18; 22; 23; 36; 39).

In order to give an idea of the influence of the amount of
training data on system performance, Table 3 shows the per-
formance of a 10xRealTime American English BN system
for different amounts of manually annotated training data.
The language model News.Com.Cap is trained on large
text corpora, and results from the interpolation of individ-
ual language models trained on newspaper and newswires
tests (790M words), commercially produced transcripts and
closed-captions predating the test epoch (240M words).
The word error is seen to rapidly decrease initially, with
only a relatively small improvement above 30 hours of us-
able data. However, there is substantial information avail-
able in the language models. Table 4 summarizes su-
pervised training results using substantially less language
model training material. The second entry is for a language
model estimated only on the newpaper texts (790M words),
whereas for the remaining two language models were es-
timated on only 30 M words of texts (the last 2 months of
1997) and 1.8 M words (texts from December 26-31, 1997).
It can be seen that the language model training texts have a
large influence on the system performance, and even 30 M
words is relatively small for the broadcast news transcrip-
tion task.

The basic idea of light supervision is to use a speech rec-
ognizer to automatically transcribe unannotated data, thus
generating “approximate” labeled training data. By itera-
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Table 4: Supervised acoustic model training: Reference
word error rates (%) on the 1999 evaluation test data with
varying amounts of manually annotated acoustic training
data and a language model trained on 1.8M and 30 M
words of news texts from 1997.

Raw Acoustic training data WER (%)
bootstrap models | 10 min manual 65.3
1 (6 shows) 4h 54.1
2 (+12 shows) 12h 47.7
3 (+23 shows) 27h 43.7
4 (+44 shows) 53 h 414
5 (+60 shows) 103 h 39.2
6 (+58 shows) 135h 374

Table 5: Unsupervised acoustic model training: Word er-
ror rate (%) on the 1999 evaluation test data with varying
amounts of automatically transcribed acoustic training data
and a language model trained on 1.8 M words of news texts
from 1997.

tively increasing the amount of training data, more accu-
rate acoustic models are obtained, which can then be used
to transcribe another set of unannotated data. The manual
work is considerably reduced, not only in generating the an-
notated corpus but also during the training procedure, since
it is no longer necessary to extend the pronunciation lex-
icon to cover all words and word fragments occurring in
the training data. In (22) it was found that somewhat com-
parable acoustic models could be estimated on 400 hours
automatically annotated data from the TDT-2 corpus and
150 hours of carefully annotated data.

The effects of reducing the amount of supervision are
summarized in Table 5. The first observation that can be
made, is that even using a recognizer with an initial word
error of 65% the procedure is converging properly by train-
ing acoustic models on automatically labeled data. This
is even more surprising since the only supervision is via a
language model trained on a small amount of text data pre-
dating the raw acoustic audio data. As the amount of auto-
matically transcribed acoustic data is successively doubled,
there are consistent reductions in the word error rate. While
these error rates are still quite high compared to supervised
training, retranscribing the same data (36) can be expected
to reduce the word error rate further. (Recall that even with
supervised acoustic model training trained on 200 hours of
raw data the word error rate is 28.8% with this language
model.)



4.3. Unsupervised Cross-Task Adaptation

An incremental unsupervised adaptation scheme was
investigated for cross-task adaptation from the broadcast
news task to the ATIS task (26). In this system-in-loop
adaptation scheme, a first subset of the training data is auto-
matically transcribed using the generic system. The acous-
tic and linguistic models of the generic system are then
adapted with these automatically annotated data and the re-
sulting models are used to transcribe another portion of the
training data. One obvious use of this scheme is for online
model adaptation in a dialog system.

Using about one-third (15 hours) of the ATIS training
corpus transcribed with a BN system to adapt both the
acoustic and language models, the word error rate is re-
duced from 20.8% to 6.9%. Transcribing the remaining
data, and readapting the models reduces the word error to
5.5% (which can be compared to 4.7% for a task-specific
system). Contrastive experiments have shown that this gain
is somewhat equally split between adaptation of the acous-
tic and language models.

4.4. CrossLanguage Portability

The same basic idea was used to develop BN acoustic
models for the Portuguese language for which substantially
less manually transcribed data are available. RTP and IN-
ESC, partners in the Alert project (http:alert.uni-duisburg.de)
provided 5 hours of manually annotated data from 11 dif-
ferent news programs. Two of the programs (82 minutes)
were reserved for testing purposes (JornalTarde 20_04_00
and 24Horas_19_07_00). The remaining 3.5 hours of data
were used for acoustic model training. The language model
texts were obtained from the following sources: the Por-
tuguese Newswire Text Corpus distributed by LDC (23M
words from 1994-1998); Correio da Manha (1.6M words),
Expresso (1.9M words from 2000-2001), and Jornal de
Noticias (46M words, from 1996-2001), The recognition
lexicon contains 64488 words. The pronunciations are gen-
erated by grapheme-to-phoneme rules, and use 39 phones.

Initial acoustic model trained on the 3.5 hours of avail-
able data were used to transcribe 30 hours of Portuguese TV
broadcasts. These acoustic models had a word error rate of
42.6%. By training on the 30 hours of data using the auto-
matic transcripts the word error was reduced to 39.1%. This
preliminary experiment supports the feasibility of lightly
supervised and unsupervised acoustic model training.

5. Conclusions

This paper has discussed the main issues in speech rec-
ognizer development and portability across languages and
tasks. Today’s most performant systems make use of statis-
tical models, and therefore require large corpora for acous-
tic and language model training. However, acquiring these
resources is both time-consuming, costly, and may be be-
yond the economic interest for many languages. Research
is underway to reduce the need for manually annotated
training data, thus reducing the human investment needed
for system development when porting to another task or
language. By eliminating the need for manual transcription,
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automated training can be applied to essentially unlimited
quantities of task-specific training data.

The pronunciation lexicon still requires substantial
manual effort for languages without straightfoward letter-
to-sound correspondences, and to handle foreign words and
proper names. For languages or dialects without a written
form, the challenge is even greater, since important lan-
guage modeling data are simply unavailable. Even if a
transliterated form can be used, it is likely to be imprac-
tical to transcribe sufficient quantities of data for language
model training.

In summary, our experience is that although general
technologies and development strategies appear to port
from one language to another, to obtain optimal perfor-
mance language specificities must be taken into account.
Efforts underway to improve the genericity of speech rec-
ognizers, and to reduce training costs will certainly help to
enable the development of language technologies for mi-
nority languages and less economically promising applica-
tions.
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Abstract

The process of documenting and describing the world’s languages is undergoing radical transformation with the rapid uptake of new
digital technologies for capture, storage, annotation and dissemination. However, uncritical adoption of new tools and technologies is
leading to resources that are difficult to reuse and which are less portable than the conventional printed resources they replace. We begin
by reviewing current uses of software tools and digital technologies for language documentation and description. This sheds light on how
digital language documentation and description are created and managed, leading to an analysis of seven portability problems under the
following headings: content, format, discovery, access, citation, preservation and rights. After characterizing each problem we provide a
series of value statements, and this provides the framework for a broad range of best practice recommendations.

1. Introduction language description aims at the record of A LANGUAGE,

. . with "lan " being under m of r le-
Itis now easy to collect vast quantities of language doc- th "language b_e g understood as a system o abs; act ele
ments, constructions, and rules that constitute the invariant

_ument.atlon a,nd descrlpthn and store 't[ In dlglt_al f.orm.. It underlying structure of the utterances observable in a speech
is getting easier to transcribe the material and link it to lin- community. (Himmelmann, 1998, 166)
guistic descriptions. Yet how can we ensure that such mate-
rial can be re-used by others, both now and into the future? We adopt the cover term DATA to mean any informa-
While today’s linguists can access documentation that igion that documents or describes a language, such as a pub-
over 100 years old, much digital language documentatiotished monograph, a computer data file, or even a shoebox
and description is unusable within a decade of its creationfull of hand-written index cards. The information could
The fragility of digital records is amply demonstrated. range in content from unanalyzed sound recordings to fully
For example, the interactive video disks created by thdranscribed and annotated texts to a complete descriptive
BBC Domesday Project are inaccessible just 15 years aft@@fammar. Beyond data, we are be concerned with language
their creatiort. In the same way, linguists who are quick resources more generally, including tools and advice. By
to embrace new technologies and create digital material§OOLS we mean computational resources that facilitate
in the absence of archival formats and practices soon fin@reating, viewing, querying, or otherwise using language
themselves in technological quicksand. data. Tools include software programs, along with the digi-
The uncritical uptake of new tools and technologies istal resources that they depend on such as fonts, stylesheets,
encouraged by sponsors who favor projects that promis@nd document type definitions. By ADVICE we mean any
to publish their data on the web with a search interfaceinformation about what data sources are reliable, what tools
However, these projects depend on technologies with liféiré appropriate in a given situation, and what practices to
cycle of 3-5 years, and the resources they create usually d@!low when creating new data (Bird and Simons, 2001).
not outlive the project any longer than this. This paper addresses seven dimensions of portability for
This paper considers portability in the broadest sensedigital language documentation and description, identify-
across different software and hardware platforms; acrosild problems, establishing core values, and proposing best
different scholarly communities (e.g. field linguistics, lan- Practices. The paper begins with a survey of the tools and
guage technology); across different purposes (e.g. researdigchnologies§2), leading to a discussion of the problems
teaching, development); and across time. Portability is frethat arise with the resources created using these tools and
quently treated as an issue for software, but here we wiltfechnologies§3). We identify seven kinds of portability
focus on data. In particular, we address portability for lan-Problem, under the headings of content, format, discovery,

guage documentation and description, and interpret thes¥ccess, citation, preservation and rights. Next we give state-
terms following Himmelmann: ments about core values in digital language documentation

_ o _ and description, leading to a series of “value statements”,
The aim of a language documentation is to provide a com-g, requirements for best practice®t), and followed up

prehensive record of the linguistic practices characteristic ORNith collection of best practice recommendatio$B)( The

agen S.peeqh community. Linguistic practices aqd _trad't'onsstructure of the paper is designed to build consensus. For
are manifest in two ways: (1) the observable linguistic behaV'instance readers who take issue with a best practice recom-
ior, manifest in everyday interaction between members of the ’ P

speech community, and (2) the native speakers’ metalinguis,[mandat'on g5 are encouraged to review the correspond-

tic knowledge, manifest in their ability to provide interpre- INg Statement of vaIue§ i§4 and either suggest a different
tations and systematizations for linguistic units and eventspractice which better implements the values, or else take

This definition of the aim of a language documentation dif- issue with the value statement (then back up to the corre-
fers fundamentally from the aim of language descriptions: asponding problem statementgB, and so forth).
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2. Tools and Technologies for Language  format makes this kind of language documentation difficult
Documentation and Description to maintain and re-use.
] ] ] o ~ The third category of general purpose software is

'Language documentation projects are increasing in theifatapase packages. In the simplest case, the creator shares
reliance on new digital technologies and software t00ISyhe gatabase with others by requiring them to purchase
This section contains a comprehensive survey of the rangg,e same package, and by shipping them a full dump of
of practice, covering general purpose software, specializeghe gatabase (e.g. the StressTyp database, which requires
tools, and digital technologies. Reviewing the available gars to buy a copy of “4th Dimensidt)’ A more popular
tools gives us a snapshot of how digital language documenynroach is to put the database on a web-server, and create
tation and description is created and managed, and providessorms-based web interface that allows remote users to
a backdrop for our analysis of data portability problems.  gearch the database without installing any software (e.g.

the Comparative Bantu Online Lexical Databasad the
2.1. General purpose tools Maliseet-Passamaquoddy Dictiond?y. Recently, some

The most widespread practice in language document:sites have started allowing database updates via the web
tion involves the use of office software. This software is(€-9. the Berkeley Interlinear Text Collectorand the
readily available, often pre-installed, and familiar. Word Rosetta Projects site for uploading texts, wordlists and
processors have often been used as the primary stora&@scr'pt'ony)-
for large lexical database, including a Yoruba lexicon with .

30,000 entries split across 20 files. Frequently cited bene2-2-  SPecialized tools

fits are thewysiwyc editing, the find/replace function, the Over the last two decades, several dozen tools have been
possibility of cut-and-paste to create sublexicons, and théeveloped having specialized support for language docu-
ease of publishing. Of course, a large fraction of the lin-mentation and description. We list a representative sample
guist’s time is spent on maintaining consistency across mulhere; more can be found on SIL's pagelonguistic Com-
tiple copies of the same data. Word processors have algeuting Resource®’ on theLinguistic Explorationpage!
been used for interlinear text, with three main approachesand on theLinguistic Annotatiorpage!®

fixed width fonts with hard spacing, manual setting of Tools for linguistic data management include
tabstops, and tablés. All methods require manual line- Shoebox® and the Fieldworks Data Notebodk. Speech
breaking, and significant labor if line width or point size analysis tools include Praét and SpeechAnalyzéy.

are changed. Another kind of office software is the spreadMany specialized signal annotation tools have been devel-
sheet, which is often used for wordlists. Language docuoped, including CLAN?® EMU,?! TableTrans, InterTrans,
mentation created using office software is normally storedlreeTrans?> There are many orthographic transcription
in a secret proprietary format that is unsupported within 5+ools, including Transcribét and MultiTrans** There are

10 years. While other export formats are supported, theynorphological analysis tools, such as the Xerox finite state
may loose some of the structure. For instance, part ofoolkit.?> There are a wealth of concordance tools. Finally,
speech may be distinguished in a lexical entry through th@ome integrated multi-function systems have been created,
use of a particular font, and this information may be lostsuch as LinguaLinks Linguistics Workshép.

when the data is exported. Also, the portability of export In order to do their specialized linguistic processing,
formats may be compromised, by being laden with preseneach of these tools depends on some model of linguistic
tational markup. information. Time-aligned transcriptions, interlinear texts,

A second class of general purpose software is the hypepyntax trees, lexicons, and so forth, all require suitable data
text processors. Perhaps the first well-known application tgtructures and file formats. Given that most of these tools
language documentation was the original Macintosh hypetave been developed in isolation, they typically employ
card stacks oBounds of the World’s Languagésdefoged incompatible models and formats. For example, data cre-
and Maddieson, 1996). While it was easy to create a comated with an interlinear text tool cannot be subsequently
plex web of navigable pages, nothing could overcome th@nnotated with syntactic information without losing the
limitations of a vendor-specific hypertext language. Moreinterlinear annotations. When interfaces and formats are
recently, theHTML standard and universal, free browsersopen and documented, it is occasionally possible to cob-
have encouraged the creation of large amounts of hypeple the tools together in support of a more complex need.
text for a variety of documentation types. For instance However, the result is a series of increasingly baroque and
we have interlinear text witMTML tables (e.g. Austin's decreasingly portable approximations to the desired solu-
Jiwarli fieldworl®), interlinear text wittHTmL frames (e.g.  tion. Computational support for language documentation
Culley’s presentation of Apache teX}sHTML markup for ~ and description is in disarray.
lexicons, with hyperlinks from glossed examples and a the- o )
saurus (e.g. Austin and Nathan’s Gamilaraay lexiyagifs ~ 2-3-  Digital technologies
for representing IPA transcriptions (e.g. Bird’s description A variety of digital technologies are now used in lan-
of tone in Dschanf), and Javascript for image annota- guage documentation thanks to sharply declining hardware
tions (e.g. Poser’'s annotated photographs of gravestone®sts. These include technologies for digital signal capture
engraved with Déa‘syllabic$). In all these cases${TML (audio, video, physiological) and signal storage (hard disk,
is used as the primary storage format, not simply as a vieweD-R, DVD-R, minidisc). Software technologies are also
on an underlying database. The intertwining of content angblaying an influential role as new standards are agreed. The
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most elementary and pervasive of these is the hyperlink, 3. Seven Problems for Portability

which makes i_t possible to co_nnect linguistic descriptipns With the rapid uptake of new digital technologies, many
to the underlying documentation (e.g. from an analyticalgreators of language documentation and description are

transcription to a recording). Such links streamline theignoring the question of portability, with the unfortunate

descriptive process; checking a transcription can be dongynsequence that the fruits of their labors are likely to be

with mouse clicks instead of digging out a tape or find-,,,saple within 5-10 years. In this section we discuss seven
ing an informant. The ability to navigate from descrip- yitical problems for the portability of this data.
tion to documentation also facilitates analysis and verifi-

cation. Software technologies and standards have giveR.1. Content
rise to the internet which permits low-cost dissemination

I - Many potential users of language data are interested in
of language resources. Notably, it is portability problems,sqimijating multiple descriptions of a single language to

with these tools and formats that prevents these basic digitz@}ain an understanding of the language which is as compre-
technologies from having their full impact. The download ponsive as possible. Many users are interested in compar-

instructions for the Sumerian lexicéhtypify the problems ing the descriptions of different languages in order to apply

(hyperlinks are underlined): insights from one analysis to another or to test a typological
, ‘ ‘ generalization. However, two descriptions may be difficult
Download the Sumerian Lexicon as an Adobe Acrobat PDF filén  order .. .
fo minimize downloads of this large file, once you have it, please use yourlO COmMpare or assimilate because they have used terminol-
Acrobat Reader to save it and retrieve it to and from your own desktop. ogy differently, or because the documentation on which the
Download the Sumerian Lexicon as a Word for Windows 6.0 file ina self-  descriptions are based is unavailable.
extracting WinZip archive. Language documentation and description of all types
Download the same contents in a non-executable zip file. depends critically on technical vocabulary, and ambiguous
Includes version 2 of the Sumerian True Type font for displaying transliteratedt€rMS compromise portability. For instance, the symbols
Sumerian. Add the font to your installed Windows fonts at Start, Settings, used in phonetlc transcnpt'on have Varlable |nterpretat|on
Control Panel, Fonts. To add the Sumerian font to your installed Windows . L. e s .
fonts, you select File and Add New Font. Afterwards, make sure that when youdepending on the descriptive tradition: “it is crucial to be
scroll down in the Fonts listbox, it lists the Sumerian font. When you open the g\ware of the background of the writer when interpreting
SUMERIAN.DOC file, ensure that at File, Templates, or at Tools, Templates . "
and Add-Ins, there is a valid path to the enclosed SUMERIAN.DOT template @1 Unexplained occurrence of [y]” (Pullum and Ladusaw,
file. If you do not have Microsoft's Word for Windows, you can download a 1986 168). In morphosyntax, the term “absolutive” can
free Word for Windows viewer at Microsoft's Web Site. ’ ’ . ! .
| i - ; refer to one of the cases in an ergative language, or to the
dDown oad Macintos| .Utl .|ty UnZip2.0.20 uncompress |IBM _ZIP |_es. To qnpossessed form of a noun (in the Uto-Aztecan tradition)
ownload and save this file, you should have Netscape set in Options, Generd . X i
Preferences, Helpers to handle hgx files as Save to Disk. Decode this com{Lewis et al., 2001, 151), and a correct interpretation of the
pressed file using Stuffit Expander. Download Macintosh utility TTconverter term depends on an understanding of the Iinguistic context
to convert the IBM format SUMERIAN.TTF TrueType font to a System 7 . . . L e ’
TrueType font. Decode this compressed file using Stuffit. Microsoft Word for This terminological variability leads to problems for
the Macintosh can read a Word for Windows 6.0 document file. There is no freeretrieval. Suppose that a Iinguist wanted to search the full-
Word for Macintosh viewer, however. . .. .
text content of a large collection of digital language data, in
24 Digital Archives order to discover which other languages have relevant phe-
o 9 nomena. Since there are no standard ontologies, the user
Recently several digital archives of languagewill discover irrelevant documents (low precision) and will
documentation and description have sprung up, suchail to discover relevant documents (low recall). In order
as the Archive of the Indigenous Languages of Latinto carry out a comprehensive search, the user must know
America?® and the Rosetta Project's Archive of 1000 all the ways in which a particular phenomena is described.
Language$? These exist alongside older archives which Even once a set of descriptions are retrieved, it will gener-
are in various stages of digitizing their holdings: the ally not be possible to draw reliable comparisons between
Archive of the Alaska Native Language Centérthe the descriptions of different languages.
LACITO Linguistic Data Archive’! and the US National The content of two descriptions may also be difficult
Anthropological Archives? These archives and many to reconcile because it is not possible to verify them with
others are surveyed on tHeanguage Archivepage?®  respect to the language documentation that they cite. For
Under the aegis obLAC, the Open Language Archives example, when two descriptions of the same language pro-
Community’* the notion of language archive has beenvide different phonetic transcriptions of the same word,
broadened to include archives of linguistic software, suchis this the result of a typographical error, a difference in
as the Natural Language Software Regi&try transcription practice, or a genuine difference between two
These archives face many challenges, the most signifspeech varieties? When two descriptions of different lan-
icant being the lack of funding. Other challenges mayguages report that the segmental inventories of both lan-
include: identifying, adapting and deploying digital archiv- guages contain a [k], what safe conclusions can be drawn
ing standards; setting up key operational functions such aabout how similar the two sounds are? Since the underlying
offsite backup, migration to new digital formats and mediadocumentation is not available, such questions cannot be
over time, and the support of new access modes (e.g. searobsolved, making it difficult to re-use the resources.
facilities) and delivery formats (e.g. streaming media); and While the large-scale creation of digital language
obtaining the long-term support of a major institution to resources is a recent phenomenon, the language
assure contributors and users that the materials will bélocumentation community has been active since the
available over the long term. 19th century, and much earlier in some instances. At
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risk of oversimplifying, a widespread practice over thisformat. This is the flip-side of the discovery problem.
extended period has been to collect wordlists and texts andot only do we need to know that a resource exists, but
to write descriptive grammars. With the arrival of new also that it is relevant. When resources are inadequately
digital technologiesit is easy to transfer the whole endeavodescribed, it is difficult (and often impossible) to find a
from paper to computer, and from tape recorder to hardelevant resource, a huge impediment to portability.

disk, and to carry on just as before. Thus, new technologies

simply provide a better way to generate the old kinds of

resources. Of course this is a wasted opportunity, sincé-4. Access

the new technologies can also be used to create digital ] . ]
multimedia recordings of rich linguistic events. Such rich N the past, primary documentation was usually not dis-
recordings often capture items which turn out to be usefupemmatgd_. To listen to a field recording it was often neces-
in later linguistic analysis, and have immense intrinsicSY t0 Visit the laboratory of the person who collected the
value as a record of cultural heritage for future generationgnaterials, or to make special arrangements for the materials
However, managing digital technologies in less controlled® be copied and posted. Digital publication on the web has

situations leads to many technical and logistical issues, anglléviated this problem, although projects usually refrain
there are no guidelines for integrating new technologiedrom full dissemination by limiting access via a restrictive

into new documentary practices. search interface. This means that only selected portions of
the documentation can be downloaded, and that all access
3.2. Format must use categories predefined by the provider. Moreover,

hese web forms only have a lifespan of 3-5 years, relying

Language data frequently ends up in a secret proprietar n ad hoc CGI scripts which may cease working when the

format using a non-standard character encoding. To us

such data one must often purchase commercial softwarbterpreter or webserver are upgraded. Lack of full access

then install it on the same hardware and under the sam@cans that materials are n_oF portabl_e. More generally, peo-
operating system used by the creator of the data. ple have often co_nflat_ed digital p_ubl|cat|0n_W|th web pub-
. . lication, and publish high-bandwidth materials on the web
Other formats, while readable outside the tool that cre- " . :
) .. - which would be more usable if published op or bvD.
ated them, remain non-portable when they are not explicitly
documented. For example, the interpretation of the field Many language resources have applications beyond
names in Shoebox format may not be documented, or théhose envisaged by their creators. For instance, the
documentation may become separated from the data fil@witchboard database (Godfrey et al., 1992), collected
making it difficult to guess what the different fields signify. for the development of speaker-independent automatic
The developers of linguistic tools must frequently Speech recognition, has since been used for studies of
parse presentational formats. For example, the occurrendtonation and disfluency. Often this redeployment is
of <b>[n]</b> in a lexical entry might indicate that Prevented through the choice of formats. For instance,
this is an entry for a noun. More difficult cases involve publishing conversation transcripts in the HubsémL
subtle context-dependencies. This presentational markuf@rmat does not facilitate their reuse in, say, conversational
obscures the structure and interpretation of the linguisti@nalysis. In other cases, redeployment is prevented by the
content. Conversely, in the absence of suitable browsinghoice of media. For instance, an endangered language
and rendering tools, end-users must attempt to parsdictionary published only on the web will not be accessible

formats that were designed to be read only by machines. to speakers of that language who live in a village without
electricity.

3.3. Discovery One further problem for access deserves mention here.

Digital language data is often presented as a physical dt sometimes happens that an ostensibly available resource
digital artefact with no external description. Like a book turns out not to be available after all. One may discover
without a cover page or a binary file calleitt.dat , the resource because its creator cited it in a manuscript or
one is forced to expend considerable effort to discover than annual research report. Commonly, a linguist wants to
subject matter and the nature of the content. Organizederive recognition for the labor that went into creating pri-
collections — such as the archive of a university linguisticsmary language documentation, but does not want to make
department — may provide some metadescription, but it ithe materials available to others until deriving maximum
likely to use a parochial format and idiosyncratic descrip-personal benefit. Two tactics are to cite unresolved, non-
tors. If they are provided, key descriptors likeibject  specific intellectual property rights issues, and to repeat-
languageandlinguistic typeare usually given in free text edly promise but to never finally deliver. Despite its many
rather than a controlled vocabulary, reducing precision andjuises, this problem has two distinguishing features: some-
recall. As a consequence, discovering relevant languagene draws attention to a resource in order to derive credit
resources is extremely difficult, and depends primarily onfor it — “parading their riches” as Mark Liberman (pers.
word-of-mouth and queries posted to electronic mailingcomm.) has aptly described it — and then applies undocu-
lists. Thus, new resource creation efforts may proceed irmented or inconsistent restrictions to prevent access. The
ignorance of prior and concurrent efforts, wasting scarceesult may be frustration that a needed resource is withheld,
human resources. leading to wasted effort or a frozen project, or to suspicion

In some cases, one may obtain a resource only to dighat the resource is defective and so must be protected by a
cover upon closer inspection that it is in an incompatiblesmoke screen.
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3.5. Citation a complex terrain of legal, ethical and policy issues (Liber-

Research publications are normally required to providdnan, 2000). In spite of this, most digital language data
full bibliographic citation of the materials used in conduct- IS disseminated without identifying the copyright holder
ing the research. Citation standards are high for conven@nd without any license delimiting the range of accept-
tional resources (such as other publications), but are muchPle uses of the material. Often people collect or redis-
lower for language resources which are usually incorrectl;ﬁ”bUte materials, or create derived works without securing
cited, or not cited at all. This makes it difficult to find out the necessary permissions. While this is often benign (e.g.
what resource was used in conducting the research and, hen the resources are used for research purposes only),
the reverse direction, it is impossible to use a citation indexthe researcher risks legal action, or having to restrict pub-
to discover all the ways in which a given resource has beefication, or even having to destroy primary materials. To
applied. avoid. any risk one must avo?d using materials whose prop-

Often a language resource is available on the web, a8y rights arein doubt. In this way, the lack of documented
it is convenient to have the uniform resource locate() rights restrict the portability of the language resource.

since this may offer the most efficient way to obtain the  sometimes resources are not made available on the web
resource. HoweverjrLs can fail as a persistent citation for fear that they will get into the wrong hands or be mis-

in two ways: they may simply break, or they may ceaseysed. However, this confuses medium with rights. The
to reference the same iterorLs break when the resource \ep supports secure data exchange between authenticated
is moved or when some piece of the supporting infrastrucparties (through data encryption) and copyright statements
ture, such as a database server, ceases to work. Even itgyether with licenses can be used to restrict uses. More
URL does not break, the item it references may be mutableggphisticated models for managing digital rights are emerg-
changing over time. Language resources published on th@g (jannella, 2001). The application of these techniques
web are usually not versioned, and a third-party descriptiogg language resources is unexplored, and we are left with
of some item may cease to be valid if that item is changedan, a|1-or-nothing situation, in which the existence of any

identifier, such as arsBN, avoids this problem.

Citation goes beyond bibliographic citation of a com-
plete item. We may want to cite some component of a
resource, such as a specific narrative or lexical entry. How="
ever, the format may not support durable citations to inter-
nal components. For instance, if a lexical entry is cited Many of the problems reported above also apply to
by aURL which incorporates its lemma, and if the spelling little-studied languages, though some are greatly exacer-
of the lemma is altered, then therL will not track the  Patedin this context. The small amount of existing work on
change. In sum, language documentation and description f§€ language and the concomitant lack of established doc-
not portable if the incoming and outgoing links to related UMmentary practices and conventions may lead to especially

8. Special challenges for little-studied languages

materials are fragile. diverse nomenclature. Inconsistencies within or between
language descriptions may be harder to resolve because of
3.6. Preservation the lack of significant documentation, the limited access to

The digital technologies used in language documen_speakers qf the language, anq the !imited understanding of
tation and description greatly enhance our ability to cre-dialect variation. Open questions in one area of descrip-
ate data while simultaneously compromising our abilityfion (€-9- the inventory of vowel phonemes) may multiply
to preserve it. Relative to paper copy which can surviveéhe indeterminacies in a_mqther (e.g. for tr_anscrlbed tesz).
for hundreds of years, digitized materials are evanescedflore fundamentally, existing documentation and descrip-
because they use some combination of binary formats wit§On May be virtually impossible to discover and access,
undocumented character encodings saved on non-archiv@\Ving to its fragmentary nature.

media and physically stored with no ongoing administra- ~ The acuteness of these portability problems for little-

tion for backups and migration to new media. Presenstydied languages can be highlighted by comparison with
tational markup withHTML and interactive content with well-studied languages. In English, published dictionaries
Javascript and specialized browser plugins require futurgnd grammars exist to suit all conceivable tastes, and it
browsers to be backwards-compatible. Furthermore, pritherefore matters little (relatively speaking) if none of these
mary documentation may be embodied in the interactivgesources is especially portable. However, when there is
behavior of the resource (e.g. the gloss of the text undepnly one dictionary for the language, it must be pressed

the mouse may show up in the browser status line, usinghto a great range of services, and significant benefits will
the Javascript “mouseover” effect). Consequently, digitakbome from maximizing portability.

resources — especially dynamic or interactive ones — often
have a short lifespan, and typically become unusable 3-5 This concludes our discussion of portability problems
years after they are actively maintained. arising from the way new tools and technologies are being
. used in language documentation and description. The rest
3.7. Rights of this paper responds to these problems, by laying out the
A variety of individuals and institutions may have intel- core values that lead to requirements for best practhzBs (
lectual property vested in a language resource, and there @&d by providing best practice recommendatighg.(

27



4. Value Statements UNIMPEDED. We value the ability of any potential user
Best practice recommendations amount to a decisioRf @language resource to follow a well-defined procedure to

about which of several possible options is best. The notioffPt@in @ copy of the resource. Thus the best practice is one
of best always involves a value judgment. Therefore! which all available resources have a clearly documented
before making our recommendations, we articulate thé"ethod by which they may be obtained. _

values which motivate our choices. Our use of “we” UNIVERSAL. We value the ability of potential users to

is meant to include the reader and the wider |anguag_gccessalanguage resource from whatever location they are

resources community who share these values. in. Thus the best practice is one that makes it possible for
users to access some version of the resource regardless of
4.1. Content physical location and access to computational infrastruc-

TERMINOLOGY. We value the ability of users to iden- tUre.

tify the substantive similarities and differences between two o

resources. Thus the best practice is one that makes it eady>- Citation

to associate the comparable parts of unrelated resources.  CREDIT. We value the ability of researchers to be prop-
ACCOUNTABILITY. We value the ability of researchers erly credited for the language resources they create. Thus

to verify language descriptions. Thus the best practice ishe best practice is one that makes it easy for authors to

one that provides the documentation that lies behind theorrectly cite the resources they use.

description. PROVENANCE. We value the ability of potential users
RICHNESs We value the documentation of little- of a language resource to know the provenance of the

studied languages. Thus the best practice is one thaksources it is based on. Thus the best practice is one that

establishes a record that is sufficiently broad in scope angermits resource users to navigate a path of citations back

rich in detail that future generations can experience ando the primary linguistic documentation.

study the language, even when no speakers remain. PERSISTENCE We value the ability of language

resource creators to endow their work with a permanent

4.2. Format digital identifier which resolves to an instance of the
OPENNESs We value the ability of any potential user to resource. Thus the best practice is one that associates

make use of a language resource without needing to obtaisources with persistent digital identifiers.

unique or proprietary software. Thus the best practice is | ymuTABILITY . We value the ability of potential users

one that puts data into a format that is not proprietary. o cite a language resource without that resource changing
DOCUMENTATION. We value the ability of potential and invalidating the citation. Thus the best practice is one

users of alanguage resource to understand its internal strugzat makes it easy for authors to freeze and version their

ture and organization. Thus the best practice is one that putasgurces.

data into a format that is documented. N COMPONENTS We value the ability of potential users
MACHINE-READABLE. We value the ability of users 4 cite the component parts of a language resource. Thus

of a language resource to write programs to process thge pest practice is one that ensures each sub-item of a
resource. Thus the best practice is one that puts the resourggsqurce has a durable identifier.

into a well-defined format which can be submitted to auto-
matic validation. 4.6. Preservation

HuUMAN-READABLE. We value the ability of users L oNG-TERM. We val ol
of a language resource to browse the content of the ONG- - Ve value access 1o language resources

resource. Thus the best practice is one that provides %verthe very long term. Thus the best practice is one which
human-digestible version of a resource ensures that language resources will still be usable many

generations into the future.
4.3. Discovery CoMPLETE. We value the ability of future users of a

EXISTENCE. We value the ability of any potential user Ignguage resource to access the complete resource a; expe-
of a language resource to learn of its existence. Thus thB€nced by contemporary users. Thus the best practice is

best practice is one that makes it easy for anyone to discov&"€ Which preserves fragile aspects of a resource (such as
that a resource exists. dynamic and interactive content) in a durable form.

RELEVANCE. We value the ability of potential users .
of a language resource to judge its relevance without firsf”' Rights
having to obtain a copy. Thus the best practice is one DOCUMENTATION. We value the ability of potential
that makes it easy for anyone to judge the relevance of asers of a language resource to know the restrictions on

resource based on its metadescription. permissible uses of the resource. Thus the best practice
is one that ensures that potential users know exactly what
4.4. Access they are able to do with any available resource.

ComPLETE. We value the ability of any potential user RESEARCH We value the ability of potential users of
of a language resource to access the complete resourcejanguage resource to use it in personal scholarship and
not just a limited interface to the resource. Thus the besacademic publication. Thus the best practice is one that
practice is one that makes it easy for anyone to obtain thensures that the terms of use on resources do not hinder
entire resource. individual study and academic research.
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5. Best Practice Recommendations the primary documentation is stored in a non-proprietary

This section recommends best practices in support Oftormat.

the values set out if4. We believe that the task of identi- N'_B' Format is a critical area for the de_fmmo_n of_best
fying and adopting best practices rests with the communitygracuces'. We propose that recc_)mrpendanons in this area
and we believe thabLAc, the Open Language Archives € organlzed.by type (e.g. audl_o, mgge,_text), posslbly
Community provides the necessary infrastructure for iden—fOIIOWIng the inventory of types identified in the Dublin
tifying community-agreed best practices. Here, however,Core metadata sef.
we shall attempt to give some broad guidelinesto be flesheg_S_ Discovery
outin more detail later, by ourselves and also, we hope, by

other members of the language resources community. ExISTENCE. List all language resources with @nAc

data provider. Any resource presentediirmL on the web
51. Content should contain _metadata with keywords and description for
o ) use by conventional search engines.

TERMINOLOGY. ~ Map linguistic terminology and RELEVANCE. Follow the oLAC recommendations on
descriptive markup elements to a common ontologyegt practice for metadescription, especially concerning
of linguistic terms.  This applies to the 0bVioUS |5n4age identification and linguistic data type. This wil
candidates such as morphosyntactic abbreviations anghq re the highest possibility of discovery by interested

structural markup, but also to less obvious cases SUCfsers in theoLAc union catalog hosted by Lingui&t.
as the phonological description of the symbols used in

transcription. (NB vocabularies can be versioned and 4. Access

archived in anoLAC archive; archived descriptions cite CoMPLETE. Publish complete primary documentation.

their vocabularies using tielation  element.) Publish the documentation itself, and not just an interface
ACCOUNTABILITY. Provide the full documentation on to it, such as a web search form.

which language descriptions are based. For example, where UNIMPEDED. Document all access methods and

a narrative is transcribed, provide the primary recordingeqpictions along with other metadescription. Document

(without segmenting it into multiple sound clips). Create charges and expected delivery time

time-aligned transcriptions to facilitate verification. UNIVERSAL. Make all resources accessible by any
RICHNESS ~ Make rich records of rich interactions, jnterested user. Publish digital resources using appropriate

especially in the case of endangered languages or genregs|ivery media, e.g. web for small resources, andovp

Document the “multimedia linguistic field methods” that for large resources. Where appropriate, publish corre-
were used. Provide theoretically neutral descriptions of &ponding print versions, e.g. for the dictionary of a little-
wide range of linguistic phenomena. studied language.

5.2. Format 5.5. Citation

OPENNESS Store all language documentation and  CREDIT, PROVENANCE. Furnish complete bib-
description in an open format. Prefer formats supported byiographic data for all language resources created.
multiple third-party software tools. NB some proprietary Provide complete citations for all language resources
formats are open, e.g. Adobe Portable Document Formaised. Document the relationship between resources in
(PDF) and MPEG-1 Audio Layer 3 (MP3). the metadescription (NB in theLAC context, use the

DOCUMENTATION. Provide all language documenta- Relation element).
tion and description in a self-describing format (preferably  PERSISTENCE Ensure that resources have a persistent
XML ). Provide detailed documentation of the structure anddentifier, such as arsBN or a persistentrL (e.g. a Digital
organization of the format. Encode the characters with Uni-Object Identifiet®). Ensure that at least one persistentiden-
code. Try to avoid Private Use Area characters, but if theptifier resolves to an instance of the resource or to detailed
are used document them fully. Document any 8-bit characinformation about how to obtain the resource.
ter encodings.gLAc will be providing detailed guidelines IMMUTABILITY . Provide fixed versions of a resource,
for documenting non-standard character encodings.) either by publishing it on a read-only medium, and/or sub-

MACHINE-READABLE. Use open standards such asmitting it to an archive which ensures immutability. Distin-
xML and Unicode, along with Document Type Definitions guish multiple versions with a version number or date, and
(DTDS), XML Schemas and/or other definitions of well- assign a distinct identifier to each version.
formedness which can be verified automatically. Archive COMPONENTS Provide a formal means by which the
the format definition, giving each version its own unique components of a resource may be uniquely identified. Take
identifier. When archiving data in a given format, referencespecial care to avoid the possibility of ambiguity, such as
the archived definition of that format. Avoid freeform edi- arises when lemmas are used to identify lexical entries, and
tors for structured information (e.g. prefer Excel or Shoe-where multiple entries can have the same lemma.
box over Word for storing lexicons). .

HUMAN-READABLE. Provide one or more human °:6. Preservation
readable version of the material, using presentational LONG-TERM. Commit all documentation and
markup (e.g.HTML) and/or other convenient formats. description to a digital archive which can credibly promise
Proprietary formats are acceptable for delivery as long akng-term preservation and access. Ensure that the archive
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satisfies the key requirements of a well-founded digitalbased on shared data models for all of the basic linguistic
archive (e.g. implements digital archiving standards.types, and connected to portable data formats.

provides offsite backup, migrates materials to new formats

and media/devices over time, is committed to supporting Acknowledgements
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Abstract

Availability of language resources (LR) is a decisive element that influences the vital issues such as linguistic and
cultural identity and use of a particular language in information society. Specifically, natural interactivity in information
age relies on the existence of mature Human Language Technologies (HLT) that need substantial amount of appropriate
LR to be developed. Additional challenge is that research addressing portability issues in HLT is still in its infancy. In
perspective, it is reasonably to expect that advances in construction of the multilingual LR [Bird, 2001] and insights into
the portability issues of HLT [Lamel, 2002] could potentially lower the digital divide and increase the visibility of a
much larger pool of languages than experienced today. In order to achieve this challenging goal, it is proposed to initiate
an international network of excellence (NoE) on HLT portability that would complement the already established
activities on HLT resources. Such NoE could actively contribute to and advise the national HLT efforts aiming to achieve

the grand goal of a non-exclusive information society.

1. Introduction

Several research programs have already focused
towards the next generation of intelligent conversational
interfaces. Their fundamental goal is to create speech-
enabled multi-modal systems that scale gracefully across
modalities. Such interfaces typically include speech,
graphics, gesture, and computer vision. They are capable
of supporting complex conversational interaction
comparable to the human-human natural interactivity.

The natural interactive systems integrate spoken
language dialogue systems, multimodal communication
systems, and web-based data handling tools. The long-
term goal of computer-mediated natural interactivity is to
transform the present computer systems to become
transparent in communication tasks and to support similar
communication patterns as those experienced in usual
interpersonal communication.

From the theoretical point of view, traditional Human-
Computer Interaction (HCI) model has recently evolved
towards the enhanced Human-Human Computer
Interaction (HHCI) model that also includes the
information and communication technologies. The HHCI
model positions the computer system as a networked
facilitator of information access and sharing. Typical
applications include video conferencing or distributed
multimedia information systems.

In the following, this paper aims to reflect the on-
going research efforts by providing an overview of the
challenges and opportunities addressed by the EU HLT
projects and the US DARPA programs with relevance to
the portability issues in HLT.

2. EU HLT Projects

At the time of writing about 50 EU HLT projects are
detailed on the HLTCentral, the gateway to speech and
language technology opportunities. Some projects with
high relevance to the focus of this paper (ie, portability
issues in human language technologies) are overviewed in
order to outline the challenges (ie, project objectives) and
opportunities (ie, expected outcome and innovation
perspectives) these projects describe at the HLTCentral.

2.1. CORETEX

Improving Core Speech Recognition Technology,
[wwwCORETEX]

The CORETEX project aims to improve the core
speech recognition technologies. This 3 year EU project
started in April 2000. The project consortium includes
RWTH Aachen (Germany), University of Cambridge
(UK), Istituto Trentino di Cultura ITC - IRST (Italy), and
Centre National de la Recherche Scientifique — CNRS
(France). The proposed work is motivated by observation
that the current commercial speech recognition systems
perform fairly well for a limited number of tasks and
languages. On the other hand, these systems are very
difficult to adapt to new domains, languages, and/or
changing acoustic environmental conditions. The main
obstacle in efficient porting of speech applications to new
tasks, languages, or new environments is a requirement
for substantial investment of time, money, and expertise.

Therefore, the overall project objective is to devise
generic speech recognition technologies that perform well
in a task independent way. List of the CORETEX project
objectives mentioned on the web is the following:

e To develop generic speech recognition
technologies for a wide range of tasks with
minimum domain dependencies.

e To devise methods for a rapid portability to new
languages with a limited amount of training data.

e To research techniques for producing enriched
symbolic speech transcription for higher level
symbolic processing.

e To improve language models
automatic pronunciation generation.

e To integrate the methods into showcases and
validate them in relevant applications.

e To propose an evaluation framework and define
objective measures to assess improvements.

e To disseminate the CORETEX research results
and to facilitate contact with the interested users
in order to widely exploit the project results.

and provide
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The project is expected to provide significant insights
into how to develop conceptually new HLT that is
generic, adaptable and portable. Generic design of
technology is analyzed by evaluating a system trained on
one corpus and tested on another one. Aim of this research
is to assess performance degradation under the non-
optimal conditions with respect to the training and testing
conditions, and in the context of new languages. Initial
project phase has already defined objective evaluation
criteria and measures, including common test suites and
the protocol.

In summary, opportunities from the CORETEX
project are an improved HLT that are less sensitive to the
environmental and linguistic factors as well as efficiently
portable to many languages. Evaluation and demonstration
frameworks were already proposed and serve to analyze
the progress on the project. Detailed descriptions of the
project achievements are given in the CORETEX Annual
Reports for the years 2000 and 2001.

2.2. ENABLER

European National Activities for Basic Language
Resources,  wWwwENABLER]

The ENABLER project aims to improve collaboration
activities that provide national language resources in
Europe. Researchers, industry, and service providers
identified the LR to be a critical issue in national HLT
programs and that these efforts need to be supported by
appropriate national funding. The LR are of central
importance to any kind of HLT-based infrastructure. They
are also of vital importance in the development of HLT
applications and products, thereby fundamental for the
overall industrial growth. Availability of the adequate LR
for as many languages as possible is of paramount
importance in the HLT development for a non-exclusive
multilingual information society.

This 22-month project started in November 2001. The
consortium includes Universita di Pisa (Italy), Institute for
Language and Speech Processing - ILSP (Greece),
European Language Resources Distribution Agency —
ELDA (France), Center for Sprogteknologi — CST
(Denmark), as well as members from Belgium, Czech
Republic, Germany, Portugal, Spain, Sweden, and the
Netherlands.

The ENABLER project goals are:

e To strengthen the current network of national
initiatives, creating links among them, thereby
providing a regular, updated, structured and
public repository of organizational and technical
information.

e To provide an official and general coordination
forum for exchange of information, data, best
practices, sharing of tools, multilateral and
bilateral co-operation on specific issues.

e To gradually enlarge the existing network by
identifying representatives of national initiatives.

e To promote synergies across national activities,
to enhance the compatibility and interoperability
of the results, thereby facilitating efficient
transfer of technologies between languages.

¢ To maintain compatibility across various national
LR.

e To increase visibility and strategic impact of the
national activities.

e To provide a forum for discussion of innovative
research issues and to propose medium- and
long-term research priorities.

e To provide a forum to assess industry needs and
to formulate common medium and long-term
priorities.

e To promote exchange of tools, specifications,
validation protocols produced by the national
projects.

e To create an EU center for the harmonization of
metadata description of speech, text, multimedia
and multi-modal LR.

To promote industrial exploitation of LR.
To contribute to the internationally agreed
cooperative framework for the provision of LR.
In perspective, ENABLER will contribute to the
natural interactivity by providing multimodal LR, and to
the multilinguality by fostering harmonization of national
LR.

2.3. FAME

Facilitating Agent for Multicultural Exchange,
[wwwFAME]

New information technology tools for human-human
communication integrate speech understanding, computer
vision and dialog modeling and enable communication
between people from different cultures who use different
languages. The FAME project aims to address the
problem of integrating multiple communication modes,
such as wvision, speech and object manipulation.
Communication support is provided by the integration of
physical and virtual worlds in  multi-cultural
communication and problem solving. The major identified
project challenges are in automatic perception of human
action and in understanding of free dialog between the
people from different cultures.

Consortium of Universitdt Karlsruhe - Interactive
Systems Labs (Germany), Institut National Polytechnique
de Grenoble - Laboratoire GRAVIR-IMAG (France),
Université Joseph Fourier - Laboratoire CLIPS (France),
Istituto Trentino di Cultura - ITC-IRST (Italy), Universitat
Politécnica de Catalunya (Spain), Sony International -
Europe (Germany), and Applied Technologies on
Language and Speech (Spain) envisions to construct an
information butler that will demonstrate the context of
awareness in the problem solving scenario. This goal will
be achieved by integration of computer vision, speech
understanding and dialog modeling. The demonstration
prototype in form of an enhanced computer human-to-
human communication model will be developed for the
2004 Barcelona Cultural Fair.

2.4. HOPE/EUROMAP3
HLT  Opportunity  Promotion in  Europe,
[wwwHOPE)]

This project aims to accelerate the rate of technology
transfer from the research to the market. The project
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contains 11 National Focal Points (NFPs) from Austria,
Belgium/Netherlands, Bulgaria, Denmark, Finland,
France, Germany, Greece, Italy, Spain and UK. The
Bulgarian, French and UK partners joined the project in
October 2001. Each NFP will build on skills and expertise
from the previous HLT awareness-raising actions. It will
strive to achieve the following objectives:

e To increase the number of projects that
deliver market-ready results.

e To accelerate awareness of benefits of the
HLT systems, services and applications
within the user sectors, policy makers and
national administrations.

e To increase the number of state-of-the-art
technology developers participating in the
research projects.

e To improve the relevance of project targets,
technology supplier and user needs.

e To improve the match between the HLT
design, supplier and end user expectations.

e To enable user partnerships for beta testing,
demonstration and other market application
activities.

In perspective, the project also aims to include the EU
accession countries. HOPE is a 36-month project and
started in February 2000.

2.5. ISLE-HLT

International Standards for Language Engineering,
[wwwISLE-HLT]

The ISLE-HLT is the most recent initiative of the
Expert Advisory Group for Language Engineering
Standards (EAGLES, [wwwEAGLES]). This 36-month
project started in January 2000. Consortium consists of
Consorzio Pisa Ricerche (Italy), University of Southern
Denmark, Institute Dalle Molle pour les Etudes
Sémantiques et Cognitives (Switzerland), Center for
Sprogteknologi (Denmark), University of Pennsylvania -
Computer and Information Science (USA), University of
Pennsylvania - Linguistic Data Consortium (USA), New
York University - Computer Science Department (USA),
and University of Southern California - Information
Sciences Institute (USA).

The overall project aim is to develop HLT standards
within a global (EU-US) international collaboration and
continuing the success of EAGLES by developing,
disseminating and promoting de facto standards and
guidelines for the HLT language resources, tools and
products. The policy of the EAGLES/ISLE is to closely
interact with academia and industry, users and providers,
funding bodies and research organisations. The project
objectives are put on the following three areas judged to
be of a long-term significance:

e Multilingual computational lexicons. Initial work

in this area presented survey of bi- and
multilingual  lexicons  covering  publishers'
dictionaries.  Next, specification of the

Multilingual Isle Lexical Entry (MILE) was made.
This involved work on complex Italian-English
word-pairs, better understanding of word sense
representation and  cross-language linkages,
extraction and classification of sense indicators,

and development of a prototype tool to manage
MILE-based lexicons. The ISLE also contributed
to recommendations for MILE bilingual
dictionary entries. A prototype tool for
management of  computational lexicons
conforming to ISLE recommendations was
developed.

e Natural interaction and multimodality (NIMM).
This work extended the previous EAGLES work
on textual and spoken language resources.
Surveys were done on resources, annotation
schemes and tools, as well as on metadata
descriptions and tools. A prototype tool was
developed for NIMM data annotation. XML
schemas were developed that handle ISLE
metadata descriptions. Editing and browsing tools
were devised using these descriptions, including
across distributed resources. Future work is
concentrated on producing draft guidelines for
best practice in the areas covered by the project,
and in refining and documenting the tools and
resources intended to help users in applying the
guidelines.

e Evaluation of the HLT systems. This work focuses
on methods and metrics for Machine Translation
(MT). User feedback was collected within three
international workshops. This led towards a
refined version of the ISLE evaluation framework.

2.6. NESPOLE!

Negotiating through Spoken Language in E-

commerce, [ WwwNESPOLE!]

The NESPOLE! project aims to integrate speech-to-
speech translation in eCommerce and eService
environments by extrapolating from the results of the
large research projects (C-STAR and Verbmobil). This
EU project started in January 2000 and has a duration of
30 months. Consortium includes ITC - IRST, Centro per
la Ricerca Scientifica e Tecnologica (Italy), Universitit
Karlsruhe (Germany), Carnegie Mellon University (USA),
Université Joseph Fourier (France), Aethra (Italy), and
Azienda per la Promozione Turistica del Trentino (Italy).
It uses standard communication protocols that allow for
seamless integration of the multilinguality with the
existing videoconferencing software.

NESPOLE! aims to understand issues related to the
ability of people communicating ideas, concepts, thoughts
and to solve problems in a collaborative framework. It
also includes non-verbal communication facilities in the
form of multimedia presentations, shared collaborative
work spaces, multimodal interactivity and manipulation of
objects. These facilities allow for sharing text, graphics,
audio, video, therefore providing an improved
interpersonal communication. The languages addressed in
the NESPOLE! project are Italian, English, German and
French.

NESPOLE! identifies the following dimensions that
should allow construction of the effective eCommerce and
eBusiness environments

e  Robustness: ability to cope with distractions of
spontaneous speech (interruptions, corrections,
repetitions, false starts).
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e  Scalability: ability to ensure an adequate level of
system performance when the number of users
increases.

e Cross-domain portability: defined as an easy and
cost-effective porting of a speech-to-speech
translation system to a new domain.

e Multimedia and multimodal support. facilitates
the close integration of, and interaction between,
speech-based communication and visual cues and
content.

The NESPOLE! project envisions to build three
different speech to-speech translation systems, including

e A system for tourism applications, embedding
multimedia features.

e A system for tourism with a larger coverage of
the domain, richer interaction modalities, more
sophisticated multimedia support. This should
demonstrate the progress on the scalability issue.

e A system for an advanced multilingual help desk.
This system should highlight the results
concerning the cross-domain portability.

These demonstration systems will support the
multilingual negotiations between a tourist service
provider and a customer aiming to organize eg, her or his
holidays. Portability is addressed by porting the developed
system consisting of a video help-desk for technical
support, troubleshooting and repair to a different domain.

2.7. ORIENTEL

Multilingual access to interactive communication
services for the Mediterranean and the Middle East,
[wwwORIENTEL]

The ORIENTEL project explores potential of the
multilingual communication services for Mediterranean
and the Middle East. Emphasis is put on the mobile
applications that are on rise globally. Neither resources
nor sufficient expertise are currently available to cope
with the linguistic research challenges of the area and the
problems posed for Automatic Speech Recognition
technology.

The project started in June 2001 with the consortium
of Philips Speech Processing (Germany), European
Language Resources Distribution Agency (France), IBM
Deutschland (Germany), Knowledge (Greece), Natural
Speech Communication (Israel), Siemens (Germany),
Universitat Politecnica de Catalunya (Spain), and Lucent
Technologies Network Systems (UK).

Main objectives of the ORIENTEL project are to:

e Outline survey analysis of markets, technologies,

languages and users of mobile communication.

e Gain fundamental knowledge about linguistic

structure of the target languages.

e Develop strategies and standards for phonetic and

orthographic transcriptions.

e Collect 23 speech databases to support mobile

communication applications.

e Research for language, dialect and foreign accent

adaptation techniques.

e Develop demonstrator applications.

The project outcome will therefore significantly
contribute to the spoken language resources distributed by
the ELRA/ELDA.

3. US DARPA Projects

The US DARPA supports a large pool of projects
under the Translingual Information Detection, Extraction
and Summarization (TIDES) umbrella [wwwTIDES].
These research projects also address the core issues in
portability of HLT mentioned above.

4. Conclusions

This paper reflected some of the on-going research and
development efforts towards the challenges and
opportunities in portability of HLT. It advocates for the
view that every language of the world contributes to the
cultural richness of the information society. This vision
should also be applied when the HLT support need to be
developed for a small-market or non-prevalent languages
[Ostler, 1999]. Furthermore, research in portability issues
of HLT for prevalent languages has recently shown that a
system developed with a bigger set of languages may
exhibit better performance than a system trained with a
large set of the target language task-specific data.

Since every language is constantly changing while
adapting to the influences brought by globalization and
increased human mobility, it is reasonably to expect that
the state-of-the-art performance in HLT could only be
achieved when the HLT development phase included a
grand pool of languages instead of only a particular one.
Additionally, robust HLT needs to be adaptive to the user
and the task involved.

In conclusion, research in portability issues of HLT
should be encouraged and strengthened. This could be
achieved by forming a network of excellence on HLT
portability under the forthcoming 6" EU framework
program. Since HLT portability is a very important,
difficult and challenging research problem, such NoE
should include all interested major players in the field, as
many national HLT entities as possible, as well as
researchers concerned with the non-prevalent languages
(eg., the ISCA SALTMIL SIG) [wwwSALTMIL].
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Abstract

The ATLANTIS Project (Academic Training, Languages and New Technologies in the Information Society) and its outcome, The
Atlantis Observatory, are presented. The project’s website (www.uoc.edu/in3/atlantis) brings together totally updated information on
digital tools and resources available for Lesser-Used Languages of the European Union in a searchable database. The structure and
classification of the database is explained and some preliminary results are also offered.

1. Introduction

Globalisation and the development and spread of
digital technology in the Information Society provide
excellent opportunities for creating spaces and tools for
the use of many smaller languages. But the degrees of
enterprise and know-how on which to draw from within
the linguistic community vary, largely as a function of the
size of that community. So, unless special support is given
to such communities, there is a real danger that networks
will develop only in larger languages, and particularly the
hegemonic languages in the respective States, in rapidly
growing areas such as the Internet. Thus the smaller
linguistic communities, and especially those whose
language is not that of the State, need to have at their
disposal both products that can satisfy new demands, and
platforms which will allow them to share initiatives with
partners whose languages face a similar challenge.

In this framework, The ATLANTIS Project was aimed
to create a virtual network that facilitates regular contact
among individuals from all European Union lesser-used
languages (LUL) to share knowledge on digital tools and
resources available for such linguistic communities.

In the following section, the background and the main
goals of the project are presented; then in section 3 we
acknowledge the languages that are the subject of study.
Sections 4 and 5 are devoted to describing the main areas
to be analysed and their structuring and presentation in the
database. Section 6 presents some preliminary results and
reports. The paper ends with some concluding remarks.

2. The ATLANTIS Project. Baseline and
objectives

The ATLANTIS Project, Academic Training,
Languages and New Technologies in the Information
Society, (funded by the EU under the terms of contract n°
2001 — 0265 / 001 — 001 EDU — MLCME) has been
carried conjunctly by the Internet Interdisciplinary
Institute (IN3) of the Universitat Oberta de Catalunya
(Open University of Catalonia, UOC), the Foundation for
the European Research University of Wales and the
Onderzoeks Centruum voor Meertaligheid
(Multilingualism Research Centre) of the Katholieke
Universiteit Brussel (Dutch Language Catholic University
of Brussels).

It leads on naturally from the Euromosaic report
(Euromosaic, 1996), a study of the minority language
groups of the European Union (EU) in order to ascertain
their current situation by reference to their potential for
production and reproduction, and the difficulties which
they encounter in doing so. The Euromosaic report
highlighted the shift in thinking about the value of
diversity for economic deployment and European
integration. It argued that language is a central component
of diversity, and that if diversity is the cornerstone of
innovative development, then attention must be given to
sustaining the existing pool of diversity within the EU.

Now focusing on one of the various social and
institutional aspects whereby a language group produces
and reproduces itself —digital technology in the IS—, The
ATLANTIS Project was designed to accomplish the
following main objectives:
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a. Bring together totally updated information on digital
tools and resources available for Lesser-Used Languages.

b. Place the results on a new website —The Atlantis
Observatory: www.uoc.edu/in3/atlantis/ — that will consist
of a searchable database of the resources detected and thus
duly classified.

c. Draw up a final report that will underline areas,
projects and technology which, in the view of the
participants, offer greatest potential for multiplying effects
from one language group to another.

It must be noticed that these aims go along to a great
extent with the general aims of the SALTMIL SIG
(Special Interest Group on Speech and language
Technology for Minority Languages) —promotion of
research, development and education in the area of Human
Language Technologies for less prevalent languages.
Nadeu et al. (2001) specifically point that “the vision of
the SALTMIL SIG is that sharing of information and the
forming of a network of researchers is important to begin
with. It is hoped that this networking will form the seed-
bed out of which more substantial projects will grow”.

3. Languages targeted

The languages included in this study are all the
autochthonous languages in the European Union which
are not one of the eleven official EU languages —therefore,
those minority languages which are EU official on
account of being the official language in a neighbouring
State are not included. In a few cases (such as Albanian or
Slovene), though the language is official in a neighbouring
State, it has been included because that State has not yet
joined the enlarged Union.

W
Fig. 1: Location of the languages targeted by the
project

Therefore, languages targeted are the following (see
Fig. 1):

Albanian (as spoken in Italy)
Asturian (Spain)

Basque (Spain, France)
Breton (France)

Catalan (Spain, France, Italy)
Cornish (UK)

Corsican (France)
Franco-provengal (Italy)
Frisian (Netherlands)
Friulian (Italy)

. Gaelic (UK)

. Galician (Spain)

. Irish (UK, Ireland)

. Ladin (Italy)

. Luxembourgish (Luxembourg)
. Occitan (France)

. Sami (Finland, Sweden)

. Sardinian (Italy)

. Slovene (Austria, Italy)

. Sorbian (Germany)

. Welsh (UK)
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4. Work package categories

Information from all EU LUL has been gathered in six
parallel work packages:

1. Learning Platforms in LUL
Human Language Technology Developments

3. Information and Communication Technology:
Regional Plans, computer software and Internet
tools

4. Cultural Digital Resources and Linguistic
Diversity

5. Convergence and LUL Broadcasting

6. Electronic Publishing and LUL

In order to do that, each partner took charge of a group
of linguistic communities and distributed a comprehensive
questionnaire to as many researchers, professionals and
academic specialists they could contact. Those informants
were also requested to circulate the questionnaire among
other specialists in their fields. For those few linguistic
communities where feedback resulted to be scarce, the
partner in charge committed itself to gather information.

Each of the six work package categories is now
described in more detail.

4.1. Learning Platforms in Lesser-used

Languages

On-line learning offers cost-saving contexts for small
dispersed populations and can thus be of considerable
value for numerous language groups. In this section,
information has been gathered on the extent to which LUL
groups are incorporated into on-line learning platforms
being developed in each of the European regions studied
which have a LUL group. All levels of educational
delivery have been studied, as well as the various
associated training programmes. The information on the
selected sites and products will allow potential users to see

36


http://www.uoc.edu/in3/atlantis/

how knowledge resources are being made available in the
LUL.
4.2. Human Language Technology
Developments

Human language technology for lesser-used languages
is the basis for much further development. The goals of e-
mail, web page translation or discussion group translation
require the appropriate technology for the language pairs
that involve the LUL and the state language. Before this is

possible, however, the basic requirements of such
development have to be available: electronic corpora,
dictionaries, spell checkers, grammars etc. These

developments are expected to focus in on-line learning,
administration and electronic publishing.

4.3. Information and Communication
Technology (ICT): Regional Plans,
computer software and Internet tools

Information and Communication Technologies are
advancing fast. The extent to which Regional Authorities
are addressing the issue, the importance they attach to the
availability of tools in the relevant language, and the range
of existing computer software and internet tools in each
language, are the subjects of the category.

4.4. Cultural Digital Resources and Linguistic
Diversity

The development, storage and accessing of digital
resources in the context of the emerging Digital Economy
requires the creation of Media Asset Management
Systems. The extent to which this is proceeding within
each region is an object of study. The development of
appropriate resource locators allow such materials to be
available not merely for industrial development based on
the New Media sector, but also for on-line learning
developments which, increasingly, will rely on digital
resources. The EU's e-Content initiative is highly relevant
to these developments.

4.5. Digital Convergence and Lesser-used
Language Broadcasting

Many lesser-used language groups have their own
audiovisual broadcasting media. The transition from
solely analogue broadcasting, to the inclusion of digital
systems, which a limited number of minority language
communities have already embarked upon, opens up the
potential of convergence. More and more audiovisual
products are being made, and even shot, in a digital
format. This is relevant to some learning developments
and user-friendly platforms that encourage interactivity
and can increase the potential of digital democracy.

4.6. Electronic Publishing and Lesser-used
Languages

Electronic publishing in most LUL 1is already
underway, if only, as happens in some cases, only through
LUL web sites. The scope for low cost newspaper and
journal publication has greatly expanded thanks to the
web. Data has been gathered about the progress of such
developments for all the language groups.

5. Structure of the database interface

The database has been organized according to the
categories described above and several corresponding
subcategories in a way that users can perform searches by
language, by (sub)category or by any possible cross
grouping of languages and/or (sub)categories.

The first category, Learning Platforms in LUL, is
arranged for products and resources around two main axis:
level (primary, secondary, tertiary and adult education)
and area (language, science, mathematics and arts &
social science). Moreover, users can search for online
educational projects organised in two categories: (i) for
learning and information purposes, and (ii) leisure
oriented (games, etc.).

Due to its complexity, the Human Language
Technologies (HLT) package is the one that has
undergone a richer and stricter organisation. It has been
tailored according to Sarasola (2000) levels and
categories, which acknowledge the phases a minority
language should follow to incrementally develop its HLT
capabilities.

Sarasola's five phases have been simplified within
ATLANTIS to the following three: (i) Foundations, (ii)
Tools and Resources for Application Development, and
(ii1) Advanced Tools and Applications. Each one of such
level-categories is divided in several field subcategories —
such as Lexicon, Speech, Corpus, etc. These, at their turn,
subdivide in types of tools, resources or applications —
such as Database, Parser, Integrated System and the so.

Foundations is detached in three subcategories:
Corpus (raw text), Lexicon and Morphology (raw lists,
description of phenomena, different kinds of machine-
readable dictionaries) and Speech (collections of
recordings, descriptions).

The Tools and Resources category is in turn organised
around five standard levels (Corpus, Lexicon and
Morphology, Syntax, Semantics and Speech) each one
including several tool subcategories (such as different
kinds of parsers and knowledge bases), plus an Integration
of Tools and Resources level.

Last, in Advanced Tools and Applications the
following subcategories apply: Authoring Aids (spell,
grammar and style checkers), Translation (Machine
Translation and integrated Computer Assisted Translation
environments), Information Retrieval and Extraction
systems and advanced tools, Speech (synthesis,
recognition, dialog systems) and Language Learning
environments.

The third main category of the database, Information
and  Communication  Technology—Regional  Plans,
computer software and Internet tools, is searchable by two
subcategories: Regional Plans, and Software and Internet
Tools.
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The fourth, Cultural Digital Resources and Linguistic
Diversity, is organised around seven kinds of media or
resources: TV stations, Radio stations, Libraries,
Museums, Music, Voice recordings and Other.

Last, the two remaining main categories, Convergence
and Broadcasting (in fact, Radio or TV digitised) and
Electronic Publishing, are not subdivided.

Every search in the database returns as output the list
of matching items with the following information:

- Name of the product, a link to the URL of the
product, name of the organization which has developed or
is the owner of the tool, resource or application.

- A record with basic information about the tool,
resource or application and the set of ATLANTIS
categories under which it has been classified.

6. Preliminary results and reports.

At the moment we are writing this paper most of the
data are still being gathered, studied and classified in
order to produce six final per-category reports and the
final overall report of the project. Nevertheless, we can
already offer preliminary summary reports for the
following languages: Breton, Friulian, Irish, Scots Gaelic,
Slovene and Welsh (§6.1 below); and Asturian, Basque,
Catalan, Corsican, Galician, Occitan and Sardinian (§6.2).
Such groupings simply correspond to work packages as
distributed to the Atlantis Project research centres.

With respect to data figures, we can only show now as
being reliable the total number of entries for the languages
of the second group.

6.1. Breton, Friulian, Irish, Scots Gaelic, Slovene,
and Welsh

For such languages, one can state the points that are
detailed below.

6.1.1. Learning Platforms in Lesser-used Languages

All states are developing connectivity and establishing
ICT (Information & Communication Technology) as a
basis for its educational system. Those states that do
acknowledge the relevance of minority languages for
learning do not necessarily develop the tools and materials
required for this to operate. However, this does not
guarantee development. In Italy, the frontier agreement
with Slovenia means that many of the developments for
the Slovene language group await developments in
Slovenia. In Austria on the other hand, the same language
group does have the advantage of a concerted effort to
develop supporting materials for the limited amount of
teaching in Slovene. The main problem here is the
tendency to interpret the legal requirement liberally,
which means that the service is not very effective. In
Scotland, connectivity is available but the developing of
materials and the use of ICT is left to each individual

learning enterprise and there is little central support. The
situation is similar in Ireland by reference to Irish. In
Brittany on the other hand the state makes virtually no
provision for Breton medium education and therefore the
limited amount of on-line learning that is available is the
consequence of private initiative. The best situation
appears to be in Wales where institutions responsible for
developing on-line learning in Welsh match connectivity.
This supported by the fact that the local authorities as
learning providers are obliged to have their language plans
confirmed by the Welsh Language Board. Also, the
National Assembly for Wales, which has the sole
responsibility for education in Wales, is devoted to
developing a bilingual nation. Friulian lacks any support
of this nature.

6.1.2. Human Language Technology Developments

Again, the situation is highly variable. In Wales, there
have been certain developments but these have yet to
developing machine translation and voice recognition
capacity even with Welsh/English language pair. This is
partly because the issue is driven by the translation
agenda, which has become a powerful lobby rather than
by economic needs. In both Austria and Italy the
developments depends entirely on Slovenia, which is one
of the few states in Europe that has not developed full
capacity. In Ireland the picture is broadly similar to that in
Wales whereas in Scots Gaelic has a limited presence
even though dictionaries, corpora and grammars have
been developed. In Brittany much of the initiative is the
result of private efforts and is limited to on-line
dictionaries, grammar checkers, etc. It is clear that this
area requires considerable investment, usually by private
commercial enterprises. Friulian also lacks any
development other than limited private initiatives.

6.1.3. Information and Communication Technology:
Regional Plans, computer software and Internet tools

Not all regions have such plans. Thus in Ireland there
is little such coherent development even though the new
initiatives in the West are developing plans which,
between them, can be said to constitute regional
technology plans. However, things are in their infancy and
the failure of large companies to extend broadband to
these areas is holding things back. Little is happening by
reference to language in these areas but the awareness of
the need to do so is high. In Scotland, such plans are in the
hands of the Scottish Parliament and the Highlands &
Islands Enterprise. The latter has responsibility for Gaelic
but its plans make little reference to ICT and Gaelic. In
Friulian and the Slovene border areas regional
development is limited to FEuropean Regional
Development Fund initiatives and there is little reference
to language in such plans. The same can be said of
Carinthia (in Austria) where the plans which are
developed are relatively sophisticated but have little of
relevance for the Slovene language group. Wales was one
of the first to develop a Regional Technology Plan under
the RISI programme of the EU. This has been superseded
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by the Cymru ar Lein' initiative. While there is a strong
awareness of the need to incorporate Welsh development
awaits the ability to incorporate the language into
economic development writ large. In Brittany, the
technological features of regional development make no
reference to Breton.

6.1.4. Cultural Digital Resources and Linguistic
Diversity

We must realise that we are in the beginning of any
development of the Digital Value Chain. Thus far, it is
unlikely that there is a regional DVC anywhere.
Nonetheless, there are early developments. The Cymru'n
Creu project in Wales is developing at least one end of the
DVC. The exploitation end is emerging but is not
articulated with the content end. The content end requires
considerable investment whereas the production end does
not. It is likely that Ireland will eventually develop one but
is moving slowly in this direction at present. Scotland is in
the same situation as Wales with SCRAN being an
important innovative venture. SCRAN (Scottish Cultural
Resources Access Network) was set up by museums,
libraries and archives to create multimedia, manage digital
IPR and provide educational access.

It is less likely that the other regions will be DVC
regions and may well emerge as either content regions or
production regions, more likely the later. This is largely
because regional resources are housed in the capital region
of the state so that initiatives will derive from that location
on a state-wide basis. This does not preclude the
emergence of regional eContent economies but it is less
likely than in the historic regions with strong political
autonomy. Carinthia is digitising some resources and there
are multimedia companies capable of exploiting these but
it is very limited. It is even less so among the Slovenes in
Italy and also in Friulian. Brittany is in a similar situation.
Whether the DVC regions focus on minority language
digital resources depends on two things:

i. The extent to which they appreciate that diversity is
driver of the Digital Economy and markets will be
structured by language and not by states.

ii. The specific drive to incorporate minority languages
into the New Economy.

6.1.5 Convergence
Broadcasting

and Lesser-used Language

This is also a matter of regional and central policy.
The two language groups in north-eastern Italy will be
hampered by the limited amount of exposure to media for
the languages and the centralized nature of the
broadcasting framework. However as costs plummet and
deregulation takes hold, it will be possible to develop
private initiatives. Carinthia also has a limited regional
broadcasting presence and less so for Slovene. The
Slovene language groups will, in all likelihood, benefit
from deregulation and the entry of Slovenia into the EU,
which will create a more integrated digital broadcasting
region. Ireland is hampered by the size of its population

and the dependence on terrestrial cabling which tends to
be expensive. The main providers have recently pulled out
and the state system is being partly privatised. Thus,
development is hindered. Its minority language service
will involve transformation of existing analogue services.
Brittany has started developing a strong regional
broadcasting capacity in the minority language and this
will benefit from digitisation and the opportunities
afforded by convergence.

6.1.6.  Electronic
Languages

Publishing and Lesser-used

Electronic publishing is easier to conceive of partly
because orthodox publishing in the minority language
already exists and partly because of the relatively low
cost. In all likelihood, this will be a parallel venture
involving both orthodox publishing and electronic
publishing existing side by side. The interesting
developments involve exploiting convergence. This is
already happening in Wales using Welsh where the main
newspaper and the BBC are cooperating and also by
reference to the community newspapers which are linked
to the BBC's web service for the Welsh diaspora. As costs
fall regional broadcasting and publishing will converge
and will become far more localized. The publishing
houses in Carinthia are also developing electronic Slovene
language services. The Slovene newspaper in Italy is also
available on-line but further developments are limited.
Friulian has a limited development, as does the Gaelic
language group in Scotland. Ireland's developments are
also in a rudimentary state.

6.2. Asturian, Basque, Catalan,
Galician, Occitan and Sardinian.

Corsican,

For such languages we have collected and processed
the following number of entries:

Asturian 50
Basque 408
Catalan 400
Corsican 50
Galician 225
Occitan 100
Sardinian 50

Some preliminary conclusions for this group are
detailed below.

6.2.1 Learning Platforms in Lesser-used Languages

In this field we find a number of resources for the
teaching/learning of languages on-line at different levels
and for different target groups. Some are multilingual in
nature, and a number are simple websites for adults, such
as World Language Resources (which caters for Basque,
Catalan, Galician, Sardinian, Corsican), Tandem Agency,
etc. Monolingual language courses, grammars and
lexicons are often offered by private individuals keen on
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disseminating their language on the net. For instance, an
on-line Occitan course at

http://occitanet.free.fr/cors/intro.htm. Institutional support
for developing and/or disseminating language educational
products can be observed in most of these languages, such
as A Palabra Herdada. Curso de Galego, promoted by the
Direccion Xeral de Politica Lingiiistica of Galicia.

Other educational projects are not for teaching the
language, but rather use it as the medium of instruction.
“Recursos educativos para ciencias naturais” in Galician
(http://www.galego? 1.org/ciberlingua/recur.htm) is a good
example of well-sorted links to available resources of this
nature, but there are not many. Another is aimed at
primary school education: CD ikastola.net. Nearly all
material aimed at primary education is for Catalan or
Basque: nothing has been detected in Occitan, Sardinian
or Corsican, and a few tools are in Galician or Asturian.
The same can also be said about secondary education,
though in this case more Galician products have been
found. At university level most Catalan universities offer
on-line language courses both for non-native learners and
for native speakers improving their literacy skills. Other
tertiary level sites offer information on literature, e.g.
Biblioteca d’ Autores Asturianos at
http://www.araz.net/escritores/ or philosophy resources in
Galician, http://filosofia.00go.com/.

These are nearly all single products unrelated to digital
educational platforms as such. Others cover leisure
products which range from digital games such as Trivial
Pursuit  euskaraz eta on line! in Basque, at
http://www.argia.com/tribiala.htm, to distribution lists and
newsgroups in Occitan (soc.culture.Occitan, or the forum
at http://www.oest-gasconha.com/listadif.php3).

There are, however a number of digital learning platforms.
These are to be found in the virtual campuses of many
universities such as the Universitat Oberta de Catalunya,
which offers a range of degree courses, both
undergraduate ~ and  postgraduate, in  Catalan
(http://www.uoc.edu/).  The universities involved are
virtually all Catalan (including, of course, Valencian
universities) or Basque.

6.2.2. Human Language Technology Developments

Much of the digital work in the “Foundations” section has
been done on Basque, by a wide range of organisations,
many of which publicly supported. But all the languages
studied do have at least some work in this area. Projects
include untagged corpora, speech recordings and mono- or
bi-lingual dictionaries. One example of an oral archive is
the Archivu Oral de la Llingua  Asturiana,
http://www.asturies.org/asturianu/archoral/. In the “Tools
and Resources for Application” section, Basque, Catalan
and Galician seem to be the most productive. As regards
taggers and tagged corpora, most of the work appears to
have been done on Catalan and, to a lesser extent,
Galician. Lexical and speech databases can be found in
and for Catalan, Basque, Galician and for Corsican:
WWW.ac-

corse.fr/expos_autres/webdlc2/webdlc/Acceuil.html.  No
such developments have been found for Asturian, Occitan

or Sardinian. Several terminology research centres offer
resources on the Internet including Termcat (for Catalan)
and UZEI (for Basque). In the field of Lexical-Semantic
knowledge bases, WordNets have been developed for
Catalan and Basque, and a Galician version is being
developed.

Moving now to “Advanced tools and applications” we
have found Authoring aids (spelling correctors and, just
for Catalan, a grammar and style checker) for the
following languages: Catalan, Galician and Basque. An
Asturian product is about to be launched. Bilingual
machine-translation systems have been developed for
Basque, Galician and Catalan, such as the Basque-Spanish
tool developed by the Basque government:
http://wwwl .cuskadi.net/hizt 3000/. Speech tools include
those developed by Telefonica for speech recognition and
synthesis for Catalan, Basque and Galician (alongside
Spanish). Philips has developed the continuous-speech
recognition tool Free Speech for Catalan only. No other
languages in our group seem to have similar tools.
Linguistic information retrieval and extraction tools have
been located for Catalan and Galician. Web crawlers have
been developed to manage Basque, Catalan and Galician.

6.2.3 Information and Communication Technology:
Regional Plans, computer software and Internet tools

Regional ICT plans of greatly varying scope and
objectives have been found at least for the following:
Catalan (Catalonia, Balearic Islands), Basque and
Sardinia. They also vary in the importance they attach to
language in the plan. The Regional Development Plan
(http://dursi.gencat.es/ca/de/pla_estrategic.htm) developed
by the government of Catalonia does include specific
projects related to the Catalan language.

As to software developed for the internet, languages such
as Basque, Catalan and Galician have developed versions
of the most widely used tools, such as several operating
systems, the music file manager WinAmp (available also
in Asturian) and web crawlers such as Netscape.
Softcatala, Softkat (for Basque) and Proxecto Xis-Galego
21 are three organizations devoted primarily to this work,
as well as to developing new software. Very little has been
found for Corsican, Occitan and Sardinian.

6.2.4. Cultural Digital Resources and Linguistic
Diversity

In this section the digital treatment of libraries is
interesting. Several cases have national libraries with
limited digital services. All languages studied have at least
websites reproducing literary and/or academic texts. Some
libraries are fully digital: Biblioteca Joan-Lluis Vives is a
good example of a resource containing digital versions of
important Catalan literary texts. InterRomania has literary
texts in Sardinian, Catalan and Corsican.

The small subsection on Museums is devoted strictly to
those which offer digital resources related to the area, or
from its own stocks, on the Internet.
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The “voice” subsection contains a heterogeneous
collection of resources relating to Basque, Galician,
Sardinian and Corsican, from recited toponyms to full-
scale digital archives.

The musical resources are plentiful. Significantly, each
language studied has at least one website offering such
recordings, with MP3, given the ease with which
digitisation is possible. Thus the range of resources is
enormous: from versions of original recordings on record.
Some are sung, others are instrumental, and they range
from traditional music to rock.

The section also includes a wide variety of other digital
resources related to each culture: from photography to the
visual arts, cartoons, catalogues of films made and/or
dubbed (in Catalan). A high quality Galician multimedia
resource centre is housed at http://www.culturagalega.org

6.2.5. Convergence
Broadcasting

and Lesser-used Language

The situation for radio and for television is somewhat
different. Radio stations are available on the Internet in
most of the languages, except Asturian. Al least 11
Catalan radio stations broadcast (live or stored) on the
Internet, as do several of Basque stations. As regards
television, digital satellite television is available in
Catalan, Basque and Galician, whereas the picture for
Internet TV is different: Catalan is not available, whereas
Galician and Basque, and even Occitan, broadcasts are
available. France 3 Corse has uploaded some of its
programmes, a few of which (local news programmes) are
in Corsican: http://www.france3.fr/semiStatic/382-1250-
NIL-NIL.html. France 3 promises the same for Occitan
and Catalan.

6.2.6 Electronic Publishing and Lesser-used Languages

The section is very rich in quantity and variety. The
“Academia de la Llingua Asturiana” has fully four digital
journals of a cultural and literary nature. Indeed, every
language has similar journals. There are also other
journals of a non-cultural nature, such as the Basque
cooperative movement Eroski’s journal Consumer, which
is published in Galician, Catalan
(http://revista.consumer.es/web/ca/) and Basque as well as
Spanish. http://codigocero.com/ is a Galician journal
designed as a portal which offers information and news
about new technologies.

Other linguistic products which have been regarded as
electronic publications include multimedia encyclopadias,
dictionaries (including interesting combinations such as
Occitan-Basque), vocabularies and grammars. A CD-Rom
on lesser-used languages, Lingua+, can also be viewed via
the Internet. Publishers and/or sellers of electronic books
include = Basque  houses, and the  Catalan
http://www.llibres.com, most of whose sales are still
printed books. Electronic short stories in Corsican are sold
through http://www.ac-corse.fr/fole2/fole.htm, where a
demo can be viewed.

In dealing with daily newspapers a distinction has to be
made between printed newspapers which also have an
electronic edition, and strictly electronic dailies. In both
cases a considerable investment is needed. Among the
former there are many examples. Including
http://www.egunkaria.com/ in Basque, and
http://www.avui.com and http://www.diaridebalears.com/,
among others, in Catalan. Among the latter we find
Vieiros-Hoxe http://www.vieiros.com/ in Galician, and
http://www.diaridebarcelona.com, which is run by the
Barcelona city council, in Catalan.

Several languages have regular news services. Good
examples are http://www.vilaweb.com, which operates in
Catalan and uses mostly links with other electronic dailies,
http://www.asturies.com/ in Asturian.

7. Concluding remarks

The Observatory has concluded its development phase,
and has fulfilled one of its main aims: to bring together
into its database a wide variety of initiatives relating to the
new digital age. It is to be hoped that many of these will
spur others into similar initiatives, hopefully working
synergistically: as we stated at the outset, it is hoped that it
will facilitate “regular contact among individuals from all
European Union lesser-used languages to share
knowledge on digital tools and resources available for
such linguistic communities”.

What remains to be done, as we write this paper, is to
determine to what extent each of these communities is
well placed to enter the Digital Economy. Perhaps it is too
ambitious, or pretentious, to imagine that we can pinpoint,
for each community, which obstacles may appear in its
drive towards the Digital Economy, as lack of basic tools,
weak levels of networking, etc. Were this to be feasible,
the Observatory could act as a useful reference point for
planners.

At a less ambitious level, we are confident that users of
the database will point out the inaccuracies and help us to
continuously update the information it contains.
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Abstract
This paper intends to be an initial proposal to promote research and development in language independent tools. The definition of a
basic HLT toolkit is vital to alow the development of lesser-used languages. Which kind of public HLT products could be integrated,
at the moment, in a basic toolkit portable for any language? We try to answer this question by examining the fifty items registered in
the Natural Language Software Registry as language independent tools. We propose a toolkit having standard representation of data
and develop a strategy for the integration, in a common framework, of the NLP tools.

1. Introduction

SALTMIL, the ISCA SIG (International Speech
Communication Association Special Interest Group) on
Speech and Language Technology for Minority
Languages, has the overall aim of promoting research and
development in the field of speech and language
technology for lesser-used languages. Actually, its main
activity is providing a channel of communication between
researchers by means of workshops and the discussion list.
The members of SALTMIL, we often wonder how to
promote research and development in a more active way.
In this paper we would like to propose a medium term
project to accomplish that goal: the definition of a basic
toolkit for HLT. Of course, this toolkit should be designed
following the basic principles of reusability and
portability’. So, the adoption of common standards and
procedures will help to minimise costs and workload in
research. This way will be beneficial for any kind of
language (and vital for lesser-used languages), and would
define a new collaboration-space for researchers working
with different languages.

The real chalenge is, however, how to define a basic
toolkit for HLT? In this paper we will not resolve this
problem, but we want to lay some foundations to address
it. First, we will try to collect an initial list of present tools
and applications that are portable (usable) for different
languages.

e How many of the present HLT tools and
applications are portable?

e How many of them are free for academic and
public uses?

e Is there any tool for any of main basic
applications? or... Is there any application
with no accessible tool ?

! Main themes chosen for the last two ISCA SALTMIL
SIG workshops were " Re-usability and strategic
priorities' (Athens 2000) and "Portability Issuesin
Human Language Technologies' (Gran Canaria 2002).

In this way, by recognizing which are the most basic
tools, we propose four phases as a general strategy to
follow in the processing of any language. Therefore, tools
considered in the first phase will be taken as more basic
than the later ones.

The paper is organized as follows: Section 2 proposes
a strategy to develop language technology for language,
grouping linguistic resources, tools and applications in
four different phases. Section 3 examines the programs
registered by the Natural Language Software Registry
(NLSR) in order to determine the present proportion
between portable and not-portable HLT products. Section
4 proposes a standard representation of linguistic data; it is
a method we use in IXA Group in order to allow the
integration between different tools in the same HLT
framework; the standard representation would be
fundamental for any possible basic toolkit. Finally, some
concluding remarks are included.

2. Recognizing basic toolsand their
preference

We present here an open proposal for making progress
in Human Language Technology. This proposal is based
on the fifteen years experience of the IXA Group with the
automatic processing of Basque. Anyway, the steps here
proposed do not correspond exactly with those observed
in the history of the processing of English, it is due to the
high capacity and computational power of present
computers allows arranging problems in a different way.
We must remark that our work has been centered on the
processing of written language and that we do not have
any reliable experience on spoken language. However, in
this proposal some general steps on speech technology
have included.

Language foundations and research are essentia to
create any tool or application; but in the same way tools
and applications will be very helpful in research and
improving language foundations. Therefore, these three
levels (language foundations, tools and applications) have
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Figure 1. First phase: Foundations.

in a pardle and

coordinated way in order to get the best benefit from
them. Taking this into account, we propose four phases as
a general strategy to follow in the processing of the

language.

Initial phase: Foundations (see Figure 1).

Corpus |. Collection of raw text without any
tagging mark.

Lexical database I. The first version could be
simply alist of lemmas and affixes.
Machine-readable dictionaries.

Morphological description.

Speech corpus|.
Description of phonemes.

Second phase: Basic tools and applications.

Statistical tools for the treatment of corpus.
Morphological analyzer/generator.
Lemmatizer/tagger.

Spelling checker and corrector (although in
morphologicaly simple languages a word list
could be enough).

Speech processing at word level.

Corpus Il. Word-forms are tagged with their
part of speech and lemma.

-~ Lemmatlser/Tagger —v,
«—— Morphological analyser %
«  Statigtical tools for the treatment of corpora '

" Applications and

+«  MRD's

Comp. description
< of morphology

«— Enriched Lexical Database —»:
<« Morphol og|cally annotated corpus»:
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Morphology
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Figure 2. Second phase: Basic tools and application.
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Figure 3. Third phase: advanced tools and applications.

Lexical database Il. Lexical support for the
congtruction of genera  applications,
including part of speech and morphological
information.

e Corpuslll. Syntactically tagged text.
Grammar and style checkers.

Structured versions of dictionaries. They
allow enhanced functionality not available for

printed or raw electronic versions.

Third phase: Advanced tools and applications.

An environment for tool integration. For
example, following the lines defined by TEI
using XML. Section 4 describes this proposal.
Web crawler. A traditional search machine
that integrates lemmatization and language
identification.

Surface syntax.

Lexical database Il1l. The previous version is
enriched with multiword lexical units.
Integration of dictionariesin text editors.
Lexical-semantic knowledge base. Creation
of aconcept taxonomy (e.g.: Wordnet).
Word-sense disambiguation.

Speech processing at sentence level.

Basic Computer Aided Language Learning
(CALL) systems.

«— Trandation aids, dialog systems, ...

v

dictionaries "

Applicationsand Informatlon retrieval and extraction ﬂ—>\
tools Advanced CALL : >
Electronic e Web crawler %Grammar

checker

—— Enwvi ronmeni for linguistic tools mtegratl on
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Phonetics ' Lexicon Morphology | Syntax | Semantics

Figure 4. Fourth phase: Multilingualism and general applications..
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Fourth phase: Multilingualism and general
applications.

Information retrieval and extraction.
Trandlation aids. Integrated use of multiple
on-line dictionaries, trandation of noun
phrases and simple sentences.

e Corpus IV. Semanticaly tagged text after
word-sense disambiguation.

e Knowledge base on multilingual
semantic relations and its applications.

o Diaog systems.

Now that we have started working on the fourth phase,
every foundation, tool and application developed in the
previous phases is of great importance to face new
problems.

lexico-

3. Present portable HLT products

Which is the start point at the present? Which kind of
public HLT products could be integrated, at the moment,
in abasic toolkit portable for any language?

With the aim of looking for data to answer to those
guestions, we examined the programs registered in the
Natural Language Software Registry’ (NLSR), an
initiative of the Computational Linguistics Association
(CL) and hosted at DFKI in Saarbriicken. The NLSR
concentrates on listing HLT software, but it does not
exclude the listing of linguistic resources (corpus,
monolingual and multilingual lexicon). Other ingtitutions,
such as ELRA/ELDA or the Linguistic Data Consortium,
provide listings of such resources. However, looking for
portable products, to be precise, looking for products
usable for multiple languages, the NLSR result sufficient
because, actually, al linguistic resources are related to
particular languages and so, they are not significant in this
search. Of course, there are other HLT tools that have not
been submitted to the NLSR, but we think that examine
this database is a good start point.

2 http://registry.dfki.de

3.1. Present proportion between portable and

not-portable HL T products

First of al, we looked for how many of the present
HLT tools and applications support different languages.
This task was not very difficult because the system allows
gueries with a particular value for the slot named
Supported language(s). Figure 5 shows that a) the al
amount of programs registered is 167; b) 50 of them
(30%) has been declared to be language independent; c) of
course, English is the language that support most of the
programs. 125 support English (75%), that means that
only 42 systems have been defined for the remaining 24
languages defined in NLRS; d) German, French, Spanish
and Italian are the next languages an they are supported
only by 79, 73, 64 and 60 respectively; and €) other
languages are supported by those fifty defined as language
independent and, occasionally, by a few other programs,
for example 51 hits for Tamil. Those data reveals evident
the significance of portability in Natural Language
Software.

free-gnu
4%

price
14%

free
24%

to negociate
24%

free acad.
34%

Figure 6: Price of portable HLT products
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3.2. Priceof portable HLT products

How many of the portable HLT products are free for
academic and commercia uses? Among the fifty products
they are 14 programs that free for any use (two of them,
Zdatr and the speech synthesizer MBROLA, are
distributed under the GNU Public Public License). Other
17 systems are free for academic uses. The price of 12
systems is defined as "to negotiate" even for academic
uses. And finally 7 systems has a fixed price stated from
$129 to $799; their average price is $546.

3.3. Distribution of portable products between
HLT sections

Is there any portable tool for al the main basic
sections in HLT? Or... is there any application with no

SRILM -- SRI

Language _— . .

Modeling Statistical language modeling toolkit free acad.
Toolkit

Entropizer 1.1  |A toolbox for sequential analysis lto negotiate

Table 2: NLSR language independent products for corpus

3.3.2. Morphology

Product Description Price
PC-KIMMO [Two-level morphological analyzer lfree acad.
TnT - Statistical jastatistical part-of-speech tagging for
Part-of-Speech  [german, english and languages that free acad.
Tagging delimit words with space

Table 3: NLSR language independent product for

accessible tools? Table 1 shows the distribution by morphology
sections of language independent software in NLSR.
Similar data is shown for products that support English. 333 | exical databases
We remark the following points. &) the number of — — .
products for the last four sections is not enough to be Product DESCI‘I.ptIOI’] _ Price
considered: b) the distribution of language independent |, fe;g;'t;mo”e"ca' knowledge o
products issimilar to that of the totql amount of products;  [s5ox Xerox TermOnLine s ateminology
c) there is any system in every section; d).the percentage  |TermOnLine  |database sharing tool lto negotiate
of language independent products is considerable higher  [Xerox X erox TermOrganizer is a terminology
in Spoken Language and in NLP Development Aid. TermOrganizer |database management system. to negotiate
% % Table 4: NLSR language independent product for lexical
Section Total Indep.| indep. |[Eng. |Eng. databases
Total 167 50 0,30 |[125 |0,75
Annotation 15 4 027 [13 [087 3.34. Speech
\Written lang. 122 28 023 |90 |0,74 Product Description Price
Spoken IVANS: The oice analvsis. Voi .
: . ysis, voice quality rating,
language 31 15 | 048 |23 |074 'A”,t\le;la“."’evo'ce oice/client data management 749
ysis System
NLP CSRE -
devel opment Computerized ispeech analysis, editing, synthesisand o
Aid 41 16 0,39 |31 |0,76 Speech Research |processing system
Lang. Environment
The OroNasal  |Nasalance measurement, analysis of oral
Reso_urces_ 23 6 0,26 18 0,78 System land nasal airflow/energy in speech $799
Multimedia 2 1 0,50 1 10,50 la comprehensive suite of tools to enable
Multimodality 5 1 0,20 4 0,80 CSLU Toolkit |exploration, learning, and research into  [free acad.
Evaluation 4 3 0,75 4 1,00 - Ispeech and human-computer interaction
Computerized  |speech acquisition, analysis and playback|to negotiate
Table 1: Distribution of software by HLT sections Speech Lab
) Interactive program for speech/signal
Signalyze(tm) ; ) 5350
And now let's consider the distribution of NSLR |err— analysis (runs only on Macintosh)
products taking into account the kind of linguistic |rrequency a comprehensive speech/signal analyss,
knowledge they manage. The kinds of knowledge to be  |Representation editing and processing system $599
considered are those referred in the previous section plus  [System _ _
special points for NLP frameworks than includes facilities _ @ comprehensive speech recording, .
for lexical, morphology, syntax or speech. There is not [Multi-Speech :g‘fat‘\xzrséffgd?;k' and measurement  to negotiate
any program to deal with dictionaries (creation of | P g_ : :
structured versions of dictionaries or integration of them  |\winpitchi  (oPeech analysis and annotation to negotiate
in other applications), nor for semantics. broTrain ;;pget?h analysis and speech production  lea,q
raining system
3.3.1. Corpus Praat aresearch, pub_li(_:ation, and productivity free acad.
— - tool for phoneticians
Product Description Price a speech synthes zer based on the
[Alembic amulti-lingua i MBROLA ion of di free GNU
gual corpus annotation free concatenation of diphones
\Workbench development tool EULER afreely available, easy-to-use, and easy- o neqotiate
Bigram Statistin. alvsis sof " to-extend, generic multilingual TTS 0
Package Igram analysls Sot tware ree
emdros ﬁ;gg iebase engine for linguistic free Table 5: NLSR language independent product for speech
PWA Word Aligner free acad.
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3.35. Syntax
Product Description Price
IASDParser and  [Parser and editor for Augmented Syntax free
IASDEditor Diagram grammars, implemented in Java,
XLEG Syntac_tlc analysis using the LFG ree
formalism
IAGFL Grammar [Formalism and tools for context free
free acad.
\Work Lab grammars
CUF constraint-based grammar formalism lfree acad.
IGULP -- Graph
Unification an extension of Prolog for unification-
Logic based grammar free acad.
Programming
development and processing of categorial
LexGram lgrammars free acad.

Table 6: NLSR language independent product for syntax

3.3.6. NLP framework
Product Description Price
Alembic an end-to-end mu]ti-lingual natural free
language processing system
'The Quipu Grok | alibrary of Java components for ree
Library performing many different NLP tasks
PAGE: A System for linguistic analysis and test of
Platfrom for linguistic theory (HPSG, FUG, PATR-
IAdvanced 11). Can be used as part of adeep NLP [to negotiate
Grammar system or as part of a speech system (a
Engineering. special version is used in Verbmobil).
System for linguistic analysis and test of
TDL---Type linguistic theory (HPSG, FUG, PATR-
Description I1). Can be used as part of adeep NLP [to negotiate
Language system or as part of a speech system (a
special versionisused in Verbmobil).
ODATR ,?\n implementation of the DATR free acad.
ormalism
Kurais asystem for the analysis and
Kura presentation of linguistic datasuch as  [free
interlinear texts.
Zdatr is astandardised DATR
Zdatr implementationin ANSI C free-GNU

Table 7: NLSR language independent product for NLP

frameworks

3.3.7. Applications
Product Description Price
BETSY -
Bayaan'Essay Free Windows based text classifier/essay free acad.
Test Scoring scorer
sYstem

Terminology, style and language .
Flag checking to negotiate
Universal
Translator An omni-directional trandation system |$129
Deluxe
Onix ngh performance information retrieval to negotiate

engine
Brevity Document summarization toolkit to negotiate

Table 8: NLSR language independent product for

applications

4. A standard representation for linguistic data
using TEI conformant feature structures

The standard representation of linguistic data in order
to adlow the integration between different tools in the
same HLT framework will be fundamental for any
possible basic toolkit. In this section we present as a

proposal the strategy used for the integration, in a
common framework, of the NLP tools developed for
Basgue during the last twelve years (Artola et al.; 2000).
The documents used as input and output of the different
tools contain TEIl-conformant feature structures (FS)
coded in SGML3. These FSs describe the linguistic
information that is exchanged among the integrated
anaysistools.

The tools integrated until now are alexical database, a
tokenizer, a wide-coverage morphosyntactic analyzer, a
general purpose tagger/lemmatizer, and a syntactic parser.

Due to the complexity of the information to be
exchanged among the different tools, FSs are used to
represent it. Feature structures are coded following the
TEI's DTD for FSs, and Feature System Declaration
(FSD) descriptions have been thoroughly defined.

The use of SGML for encoding the /O streams
flowing between programs forces us to formally describe
the mark-up, and provides software to check that this
mark-up holds invariantly in an annotated corpus.

A library of Abstract Data Types representing the
objects needed for the communication between the tools
has been designed and implemented. It offers the
necessary operations to get the information from an
SGML document containing FSs, and to produce the
corresponding output according to awell-defined FSD.

input text analysis data from

the previous tool

GENERAL FRONT-END ‘

FSD corresp. |
P (input recognizer)

to input

TEl's DTDs
for FSs

LINGUISTIC ANALYSIS TOOL
(FSs' internal representation)

GENERAL BACK-END

(output producer)

FSD corresp. — |
to output

results of the analysis

Figure 7. Schematic view of alinguistic analysistool with
its general front-end and back-end.

The use of SGML as an 1/O stream format between
programs has, in our opinion, the following advantages:

a) Itisawell-defined standard for the representation of
structured texts that provides a formal framework for
theinternal processing.

b) It provides widely recognized facilities for the
exchange of data: given the DTD, it is easy to process
any conformant document.

c) It forcesusto formally define the input and the output
of the tools used for the linguistic analysis of the text.

d) It facilitates the future integration of new tools into
the analysis chain.

e) Pieces of software are available for checking the
syntactic correctness of the documents, information

3 All the references to SGML in this section could be
replaced by referencesto XML.
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retrieval, modifications, filtering, and so on. It makes
it easy to generate the information in different formats
(for  processing, printing,  screen-displaying,
publishing in the web, or trandating into other
languages).

f) Finaly, it allows us to store different analysis sets
(segmentations, complete morphosyntactic analyses,
lemmatization results, and so on) linked to a
tokenized piece of text, in which any particular
anaysis FS will not have to be repeated.

5. Conclusions

If we want HLT to be of help for more than 6000
languages in the world, and not a new source of
discrimination between them, the portability of HLT
software is a crucial feature. Looking for language
independent software in the Natural Software Registry, we
saw that only 30% of the tools has been so declared; that
62% of those language independent programs are at least
academic free and that they are quite homogeneously
distributed among the different sections of HLT and
among the kinds of knowledge they manage.

As many problems would arise when trying to
coordinate several of those language independent
programs, we present as a proposal the strategy used for
the integration, in a common framework, of the NLP tools
developed for Basque. Feature structures are used to
represent linguistic information, and feature structures are
coded following the TEI's DTD for FSs, and Feature
System Declaration descriptions (FSD) have been
thoroughly defined.

Worldwide international organizations that work for
the development of culture and education should promote
the definition and creation of a basic toolkit for HLT
available for as many languages as possible. ISCA
SALTMIL SIG should coordinate researchers and those
organisations to initiate such project.
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Abstract
The present application addresses the issue of portability in the context of linguistic fieldwork, both in the sense of platform interoper-
ability and in the sense of ultra-mobility. A three-level networked architecture, the UbiCorpus model, for information gathering in the
field is described: (1) a Resource Archive server layer, (2) a Data Processing application layer, and (3) a new Corpus Pilot layer designed
to support specific fieldwork sessions under adverse conditions, for on-site questionnaire presentation and metadata editing.

1. Goals

In linguistic fieldwork! conceptually the initial stage in
any language documentation procedure, the issue of portg
bility is important in two senses: first, the sense of platform
interoperability and second, in the sense of ultra-mobility.
This issue is addressed by the present application. A threg
level networked architecture, the UbiCorpus model, for in-
formation gathering in the field is described: (1) a Re-
source Archive server layer, typically non-mobile, and dis-
tributed; (2) a Data Processing application layer, typically
a local laptop or desktop; and (3) a new Corpus Pilot layer,
designed to support specific fieldwork sessions under ad

verse conditions with questionnaire presentation and meta
data editing, and typically, it is suggested, implemented on
a handheld PDA. The UbiCorpus model is based on exten:
sive fieldwork experience, mainly in West Africa. The Cor- -
pus Pilot layer is described in detail.

Owing to severe financial and platform resource limita- . ‘
tions in practical linguistic fieldwork situations, the general
development strategy is to use available freeware or opehigure 1: Questionnaire-based interview on Anyi syntax
source components as far as possible, and to augment theséh Kouamé Ama Bié by Sophie Salffner & Sandrine
with custom applications which are distributed as freewareAdouakou in Adaou, Ivory Coast (equipment: field laryn-
for initial testing, and subsequently published as as opegograph, DAT, Palm, pen & paper).
source software.

2. Requirements specification hand more comprehensive than the currently popular issues

Relatively recently, issues of corpus standards and reggjggoé?;fgr;ﬁszggnd?s degr??r?g%%i?thz;% v(\)/:atE;)baos:;jl trg'

sources as developed in the field of speech technology (Gil%— . ’ o rthogor
hese expensive technologies in that an effective but inex-

bon et al., 1997; Gibbon et al., 2000; Bird and Liber- . tical “ d hiah tech’ techni f
man, 2001) have been extended to fieldwork corpora in linPENSIVE practical new low end high tech” technique tor

guistics, ethnography, and related sciences, and specific jgrass roots applications in geographically inaccessible ar-

sues such as the role of metadata in resource archiving afg 'S introduced. ) . S
From the perspective of field linguistics, language doc-

reusability have come to the fore, adding to the complex- . - A . .
ity of the documentation task facing the fieldworker The Umentation traditionally consists in the main of field notes,

present application area is computational support for thi&" outline of t_he sm_Jatmn of the language, trans_crlptlons,
fieldwork documentation task within an integrated field- and generally including a sketch grammar consisting of ba-

work resource environment. This concern is on the oné'° phonology, _m_orphology, and grammar, together with
a lexicon containing glosses and examples and perhaps a
1Grateful acknowledgements to Sandrine Adouakou, Firminthesaurus. The prompt materials for eliciting this kind of
Ahoua, Doris Bleiching, Bruce Connell, Eddi Gbery, Ulrike Gut, documentation are mainly systematic linguistic and ethno-
Ben Hell, Sophie Salffner, Thorsten Trippel and Eno-Abasi Uruagraphic questionnaires, and the media for production of the
for discussion of problems addressed in this contribution. documentation are generally office-oriented software such
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Figure 2: Language documentation logistics model.

as word processors (MS-Word etc.), DBMS (Access, File- e ubiquity, i.e. time and place independent mobile de-

makerPro etc.), and spreadsheets (Excel, etc., also used for ployment.

gatat;ss;etr;trr)]/). rThe gllij 'd't?gnoﬁf (t:rt]lvesr O:; th't‘iQ’ E:]onfct?paofn the present context, the primary focus is on ubiquity, with
ocumentation are applications In the proguction ot tra STnteroperability and compatibility seen from this perspec-

lations, terminologies, and alphabetisation materials.

. . ) . tive.
_The UblC_:orpus modgl IS de_5|gned to sypport this kind Computational support for certain aspects of linguis-
of fieldwork in the following main respects:

tic fieldwork has been available for many years, both for

1. questionnaire presentation (either by database or ilfptop-based data entry and initial analysis on the move or
free format, as a plain text editor or with special for- in isolated areas, and for desktop-based detailed descrip-
matting and rendering, for examp|e by means of antive work and document production (Wlth increasing over-
IPA font), lap between laptop and desktop functionalities). Software

applications have been characteristically in the following
2. transcription (either plain ASCII such as X-SAMPA, greas:

or in an IPA font),
e Lexical databases, either using general office DBMS

3. metadata input. such as FileMakerPro and MS-Access, or custom lex-
icon project software such as SIL's Shoebox; the latter

One of the main advantages of the model is that when also includes lexical support for textual glossing.

implemented on a modern palmtop device it provides a con-
venient, efficient and — important for many applications— e Publication support such as DB export functions,
inconspicuous method for the frequently neglected task of  fonts.

systematic on-site metadata logging.

However, the scope of the model is more general, and ¢
supports both the documentation of spoken language cor-
pora in general, and further corpus processing in the form
of the development of structured computational lexica (van
Eynde and Gibbon, 2000) and computationally supported
grammar testing. The UbiCorpus model is embedded in o Computational linguistic software for basic phonolog-
a comprehensive documentation model which covers not jcal, morphological and syntactic processing.
only the fieldwork activity itself, but the environment of ] ] ) .
preparation, archiving and application in which fieldwork ~ Some of this functionality (lexical databases, document
is embedded (cf. Figure 2). pr_oductlon, computathnal linguistic processmg) overlaps

The first general operational requirement for the Ubi-With the new Corpus Pilot layer, but this layer has the fol-
Corpus model is portability. In the present context the ternlOWing characteristic additional fieldwork corpus acquisi-

Phonetic software, for signal analysis (e.g. general
signal editors such as CoolEdit, or SIL’'s CECIL and
signal analysis packages, or Praat) and for the symbol-
signal time alignment (labelling) of digital recordings
(e.g. Praat, Transcriber).

is systematically ambiguous: tion functionality (Gibbon et al., 1997; Gibbon et al., 2000):
e interoperability of applications on different OS and Pre-recording phase: P'a””'”g of the overal] corpus
hardware platforms, structure a_nd contgns, in part_lcular design of_ cor-
pus recording sessions, including the preparation of
e compatibility of data formats through import and ex- scenario descriptions, interview strategies, question-
port filters for functionally equivalent or interfaced ap- naires, data prompts (for instance with prompt ran-
plications, domisation),

50



Recording phase: conduct of corpus recording sessions, lies outside the range of systematic computational support.
including session management with the logging ofHowever, the following on-site support features can easily
metadata in a metadata editor and database, questiobhe covered:

nair nsultation an rompt presentation; .
aire consultation and data prompt presentation; 1. metadata editor and database,

Post-recording phase: provision of recorded and logged
data for archiving and processing, including metadata
export, transcription, lexicon development, systematic 3. structured or free format questionnaire presentation.
sketch grammar support and document production.

2. participant database for interviewee, interviewer etc.,

Interfaces

3. Design: modules, interfaces The interfaces between these three layers, and mod-
. - . ules within these layers, are defined mainly on the basis
The language documentation model within which theof generic ASCII formats, including XML annotated text,

UbiCorpus mod_el is deployed is visualised in E|gure 2;CSV database tables, and RTF formatted documents (in-
the documentation model was developed for project work

in West Africa. The two components of the model with cluding IPA font information). For the interface between a
which the Ubiéorpus tools are concerned are@mneation paimtop implementation of the Corpus Pilot layer and the

and Archiving component, and thBieldwork information Data Processing layer, conversion scripts are provided as

source. The latter is directly associated with the Corpus pireauire d, in order to' export palmtop database and text for

. ) : ._mats into the generic ASCII formats. Data transfer at the

lot layer described below. The UbiCorpus model itself is. ; L L

. : - implementation level is via the usual synchronisation func-
visualised in Figure 3. . . . . .

. tions provided with handheld devices, or via scp, http, and

The three layers of the UbiCorpus model are charac;

. ] ftp procotols for laptops, desktops and server.

terised as follows:

Resource Archive (RA) layer 4. Implementation: hybrid applications

The bottom layer represents the archive database an%esource Archive (RA) layer

the access and media dissemination functions associated The server archive provides web portal access for the
with it. On the declarative side, a number of current lan-loc@l and global linguistic communities, CD-ROM access
guage resource and documentation proposals may be d&r the local linguistic community, and analogue selections
signed to the Resource Archive layer: a single resourcén general, tape cassette, print media) for practical appli-
database such as a corpus or a lexicon, a multiple rkations in the local user community. Currently, the lead-
source database such as a browsable corpus or concordare@ models for the Resource Archive level are provided by
system, a web portal constituting a large and systematithe LDC and ELRA dissemination agencies; the E-MELD
resource world, or an entire dissemination agency. Omroject is developing a general model for best practice in
the procedural side, the Resource Archive layer provide&esource collation, and a meta—portal for flexible access to
search functions of various kinds, from standard browsind@nguage resources. The local server currently used for ini-
strategies to intelligent search and concordance construéi@l database collation contains a number of specific search
tion, with token renderings of resources in any suitable mefunctionalities for corpus analysis, in particular an audio
dia, whether entire corpora or lexica. concordance (Gibbon and Trippel, 2002).

Data Processing (DP) layer

The classical environment for fieldwork data process-
ing is a laptop, often a Mac, but also very frequently an
Jntel based device configured alternatively with Linux or
based portable standard software. The kinds of appli-

Data Processing (DP) layer

This is the layer which is familiar to the “ordinary
working linguist”. The data include paper fieldwork log-
books, transcriptions, sketch grammars and card index le

ica; word processor and database versions of these; analog-. . . -
and digital audio and video recordings; time aligned digi—C tion typically used are for basic corpus processing: Tran-

tal annotations of recordings, and concordance or brOWSinEcnber and Praat for transcription and annotation; Shoebox

software based on annotations; metadata catalogues for " lexical database development; MS Office or Star_Ofﬁ_ce
of these Data Processing layer data types. Procedurall r word processor, database and spreadsheet applications.

the platforms and applications used at the Data Proces hese may be augrpentedlwith custom applications in Java
ing layer are very varied, though there is a tendency t cf. the TASX engine (Milde and Gut, 2001)) and Perl

go for platform independence and standardised data inteFvPAX audio concordance).
change formats. By using modern laptops, both the ReCorpus Pilot (CP) layer
source Archive and Data Processing layers can be inte-

grated into a single mobile environment. The Corpus Pilot layer is implemented as custom-

developed Palm compatible PDA applications. The ratio-
Corpus Pilot (CP) layer nale behind the use of the PalmOS based handhelds, as

The top layer of the model represents the functional-oIOIOOSed to the use of a laptop, is based on the following

. . . : . .. considerations:
ity which needs to be available in an actual fieldwork sit-
uation. This functionality can be very varied, and much 1. extremely inexpensive (in relation to other computa-
— especially free format interviews and film recording — tional equipment),
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handheld PDA-based

LAYER 3: Corpus Pilot (CP) corpus management

grammar/lexicon constructi
publication, dissemination

CORPUS
ACQUISITION

CORPUS
APPLICATION

laptop / desktop

LAYER 2: Data Processing (DP) local workbench

laptop / desktop
local workbench

1 FIELD

DESK I

LAYER 1: Resource Archive (RA)

central or distributed
workstation / server / portal

Figure 3: The three layer UbiCorpus model.

N

. ultra-lightweight (lighter than other standard portable
fieldwork equipment such as field laryngograph, DAT

recorder),
3. long operating cycle (with normal use, around 3 weeks 1.
on 2 AAA batteries or one charge), depending on
model,
4. fast and highly ergonomic in use,
5. small and unobtrusive in the interview situation,
6. an integrated environment with other PDA function-
alities such as calendar, diary, address and other 2.
databases, other custom applications in C and Scheme.
3

Networking

The three levels are networked by standard techniques:
server-to-applications in general via TCP/IP-based proto-
cols and mobile or landline telephone. The applications-
to-acquisition via dedicated sychronisation software of the
kind typically used to link handheld PDAs to desktop in-
stallations.

e Lexicon development tools. Three applications are
used for lexical database input (excluding freely for-
matted notes):

an Excel-compatible spreadsheet, QuickSheet,
which permits export in either CSV or Excel for-
mat (Excel is widely used in field linguistics as

a convenient input tool for lexical databases, be-
cause of the ease with which databases may be
constructed and restructed, and because it has
many database-like functions, as well as built-in
arithmetic functions if required for corpus work),

the HanDBase DBMS which is also used for the
metadata editor database,

. an implementation of the DATR lexicon knowl-

edge representation language in LispMe, a
Scheme implementation for the PalmOS platform
(this application is a more Data Processing layer
oriented tool, but is included in the Corpus Pilot

layer implementation suite for convenience).

Transcription support. In general, transcription in X-

SAMPA (Gibbon et al., 2000) is used, but if required,

Use in the field

The satisfaction of these criteria points towards a high
level of suitability for use in extreme fieldwork situations
without power supplies, for instance in isolated outdoor lo-
cations (forest, village, etc.).

The functionality which has been included in the Cor-

IPA fonts may be used with the WordSmith word pro-
cessor for PalmOS devices; RTF import and export fa-
cilities are available.

Statistics package for initial evaluations. This is also
a more Data Processing layer application, but inte-
grated into the Corpus Pilot layer; functions include

pus Pilot layer so far covers the following:

o Metadata editor and database for audio/video record-

ings, photos, paper notes, artefact cataloguing. This
application is based on a widely used PalmOS DBMS
application, HanDBase, which provides a wide range
of input support facilities (popups, date picker, free
format notes, etc.), as well as cross-table linking.

Questionnaire administration. In general, free text for-
mat has been used for questionnaire administration,

all the measures used in basic experimental and cor-
pus work (including random sorting, mean, median,
standard deviation, standard error, as well as standard
pairwise comparison measures).

Context-free parser package for basic grammar devel-
opment. This is another Data Processing layer appli-
cation, which is integrated into the Corpus Pilot layer
because of the convenience of the LispMe Scheme ap-
plication in which the parser suite is implemented.

and responses have been recorded for later out-of-field The metadata application has been selected for detailed
processing. For some questionnaire types (e.g. demalescription, because it is most immediately relevant to the
graphic information), the HanDBase DBMS is used. issue of language resources.
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Table 1: Fieldwork metadata specifications.
Attribute Type
RecordID: string
LANGname(s)popup: Agni,Agni; Ega

SlLcode: popup: ANY; DIE
Affiliation: string

Lect: string

Country: popup: Cote d’lvoire
I1SO: popup: CI

Continent: popup: Africa; AmericaCentral; Ameri-
caNorth; AmericaSouth; Asia; Australagia;
Europe
LangNote: longstring
SESSION: popup: Fieldindoor; FieldOutdoor; Inter-
view; Laboratory
SessionDate: |pick
SessionTime: |pick
SessionLocalgstring
Domain: popup: Phonetics; Phonology; Morpholopy;
Lexicon; Syntax; Text; Discourse; Gesture;
Music; Situation
Genre: Artefacts; Ceremony; Dialogue; Experimgnt-
Perception; ExperimentProduction; Histary;
Interview; Joke/riddle; Narrative; Question-
naire; Task
Part/Sex/Age: |string
Interviewers: |string
Recordist: string
; ; ; Media: popup: Airflow; AnalogAudio; AnalogAV;

5. Metadata editor and database application AnalogStil, Analogvideo; - Digitalvided:

A metadata editor for audio/video recordings, photos, DigitalAudio; DigitalAV; DigitalStill; Digi-
paper notes, artefact cataloguing was designed, based op talVideo; Laryngograph; Memory; Paper
a standard PalmOS relational database shell (HanDBase)Eduipment: jlongstring
The metadata editor provides a fast and inconspicuous in->€SSionNote: Jlongstring
put method for structured metadata for recordings and other

field documentation, based on current work on metadata in L L .
the ISLE, E-MELD projects, and in the pilot phase of the generalisation tasks of this kind. It may be predicted that

DOBES project. such procedures will be applied in future not only to ex-

. . ... tensive resource data sets but also to increasingly extensive
For the work in hand, standardised metadata specific gy

. . as:ets of metadata.
tions, such as the Dublin Core and IMDI sets, were taker In consequence, the metadata specifications used in the

into account. However, new resource types such as thosﬁbiCorpus applications are deliberately opportunistic, in

which are characteristic of linguistic fieldwork demonstrateEhe sense that they are task-specific and freely extensible. A

that the standards are still very much under developmen . . ;

. S?Iecnon of attributes and values for the current fieldwork
since some of the standard metalata types are not relevag lication are shown in Table 1. Metadata attributes con-
for the fieldwork data, and the fieldwork data types con- PP )

tain information not usually specified in metadata sets, bugerned with the Resource Archive layer of archiving and

. : L roperty rights are omitted.
which are common in the characterisation of spoken lan- perty rig

guage resource databases (Gibbon et al., 1997). In respect !:or current purposes, databases are exporte_d in the
! . . attribute-value format shown below and converted into the
of the fieldwork resource type, it appears that it cannot b

. SASX reference XML format (Milde and Gut, 2001). A
expected that a truly universal — or at least consensual —

set of corpus metadata specifications will be developed i pecific example of the application of the metadata editor

the near future, or perhaps at all, at a significant level o n the fieldwork session pictured in Figure 1 is shown in the

. . ) ! . . exported record shown in Table 2.
granularity. It may be possible to constrain the attribute list, The metadata editor and database application has been
though the existence of many different fieldwork question- PP

naire types belies this. However, the values of the attributeges'ted extensively in fleld_wqu on West African _Ia_mguages,
are in general unpredictable, entailing not only free strin and_has _proyed to bg an !nd|spensable progju_ctlwty_ tOOI.’ es-
types but possibly unpredictable rendering types (e.g. diff ec!ally in difficult situations where very limited time is
ferent alphabets; scanned signatures of approval). available.
Indeed, it may be noted in passing that the expecta- .
tion of fully standardising the entire metadata specification 6. Conclusion
tends to reveal singularly little awareness of the potential of ~ Architectures using the first two levels, e.g. a server
machine learning and text mining procedures for handlingconfiguration and a laptop for use in the field, are very com-
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sign multimodaler Lexikdunded by the German Research
Council (DFG), Enzyklof@die der Sprachen der Elfen-
beinkistefunded by the German Academic Exchange Ser-

Table 2: Fieldwork metadata example.
Attribute Value
RecordID: Agni2002a

LANGname(sYAgni, Anyi vice (DAAD) gnd Ega: a qlocumeptation model for an en-
SILcode: ANY dangered Ivorian language the pilot phase of the DOBES
Affiliation: Kwa/Tano funding programme of the Volkswagen Foundation.

Lect: Indni In its local implementation, the current Resource
Country: Cote d'lvoire Archive layer version also includes support for telecoopera-
ISO: Cl tion and web-teaching. The Data Processing layer includes
Continent:  |Africa numerous applications which cannot be specified here. The
LangNote: Corpus Pilot layer as described in the present contribution

SESSION: Fieldindoor
SessionDate: {11.3.02
SessionTime: |8:57
SessionLocalgAdaou

has been informally but extensively field tested at a number
of fieldwork locations, most recently in the framework of
DAAD funded doctoral thesis work. It is planned to apply
the field testing criteria defined in (Gibbon et al., 2000) to

Domain: Syntax . - .
Genre: Questionnaire an extended implementation of the components of UbiCor-
Part/Sex/Age: [Kouamé Ama Bié f 35 pus model.

Interviewers: |Adouakou

Recordist:  |Salffner, Gibbon 7. References

Media: Laryngograph Steven Bird and Mark Liberman. 2001. A formal frame-

Equipment: |1) Audio: 2 channels, | laryngograph| r
Sennheiser studio mike 2) Stills: Sony dig-
ital 3) Video: Panasonic digital (illustratipn

work for linguistic annotation Speech Communication
(33 (1,2)):23-60.

of techniques) Dafy_dd Gibbon and _Thorsten Trippelj 2002. Ar_motation
SessionNote: |Adouakou phrases repeat driven concordancing: the pax toolkit. Rroceedings of
LREC 2002LREC.

Dafydd Gibbon, Roger Moore, and Richard Winski, edi-
mon. However, in many situations the laptop concept is tors. 1997.Handbook of Standards and Resources for
unsuitable because of heavy power requirements which are Spoken Language Systeriviouton de Gruyter, Berlin.
not available in many fieldwork locations. For these appli-Dafydd Gibbon, Inge Mertins, and Roger K. Moore,
cations, the PalImOS based family constitutes the platform editors. 2000. Handbook of Multimodal and Spo-
of choice because of minimal size and power requirements, ken Dialogue Systems, Resources, Terminology and
permitting several weeks use on one charge or small battery. Product Evaluation Kluwer Academic Publishers,
Although the PalmOS platform is obviously unsuitable for Boston/Dordrecht/London.
signal processing applications (such as time-aligned ann@an-Torsten Milde and Ulrike Gut. 2001. The TASX-
tation) it is well-suited for logging, transcription and refer-  engine: an XML-based corpus database for time aligned
ence purposes. language data. IRroceedings of the IRCS Workshop on

The power of PDA miniature computing platforms as  Linguistic DatabasgsPhiladelphia. University of Penn-
useful components of laboratory and office environments sylvania.
is often underestimated, and we demonstrate that a nunfrank van Eynde and Dafydd Gibbon. 200@xicon De-
ber of applications for which even a laptop is clumsy or  velopment for Speech and Language Procesditigwer
unsuited for the developing field of computational ethno- Academic Publishers, Dordrecht.
linguistic fieldwork may be elegantly provided on the Palmwpolfgang Wahlster, editor. 2000/erbmobil: Foundations
PDA platform. The addition of a foldable keyboard further of Speech-to_Speech Trans|ati($pringer Ver|ag_
enhances the text handling capacity of the devices.

In the medium term, it will be possible to integrate the
hybrid applications at the Corpus Pilot, Data Processing
and Resource Archive levels into a corpus management en-
vironment which not only permits seamless dataflow and
workflow, a goal already achieved, but also into a non-
technical user-friendly prototype which may serve as the
basis of a fieldwork management product implementation.

The UbiCorpus architecture has been used as the ba-
sic specification for different kinds of language documen-
tation work in a variety of different projects. The Re-
source Archive layer was originally designed and imple-
mented for web—based lexical database development in the
VerbMobil project (Wahlster, 2000), funded by the Ger-
man Federal Ministry of Education and Research (BMBF).
The concept has been further developed theoretically and
practically in connection with the projectheorie und De-
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Abstract
To discuss the portability of human natural language technology, it is necessary to defi nethe portability precisely fi rst. If one claims
that his or her language technology works for other languages, how can we verify such claim when every language has a different set
of features, i.e. speech or text tagging system? This paper presents a view of protabilty as a function of a common representable set of
features and argues that the development of such representation is critical in discussing portability issues.

1. Introduction

If you try a sentence boundary identifi cationprogram?
developed for English, you will easily noticethat it does not
work for other language such as Korean. However, the de-
velopers never mention that the program will not work for
other languages. It is a very common practice among de-
velopersto ignore the portability issues in human language
related technology because it is often targeted for only one
language and assumed to work for that language. Yet, such
ignorance is missing too many opportunities for the future
success of the technology. If atechnology that works for
one language can be extended to another language with a
minimal modifi cation, such technology can be regarded as
the most valuable technology in its potential considering
the fact that there exists more than 6,000 languages in the
world.

The main diffi cultyof applying atechnology that works
for one language into another is obviously due to the set
of features that are unique to one specifi clanguage. The
more the technology resorts to those features, the less it
will succeed on other languages. In thisregard, it is neces-
sary to separate out those features and to concentrate on the
common features that every language shares for maximal
portability. Finding the common grounds for all languages
is not an easy task but can be achieved by abstracting lev-
els of language processing into hierarchy. In other words,
there are different levels of sources that hinders the porta-
bility during human language processing and the portability
problem should be discussed in as high level as possible.

This leads to the central question of this paper: if one
claimsthat one’s language technology works for other lan-
guages, how can we verify such claims when every lan-
guage has a different set of features, i.e. speech or text
tagging system and quantify its portability? The only way
to determineit isto test how many features are translatable
into the common feature sets which are similar to the inter-
lingua in machine trandation. This paper presents a view
of portability as a function of a common representable set
of features and argues that the development of such repre-
sentation iscritical in discussing portability issues.

*http:/N12r.cs.uiuc.edu/~ cogcomp/cc-softvare.html

2. Sources of Portability Problem

To identify the sources of portability problem in hu-
man language technology, it seems wise to illustrate it
with the actual examples that might occur in statistical ma-
chine trandation, namely sentence boundary identifi cation
for aigning sentences and word sense disambiguation for
word selection. Here, we identify two categories in porta-
bility problems and formalize it. For the rest of the paper,
we use a term program to denote a particular instance of
human language technol ogy.

2.1. Representational Problem

Almost every language has its own unique set of fea
tures. At the same time, some languages share many com-
mon features. For example, semantic or syntactic features
like the nation of person’s name and noun phrases are quite
universal. On the other hand, honorifi csused in Korean or
Japanese language is hard to fi ndin European languages.
Such uniqueness of features is the major obstacle for the
portability of human language processing program. For ex-
ample, if you want to create a sentence-aligned corpus for
statistical machine trandation, the fi rststep is to identify
sentence boundaries. If one program uses the notion of
capitalized word to determine whether the period is used
for abbreviation or not, it won't work for a language, like
Korean, that doesn’t have any notion of the capital word in
its writing system. For a program to be fully portable, it
should avoid using such features.

Clearly, we can distinguish between two different fea-
ture sets which we will call soft and hard features. If some
features are common in two or more languages, we call
them soft features, otherwise hard features. Soft features
are ubiquitous in the same families of languages and they
are al functionally equivalent. One key observation is that
features are independent from the surface forms of one par-
ticular language. For example, the same parsing program
can be used to parse two different languages although gram-
matical notations of the languages are different as long as
they can be mutually translated into the equivalent repre-
sentation.

2.2. Functional Problem

Although two languages share the same soft features,
not all functions consistently generate the desired outputs
based on them. Let’s assume that we want to disambiguate
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senses of English words based on the local context feature
such as n-grams to fi ndthe corresponding Korean words
in statistical machine trandation(Ng and Lee, 1996). If
you could achieve 90% of accuracy on the task with such
method in English, it does not guarantee the same accu-
racy in Korean. The reason for such discrepancy can be
attributed to the previous representational problem but the
key issue that we want to emphasize hereisonly the perfor-
mance aspect of the program. Thisis a separate dimension
of portability problem which is related to the performance-
wise consistency issue. A good portable program should
perform well with the minimal variance and high accuracy
across severa languages. For example, if a machine trans-
lation system that performs very well on English-Korean
tranglation fails on English-Japanese translation with the
same soft set of features, we can say that such system hasa
functional problem in portability.

3. Theory of Portability

In this section, we present a functional view of porta-
bility in a more formal way by providing defi nitionsand
examples fi rstand then theorems derived from them.

3.1. Definitionof Portability

Defi nition1 Features are any properties of language that
are used in a program P as inputs X and outputs Y. A
program P is a collection of functions f.

Example 1 Period, question mark, and exclamation mark
are features used in English for sentence boundaries.

Defi nition2 Let’'s denote a set of all features for lan-
guage L as x(L). Soft features Z for a set of languages
Li,...,L, arefeaturesst. Vz € Z,z € (! x(L;). All
other features that are not soft features are hard features

z' =} x(Li) - Z.

Example2 Letn = 2 and L, isKorean and L, is English.
Period, question mark, and exclamation marks are soft fea-
tures used in both L; and L2 for sentence boundaries. The
capitalization of words is a hard feature unique in L-.

Defi nition3 A family of languages are called o-similar if
Z

% = o wirt. P.

Example 3 Let’sassumethat a sentence boundary identifi-
cation program P uses only four features: period, question
mark, exclamation mark, and a test value {0, 1} for capi-
talization for the word that ends with a period. Again, if
n = 2 and L, isKorean and L, is English, two languages
areg(= 0.75)-similar since |Z| =3 and |Z’'| = 1.

Defi nition4 Afunction f: X — Y iscalled o-portable for
n o-similar languages L1, ..., L, if X C ZandY C Z
for a soft feature set Z.

Example4 Let f be a classification function that uses the
previous four features in Example 3 as input X and the
boolean truth value {0, 1} (to indicate a sentence bound-
ary) asoutput Y. Then, f iso(= 0.80)-portable.

Déefi nition5 A program P is o-portableiff 30 > 0 among
n languagesand all f areo-portableover o- 3" | |x(L;)|
soft features.

Example5 Let P beasentenceidentification programthat
has two functions f; and f,. Let f; be the classification
function in the previous example and f> be a boolean func-
tion that test the capitalization of words. Then, P is not
o-portable for English and Korean because f» uses hard
feature. If P hasonly one function f,, we can claimthat P
iso-portable.

Defi nition6 A function f: X — Y is called e-portable
over n languages Li,...,L,, if Vi,j(1 < 4,j <

TL),P’F(f, 7é f]) <e

Example 6 Let f bea classification function in Example 4.
Since Korean sentences do not use periods for abbreviation
purposes, it is easy to see that Pr(f, = 1) > Pr(f. = 1)
when equal number of examples are represented with soft
features. If the difference Pr(fy = 1)—Pr(f. = 1) insuch
empirical performance of f over two languagesis|essthan
the predefined bound 0.02, we can say that f ise(= 0.02)-
portable.

Defi nition7 Aprogram P ise-portableif all functions f €
P are e-portable and generates the coherent output over n
languages with the confidence at least 1 — ¢ for some small
€,0.

Example7 Let P isa programthat has only one f in Ex-
ample 6. If f istested on Japanese and also produced the
result of Pr(f, = 1) — Pr(f; = 1) < e and Pr(f. =
1) — Pr(f; = 1) < ewithat least 1 — § accuracy over
many examples, we can say that P is e(= 0.02)-portable.

3.2. Theory of Portability

Here, we introduce the notion of portability similar
to the learnability notion in the learning theory (Vaiant,
1984). The firsttheory is related to the representational
problem.

Theorem 1 Soft features are harder to obtain as the num-
ber of languages n increases.

|Zn| 2 |Zn+1|

Corollary 1 Hardfeaturesareeasier to obtain asthe num-
ber of languages n increases.

|Z| < Zp3a]

Proof Thisis obvious from the defi nitionof soft features.
Since soft sets are extracted from the common feature sets,
there are less features than previous n-th soft feature set
unless al features are soft featuresin n + 1-th language. On
the other hand, hard features are obtained from the union of
the feature sets and the size of them growsovern.

Lemmal o is monotonically decreasing over the number
of languagesn increases.
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Now, let's look at the hardness of portability issue
which is the main topic of this paper by combining two
parameters — ¢ and e. First, let’s defi neprobably approxi-
mately correct(PAC) portability as follows:

Defi nition8 A program P is PAC-portable if P is both o-
portable and e-portable.

If we apply the same technique used in (Hausder,
1988), we get the PAC-portability bound which is similar
to the PAC-learnability bound as shown in Equation (1). It
is adapted from (Mitchell, 1997) for illustration purpose.

1
m > ~(In|[H| +1In(1/6)) (1)
€
We can replace m with (%) = 2 and | H| with 27%
wherek = Y7 | |x(L;)| by assuming that the number of
different functions are only dependent on the size of soft set
|Z| = ok.

Theorem 2 If a program P is PAC-portable with some
small o, € and §, the total number of portable languages
n is bounded by:

n(n +1)

1
2 €

(0kIn2+1n(1/6)) 2
The following proof is essentially same as what Haus-
sler (1988) showed.

Proof Let F' beall the functions that use soft featuresin n
languages. Clearly, there are at most |F| = 2% possible
functionsin P over ok soft featuresand k = > | [x(L;)|
isaconstant for n languages. Let f*, f2, ..., f' beall func-
tionsin P such that each pair of functions (f/, /1) over two
languages 4, j have true error greater than e. We need to
consider the all pairs of functions over n languages and
there exists (7) = ™2 pajrs for each f!. We fail in e-
portability if and only if at least one of these f! pairsfails.
The probability that at least one of these will be consistent
with al n languagesis at most

ant1)

2

I(1—¢)

n(n+1)

And sincel < |F|, thisisa most |F|(1 —€)” = .
Finally, we use an inequality that if 0 < z < 1 then (1 —
z) < e % Thus,

l(l _ e)"(";rl) < |F|(1 _ 6)n<n2+1> < |F|eén(n2+1)
upper bound holds.

We can use the above result to determine the number of
languages required to reduce the portability failure below
somes.

n(n+1)
2

|Flef

which means that we need

<é

n(n+1) g(lnm +1In(1/5))

>
2 2

By substituting | F'| = 2°%, we get the

n(n+1)
2
which isidentical to Equation (2) g

> %(ak In2 + In(1/5))

Thisis correct because a program P can be regarded as
portable for n languages as long as at least one function in
F survives the portability test bounded by € and 6. Con-
sequently, it is easy to see that a program P that has many
functions needs more languages to ensure portability.

4. Discussion

Although there has been a signifi cantamount of com-
putational linguistic research for major languages such as
English for more than fi fty years, the portability issue of
natural language technology based on such research has not
been studied until recently.

However, portability of technology is neither cheap to
obtain nor trivial to implement according to our theory.
From the functional perspective of language technology,
the efforts of linguists can be described as fi nding good
theories or rules that can generate both universal and lo-
cal features for various languages. Likewise, one of the
main reasons in the recent success of statistical natural lan-
guage processing techniques(Manning and Schutze, 1999)
can be found in its portability. Statistical approaches, un-
like traditional symbolic approaches, are less dependent on
language specifi c features. Our defi nition of portability
demonstrates that as the number of soft features increases,
the same technology is portable for more languages. If ¢ is
fully dependent on n and decreases linearly, the technology
is not portable. If one can fi nda good features that are not
affected by n and a robust technology that depends only
those features, then such technology can enjoy its maxi-
mum portability.

To claim portability of atechnology, empirical justifi ca-
tions of its performance guarantee are also required over
many languages and this is reflected in the parameter .
What it suggestsis that even if the same statistical method
that uses the common features in many languages, the dis-
tribution of features could be dependent on each language
and thus signifi cantly different from others. Our theory
clearly demonstrates that reducing portability error € re-
quires O(4/n) languages to be verifi edwith.

5. Conclusion

We presented a formal PAC framework for the func-
tional view of portability. Although it is till a sketchy
work, the main contribution of this work is to defi neporta-
bility in a formal way and show the relation among fea-
tures and performance measures. Therefore, the develop-
ment of good theories and rules that can work for as many
languages as possible and the empirical application of them
iscritical in discussing the portability issues.
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Abstract
Thiswork presents arequirement analysis and adesign proposal for ageneral architecture for a specified, yet open set of human language
technology (HLT) tasks— the set chosen is dubbed information refinement. Apart from using information refinement as ameansto focus
the requirement analysis and accompanying design proposal, the analysis and proposal are based on asurvey of anumber of projects that
have had great impact on the realisation of today’s HLT architectures, as well as on the experiences gained from along-term case study
aiming at composing a general purpose tool-kit for Swedish. The analysis and design are currently used in an ongoing effort at SICS to
implement an open and genera architecture for information refinement.

1. Introduction

During the last few years, the need for general, reusable
software for computational linguistics and human language
technology (HLT) has becomewidely acknowledged by the
research community as well as by the industry. Usually,
the overall motivation of striving for reusable softwareisto
shorten the way from the origin of an ideato itsimplemen-
tation in a prototype system. Utilising reusable software
also means that the effort spent in building an HLT system
isreduced, and thus, that personal labour can be focused on
more important i ssues.

The aim of this paper isto present a requirement analy-
sis and design proposal for a specified, yet open set of hu-
man language technology tasks — information refinement
isintroduced as constituting a set of related tasks intended
to serve as atarget for developing ageneral and open archi-
tecture, Kaba. The requirement analysis and design pro-
posal presented in sections 7. and 8. are based on three
parts: the notion of information refinement (Section 2.);
a survey of a number of projects and software that have
had great impact on how HLT software is constructed to-
day (TIPSTER, CLE, ALER, GATE, DARPA Communica-
tor, and ATLAS presented in Section 3.); and on the expe-
rience gained from a case study on constructing alanguage
processing tool-set for Swedish in a national project called
SVENSK (Section 4.). See (Olsson, 2002) for an elabo-
ration on the requirements specification and design of an
open architecture for information refinement.

2. Thenotion of information refinement

By the term information refinement, the process is re-
ferred to in which text is handled with the aim of accessing
the pieces of content that are relevant from a certain per-
spective (Olsson et al., 2001).

Information access is about providing people with dif-
ferent tools and methods for granting reliable and simple
access to the information they need, ideally with awareness
of task and context of the access situation. A system for
information access is intended to see to an expressed infor-
mation need. Such aneed is not always static — the process
of searching for information is a dynamic onein which the
information need, sources of information, characteristics of

the task, and the type of text involved may change during a
search session.

Since different readers have different information
needs, prerequisites, and attitudes, they also have different
perspectives when reading one and the same text. When
considering that there are different perspectives, it is nat-
ural to think of information access and refinement systems
as something that should not (only) deliver textsin their en-
tirety, but rather in some sense understand the contents of
the text and tailor the information according to the reader’s
perspective.

Information exctraction, information retrieval and auto-
matic summarisation are all examples of human language
techniques that fall under the information refinement cat-
egory. Current work concerning information refinement
at SICS include protein name tagging (Eriksson et al.,
2002), information access using mobile services (Hulth et
al., 2001), and support of professional sin information seek-
ing (Hansen and Jérvelin, 2000).

3. Someimportant HLT projects

This section introduces some of the software and
projects that have, or have had, impacts on the ways to-
day’s software for HLT is designed and implemented. The
survey of the literature in the area is not exhaustive, but
merely provides an overview of the aspects and features of
some important projects.

3.1. TheTIPSTER architecture

The TIPSTER project (Grishman et al., 1997) was a
joint effort between a number of U.S. government agencies
led by DARPA and funded by CIA, DARPA, and DoD in
collaboration with NIST and SPAWAR. The project started
in 1991 and ended due to lack of funding in 1998.

The main focus of TIPSTER was to improve document
processing efficiency and cost effectiveness, and in doing
that, technologies such as information retrieval, informa-
tion extraction, and automatic text summarisation were of
great interest. There were two primary goals of the TIP-
STER project, the first of which was to provide developers
and users with an architecture that allowed for information
retrieval in several gigabytes of texts, and the second goal
was to provide an environment for research in document
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detection and data extraction. However, by the time the
project was discontinued, no fully implemented version of
the TIPSTER architecture was produced.

32. CLE

SRI International’s Cambridge Research Centre and
Cambridge University’s Computer Laboratory in 1985 sug-
gested a UK-internal project developing a Core Language
Engine (CLE), a domain independent system for translat-
ing English sentences into formal representations (Moore
and Jones, 1985; Alshawi et al., 1992).

SRI's CLE built on a modular-staged design in which
explicit intermediate levels of linguistic representation
were used as an interface between successive phases of
analysis. The CLE has been applied to arange of tasks, in-
cluding machine trandlation and interfacing to a reasoning
engine. Smith (1992) gives two examples of such systems,
the LF-Prolog Query Evaluator and the Order Processing
Exemplar (OPEX). The modular design also proved well
suited for porting to other languages and the implementa-
tion was quite efficient. Thus, the project proved its pur-
pose. However, even though the CLE system received con-
siderable attention, it failed to spread in the community, the
main reason being that it simply was too expensive to ob-
tainit.

33. ALEP

Theorigin of the Advanced Language Engineering Plat-
form (ALEP), the work on which started in 1991 and ended
in 1995, was the issue of the lack of a genera platform
for research and development of large scale natural lan-
guage processing systems (Simpkins, 1995; Bredenkamp
et al., 1997). ALEP was an initiative of the Commission of
the European Community (CEC) based on the experiences
from the Eurotraand CLE projects.

ALEP was intended to function as a catalyst for speed-
ing up the process of going from a research prototype of a
system to a ready-to-ship product. The kind of users that
ALEPfirst and foremost was targeted at were advanced ex-
perts, i.e., researchers in computational linguistics, possi-
bly in conjunction with application developers. Simpkins
(1995) expected that the openness of ALEP would attract
users for research and development. Later, it turned out
that this was not the case and ALEP never became widely
Spread.

34. GATE

Since the mid 90's, the Genera Architecture for Text
Engineering (GATE) platform as reported on by, e.g., Cun-
ningham (2000) is being developed at the University of
Sheffield and funded by the U.K. Engineering and Physi-
cal Sciences Research Council (EPSRC). GATE provides
a communication and control infrastructure for linking to-
gether language engineering software. It does not adhere
to aparticular linguistic theory, but is rather an architecture
and a devel opment environment designed to fit the needs of
researchers and application developers. GATE, currently
available as version 2.0, is free for non-commercial and re-
search purposes.

GATE supportsreuse of resources, dataas well as algo-
rithms, since it provides for well-defined application pro-
grammers interfaces (APIS). Once a module has been in-
tegrated in the system, it is very easy to combine it with
aready existing modules to form new systems. Each com-
ponent integrated into GATE has a standard /O interface,
which conforms to a subset of the TIPSTER annotation
model. The infrastructure of GATE provides several levels
of integration, reflecting how closely a new module should
be connected to the core system.

3.5. The DARPA Communicator

Currently, the MITRE Corporation is (under DARPA
funding) developing the DARPA Communicator. The goal
of the DARPA Communicator is to set the scene for the
next generation of conversational, multi-modal, interfaces
to distributed information to be used in, e.g., travel plan-
ning, that require information from different sources to be
combined.

The reference DARPA Communicator architecture
builds on MIT’s Galaxy-Il system (Polifroni and Seneff,
2000; Seneff et al., 1999; Seneff et al., 1998). Among its
key features, the authors list the ability to control system
integration using a scripting language: each script includes
information about the active servers, a set of operations
supported by the server, aswell asa set of programs. Anin-
depth explanation of the program control is given by Seneff
et a. (1999). Essentialy, the Galaxy-1l system builds on
acentral process, the Hub, which mediates information be-
tween a number of different servers. The Galaxy-11 system
supports a wide range of component types, e.g., language
understanding and generation, speech recognition and syn-
thesis, dialogue management, and context tracking (Gold-
schen and Loehr, 1999).

There is a freely available, public version of the core
DARPA Communicator.

3.6. ATLAS

The Architectureand Toolsfor Linguistic Analysis Sys-
tems (ATLAS) project is conducted by NIST, MITRE and
LDC (Bird et a., 2000). The main goal isto develop agen-
eral architecture for annotation of linguistic data, including
aformal/logical data format, a set of APIs, atool-set, and
persistent storage.

Within the ATLAS project, the participants are mainly
interested in creating a formal framework for construct-
ing, maintaining, and searching in linguistic annotations.
In some aspects, the ATLAS annotation set model seems
very similar to the TIPSTER annotation scheme. Bird and
Liberman (2000) say that there are severa ways of trans-
lating a TIPSTER-style annotation to a corresponding AT-
LAS one. In the end, the ATLAS working group con-
cludes that TIPSTER-like annotations are not appropriate
for audio transcriptions, except for “ cases where such tran-
scriptionsareimmutablein principle”, (Bird and Liberman,
2000).

4. A casestudy — SVENSK

The SVENSK project was a national effort funded by the
former Swedish National Board for Industrial and Techni-
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cal Development (Nutek) and SICS addressing the problem
of reusing language engineering software, see e.g., (Eriks-
son and Gamback, 1997; Gambéck and Olsson, 2000).
The sVENSK project was divided into three phases, span-
ning the spring of 1996 to the end of 1999. The aim has
been to develop a multi-purpose language processing sys-
tem for Swedish based, where possible, on existing compo-
nents. Rather than building a monolithic system attempt-
ing to meet the needs of both academia and industry, the
project has created a general tool-box of reusable language
processing components and resources, primarily targeted at
teaching and research.

There-usability of thelanguage processing components
in SVENSK system arises from having each component in-
tegrated into GATE.

Collecting and distributing algorithmic resources and
making different programs inter-operate present a wide
range of challenges, along several different dimensions out-
lined next.

4.1. Diplomatic challenges

Making language processing resources freely available
and, in particular, re-usability of resourcesis really avery
uncommeon concept in the computational linguistic commu-
nity. Possibly this also refl ects another uncommon concept,
that of experiment reproducibility. In most research areas
the possibility for other researchersto reproduce an experi-
ment is taken for granted. It is even considered as the very
core of what is accepted as good research at al. Strangely
enough, thisis seldom the case in computer sciencein gen-
eral and even more rare within computational linguistics,
perhaps because of tradition or lack of interest.

4.2. Technical challenges

From the technical point of view, one major conclusion
is that the difficulties of integrating language processing
software never can be over-estimated. Even when using
a libera architecture such as GATE it is hard work mak-
ing different pieces of software from different sources and
built according to different programming traditions meet
any kind of interface standard.

In a way, it is understandable that academia does not
always put much effort in packaging and documenting their
software, since their main purposeis not to sell and widely
distribute it. More surprising and discouraging, however,
is that some of the actors on the commercial scene do not
document their systems in a proper manner, either. Far too
often this has resulted in inconsistencies with the input and
output of other modules.

4.3. Linguistic challenges

Of course, language engineering components differ
with respect to such things as language coverage, process-
ing accuracy and the types of tasks addressed. It is also
the case that tasks can be carried out at various levels of
proficiency. The trouble is that there is no quality control
available neither to the tool-box developer nor to the end-
user. If alarge number of language processing components
areto beintegrated, they should first be categorised so that

componentswith agreat differencein, say, lexical coverage
are not combined.

A familiar problem for all builders of language process-
ing systems relatesto the adaptation to new domains. When
reusing resources huilt by others this becomes even more
accentuated, especialy if a language engineering resource
is available only in the black-box form (and thus relates to
the issues of the previous subsection).

5. General observations and experiences

Below are some broad conclusions — focal points —
drawn from the previous and present chapters, of what
should be considered when creating a general HLT archi-
tecture:

1. An architectureshould be general with respect toa
class of tasks, not to an entirefield of research The
issue of how general an architecture should be needs
to be considered since a too general one tends to be
hard to handle.

2. Keep the software open There are various dimen-
sions along which software could be considered open:
distributing and licensing it; keeping its source open
and inviting other people to participate in developing
it; and to achieve software that are easily adaptable to
new domains and types of information.

3. Allow for use of existing programs as well as for
the creation of system-specific ones The potential
drawback in using existing, externally produced soft-
ware concernsissues such as, e.g., maintenance, fixing
bugs, and extending/updating resources such as lexica
and ontologies. All these things rely on the external
program being supported by its producer.

4. Support maintenance of systems and the compo-
nents making them up Develop tools and methods
to support maintenance of components and systems,
both on the linguistic level, e.g., integrated machine
learning methods for lexical acquisition and grammar
induction, and on the software level, e.g., new file for-
mats and operating systems.

6. Motivation for a new architecture

The motivation for building a new architecture is pri-
marily due to the fact that when information refinement
emerged as aresearch areaat SICS, there was no single ar-
chitecture which fulfilled the demandsthat SICS's projects
made at the time. In particular, no one of the existing plat-
forms granted us full access to the source code and full dis-
tributional rights of the code, something which would be of
great interest to us since we wanted to be able to distribute
the source code of future information refinement systems
freely, and since the functionality of the tools used for in-
formation refinement will have to be tuned to each new in-
formation refinement task. The latter may include changes
to, e.g., the way the tools interact with each other and with
the user, as well as the kind of data they produce — such
changes may be difficult to achieve unless the software ar-
chitecture hosting the tools is accessible at the source code
level.
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The work on a new HLT architecture called Kaba is
an ongoing effort which was initiated in 1999 by Kristofer
Franzén and Jussi Karlgren at SICS. At first, Kaba was in-
tended to constitute an information extraction system for
Swedish. An attempt at porting an existing information ex-
traction system from English to Swedish turned out to be
cumbersome (Franzén, 1999). Along the above lines, the
conclusion was reached that future research in information
refinement at SICS would benefit from a research vehicle
having been built on site. Since 1999, the research focus
has shifted dlightly from information extraction to the more
general goa of information refinement, which makes the
need for an open and general architecture even clearer.

7. Requirement analysis

Deciding on what requirements are relevant for a given
project tends to be a top-down process, going from broad
issues such as, e.g., that the software under development
should be portableto new operating systems, to splitting the
portability into more specific sub-requirements. Require-
ments analysis aways asks the what-questions regarding
the software, e.g.: what equipment constraints exist, and
what functions are to be incorporated. The how-questions
areissued in the design phase described in Section 8..

Kaba is intended to function as a tool for developers
of information refinement systems, first and foremost for
research systems, but also for prototypes for testing ideas
within information refinement. Kabawill not be a fixed set
of toolsfor creating ready-to-ship products.

A typical Kaba user is a computational linguist with
programming skills. This person’srole is to use Kaba for
the creation of information refinement systems to be used
further in research and prototyping.

7.1. Project constraintsand external factors

To accomplish the portability of Kaba on the software
level, a widely supported programming language, such
as Java, has to be used throughout the development pro-
cess to implement all parts of the architecture. Further,
Kaba will require (and presuppose) a linguistic processor
that performs basic linguistic analysis of the texts to be
processed, e.g., part-of-speech tagging and some funda-
mental grammatical analysis. Most likely the processor
will be the Swedish and the English Functional Depen-
dency Grammars (FDG) from Conexor Oy, Helsinki, Fin-
land (Tapanainen and Jarvinen, 1997).

Kaba must be implemented using a technology and an
environment that facilitates easy integration of in-house or
third party software for linguistic analysis as well as basic
computational facilities, e.g., for reading and writing vari-
ous file formats.

7.2. The scope of thework

Figure 1 shows three different ways that an information
refinement system based on Kaba can interface with its en-
vironment, and thus gives some notion of what a developer
of such a system has to deal with. What differs between
the three constellations is the kind of user the system isin-
tended for. In Figure 1 A, the system interacts with an in-
formation provider of somesort, e.g., aweb site, adatabase,

Information Kaba-based Human user
provider system
A
Information Kaba-based Other software
provider system
B
Information Kaba-based Human user
provider system
C
Other software

Figure 1. Characteristics of the environment of a Kaba
based system.

or amobile service, on the one hand, and a human user on
the other.

In Figure 1 B, the Kaba-based system communicates
with the same kind of information provider as in Fig-
ure 1 A, but with another machine as counterpart instead of
ahuman. The setup illustrates the case when a Kaba-based
system is part of alarger system.

Finaly, Figure 1 C, shows a configuration in which the
system interacts with a human user as well as another ma-
chine.

7.3. Thescope of the architecture

When starting to look at what a user may want to do
with Kaba, it seems as agood ideato structure the require-
ments into what is commonly known as use cases (UC).
Cockburn (1997) gives an overview of a method that deals
with the identification and structuring of UCs. He defines
ause case as being what happens when actors interact with
a system to achieve a desired goal. An actor is an external
entity (human or other software) that uses the system. In
effect, UCs hold the functional requirements of asystemin
an easy-to-read format, and they represent the goal of an
interaction between an actor and the system.

In total, 30 use cases have been identified for Kaba and
seven of these congtitute the top level of the use case hier-
archy (Olsson, 2002):

UC 1: Develop an information refinement research and devel op-
ment prototype system.

UC 2: Evaluate an information refinement research and devel-
opment prototype system.

UC 3: Port an existing system to a new domain or language.

UC 4: Document system.

UC 5: Maintain system.

UC 6: Create learning material or tutorial.

UC 7: Manage LR and PR components.

Use cases 1 and 7 each have several sub-goalswhich are
illustrated in Figure 2 and Figure 3, respectively.

62



Develop an information
refinement R&D or
prototype system

uc1.2

Develop for inter-

action with a human

user

uci1i
uci1ii Develop for inter-
action with other
software
uc111 Create API
uc11.2 Maintain API|

uc1.1.3 Manage distributed

processing/access

uc1.1.4 Document API

uci1.21 Develop a system

for an expert

uci1.22 Develop a system

for a maintainer

uc1.23 Develop a system

for a layman

Figure 2: Schematic view of use case 1 and its sub-goals.

uc7
components

Manage LR and PR

uc71i Manage component

metadata

Manage external
components

uc7.s Manage internal

components

ucz.z2 Document component uc7.7
uc73 Manage input data
ucz7.7.1

Manage distributed
processing

uc7.8.1 Create an internal

component

ucz7.4 Manage output data

ucz7.7.2

Maintain external
component

uc 7.8.2 Maintain an internal

component

uc?7.5 Manage data persis-

tence

uc7.7.3 Use external com-

ponent

uc 7.8.3 Load and use an

internal component

uc 7.6 Manage data about

text S

Figure 3: Schematic view of use case 7 and its sub-goals.

8. Design proposal
The design proposal is intended to give a hint as to how
the requirement analysis could be realised.

8.1. Component metadata

This section covers use case 7.1 (Manage component
metadata). Metadata about both language resources (LR)
and processing resources (PR) is needed for severa rea-
sons, the first of which is to alow the developer (and the
future users of the system) to browse a collection of com-
ponents to see what components there are in order to build
an information refinement system utilising existing compo-
nents. I1n the same manner, metadata can be used to identify
shortcomings of existing components and act as a basis for
reguirementsanalysis and specification when new language
processing components need to be constructed or when new
language resources need to be devel oped.

There are several means by which metadata can be ex-

pressed, and it seems natural to convey such data in the
same format as the components themselves are annotated
or produce annotations about text. Thus, the system inter-
nal format of metadata should correspond to the internal
format of the data about text as described in Section 8.3,
whilethe external format of metadata should agree with the
format for data persistence described in Section 8.4..

8.2. Input and output

This section deals with use cases 7.3 (Manage input
data) and 7.4 (Manage output data). The Kabainformation
refinement development platform presupposes that some
sort of linguistic analysis has been performed on the text
to be processed by a Kaba-based system. Currently, the
FDG for English and Swedish are intended to be used, but
it should also be possible to use any TIPSTER compliant
linguistic processing component.

On the output side, a Kaba-based system should be able
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to generate representations of the text it has processed in a
format suitable to the user, regardless of whether the user is
another computer program or a human.

8.3. System internal representation of annotated text

This section covers use case 7.6 (Manage data about
text). Data about text can be expressed in various ways
and the crucia point in all data representation is that it
should facilitate rapid accessto arbitrary pieces of informa-
tion about the text. The representation formalism should
alow for scaling up without causing the system’s perfor-
mance to drop.

While the format of the external and persistent data is
like XML (see Section 8.4.), the internal representation is
based on the TIPSTER annotation scheme. Although the
two schemes are conceptually different the conversion be-
tween TIPSTER-style annotations and XML-based repre-
sentations s quite straightforward.

8.4. Datapersistence

This section deals with use case 7.5 (Manage data per-
sistence). Data persistence is needed in order to provide
Kaba with multiple-session capabilities, that is, to allow a
user to work with the same source of information during
several sessions and, in each session, having access to the
results from the previous ones. The need for working in
multiple sessions may occur, e.g., due to a system crash,
for saving intermediate results, or simply because the user
needs to interrupt the refinement process for other reasons.

The most suitable format is likely to be some instance
of XML, partially because of the fact that it is becoming
increasingly widespread in language engineering applica-
tions, and partially because there exist tools for manip-
ulating and converting between different instantiations of
XML.

8.5. Interactingwith others

There are several aspects of interaction which have to
be taken into account when designing an information re-
finement architecture like Kaba: (1) when a Kaba-based
system is used by other software as a part of a larger sys-
tem, (2) when a Kaba-based system utilises external com-
ponents, both processing and data, as a part of an informa-
tion refinement system, and (3) when a Kaba-based system
needsto interact with human users.

Case (1) isreflected in use case 1.1.1 (Create API). In
effect, what is required for a Kaba-based system to func-
tion in the context of a larger system, is a means for the
developer of thelarger system to have access to arestricted
and well-defined set of the functionality in the Kaba-based
system. Such access can be provided by means of a Java
APIL.

Case (2) is addressed in use case 7.7.3 (Use external
component) which concerns how to allow a Kaba-based
system to use external components, i.e., components not
primarily implemented for use within Kaba such as, for
instance, part-of-speech taggers and ontologies. To allow
Kaba to interact with external components, it is important
that the components all look the same from Kaba's point
of view. This means that the APIs that Kaba has to use to

achieve this interaction have to be well defined and consis-
tent.

Case (3) isaddressed in use cases 1.2.1 (Develop a sys-
tem for an expert), 1.2.2 (Develop a system for a main-
tainer), 1.2.3 (Develop a system for layman), al of which
am at fecilitating interaction between different kinds of
end-users and a Kaba-based system. Case (3) boils down
to creating a connection between atool or library for con-
structing GUIs, such as the Java Swing Classes (Topley,
1998), and Kaba.

8.6. Distributed processing

This section addresses use cases 1.1.3 (Manage dis-
tributed processing/access) and 7.7.1 (Manage distributed
processing). In various settings, the parts making up a
Kaba-based system need to be situated on different ma-
chines, connected by a network. One such setting occurs
when some component, for example the one providing the
initial linguistic analysis of input text, is available only for
a particular operating system, while the rest of the system
runs on another machinein the network. The different parts
of the system then have to communicate using some proto-
cal, eg., SOAP.

8.7. Documentation and tutorials

This section addresses use cases 1.1.4 (Document API),
4 (Document system), 6 (Create learning material or tuto-
rial), and 7.2 (Document component).

Kaba should come with incentives for devel opers, both
of the Kaba architecture itself and of Kaba-based systems,
to document their efforts. Such stimulus should be in the
form of guide-linesand examples. Thereisarange of possi-
ble formats for documenting software systems, e.g., HTML
and plain ASCII. It is also important that the guidelines are
tied as little as possible to the chosen format. As for doc-
umenting the source code, existing tools such as Javadoc
should be used.

Examples and tutorials should be encouraged by pro-
viding templates, example examples and tutorials to Kaba
users and system developers.

8.8. Creatinginternal components

This section deals with use case 7.8.1 (Create an in-
ternal component). In Kaba, an internal component is one
that is under the control of the developer in that it provides
him with a more elaborate API than external components
do. Typically, an internal component is created explicitly
for use within a Kaba-based system.

A variant of the Common Pattern Specification Lan-
guage (CPSL) called Kaba Pattern Specification Language
(KPSL) will form the base formalism in which the function-
ality of the internal components will be expressed. CPSL
is an effort by the TIPSTER working group that, unfortu-
nately, has not been officially released. However, Appelt
(1999) as well as Cunningham et a. (2000) present im-
plementations of annotation engines based on CPSL. Es-
sentially, a CPSL rule describes afinite state transducer for
TIPSTER annotations.

It should be possible to construct internal components
in several ways, for instance by hand-crafting rules using

64



agraphical rule editor, or by breeding them using machine
|earning methods.

8.9. Loadingand using internal components

This section dealswith use case 7.8.3 (Load and use an
internal component). Once the KPSL rules making up a
component have been developed, they are turned into Java
code by a KPSL rule compiler. Along with the compiler
come Java classes that facilitate dynamic loading of com-
piled sets of rules. Thus, as long as the KPSL rules have
been compiled to Java and the Kaba-based system knows
where to find the components, there are means by which
they can be dynamically loaded into the system at runtime.

8.10. Maintenance

The fundamental question when it comes to mainte-
nance of any software is When is maintenance necessary
for this piece of software in this particular setting? and,
in the context of information refinement systems, this calls
for well-defined criteria that can be used to probe the sys-
tem’s performance with respect to the task it is supposed to
accomplish, or the system’s affordance with respect to the
users’ expectationsasto what the systemisreally supposed
to do.

8.10.1. Maintenance of external components

This section addresses use cases 1.1.2 (Maintain API)
and 7.7.2 (Maintain external component). The cases are
closely related in that communication between a Kaba
based system and other software will always take place via
some kind of API. Thus, maintaining an external compo-
nent isin many cases the same as maintaining the API that
Kaba uses for communicating with that component.

8.10.2. Maintenance of internal components

This section deals with use case 7.8.2 (Maintain an in-
ternal component). Maintenance of internal components
should be facilitated by a graphical interface for inspecting,
editing, loading, executing, and evaluating KPSL ruleswith
respect to some success criteria set up for the component. It
should be possibleto do all thisusing the same, or asimilar,
graphical interface as when creating internal components.

8.10.3. Maintenance of systems

This section deals with use case 5 (Maintain system)
which involves all other kind of maintenance mentioned
previously in this section, i.e., maintenance of component
APIs and external components (Section 8.10.1.), aswell as
of internal components (Section 8.10.2.). In addition, main-
tenance of systems also involves taking care of the whole
formed by the pieces, e.g., seeing to it that the documen-
tation is up to date, installing new software when needed,
and monitoring the system'’s performance on a regular ba-
sis. This should be supported in the same way as mainte-
nance of external componentsis, e.g., by giving guidelines
for how to integrate the documentation of the parts into a
central repository, and collect information about availabil-
ity of new components.

8.11. Providing support for porting systemsto new
domains

This section deals with use case 3 (Port an existing sys-
tem to a new domain or language). While maintenance
may accommodate correction of minor changes to a sys-
tem, there will also be occasions when the shift of domain
or information need is so different from that captured by
an existing system that maintenance of the system or one
of its components is not enough to compensate for it. In
these cases, the question of whether to use an existing sys-
tem or to create a new one from scratch arises. One of
the issues of providing support for porting systems to new
domains and needs should be to supply the devel oper with
cluesfor deciding the answer to that question. If the answer
isthat an existing system could probably be altered (ported)
to meet the new needs, then the follow-up question should
be: What parts of the existing system can be re-used, and
to what degree do they need to be modified? Again, Kaba
should provide methods that makes answering this question
easier.

8.12. Providing support for evaluation

This section addresses use case 2 (Evaluate an infor-
mation refinement R& D or prototype system). Evaluation
of information refinement systemsis a crucial issuein sev-
eral aspects. The basic support for evaluation of informa-
tion refinement systems can be of two kinds: by providing
linguistically annotated data that act as a key to the ques-
tions for which a system is to be evaluated, or by provid-
ing toolsthat presuppose the presence of an answer-key for
comparing data structures and cal cul ating measurements of
performance. Both kinds of support are necessary. In the
former case, machine learning methods are often used as
an aid in obtaining the correctly annotated corpora consti-
tuting the answer-key. In the latter case, the comparison of
data structures should yield valuesin an appropriate metric,
e.g., precision and recall, depending on the featuresthat are
evaluated.

9. Conclusions

When developing a general tool or architecture, it is
possible to focus the technical and linguistic effortsin sev-
eral ways. The most obviousoneis to formulate and main-
tain an explicit goal regarding the kind of tasks that pro-
grams developed within the genera architecture at hand
should cope with. By obtaining and focusing on the goal
at an early stage in the development of the open architec-
ture, one can avoid ending up with a definition and design
of afar too general system: when it comesto generality for
language engineering, it should be with respect to aclass of
tasks, rather than to the field as such.
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Abstract
At TALP, we are working on speech recognition of official languages in Catalonia, i.e. Spanish and Catalan. These two languages share
approximately 80 % of their allophones. The speech databases that we have available to train HMMsin Catalan have a smaller size than
the Spanish databases. This difference of size of training databases results in poorer phonetic unit models for Catalan than for Spanish.
The Catalan database size is not enough to alow correct training of more complex models like triphones. The aim of this work is to
find segments in Spanish databases that, used in conjunction to the Catalan utterances to train the HMM models, get an improvement
of the speech recognition rate for the Catalan language. To make this selection, the following information is used: the distance between
the HMM which are trained separately in Spanish and Catalan, and the phonetic attributes of every allophone. A contextual acoustic
unit, the demiphone, and a state tying approach are used. Thistying is done by tree clustering, using the phonetic attributes of the units
and the distances between the HMM states. Different tests have been carried out by using different percentage of tied statesin training
simultaneously in Catalan and Spanish. In thisway, Catalan models are obtained that give generally better results than the models trained
only with the Catalan utterances. However, we observe from one of the tests that, when the number of gaussians is increased, that
improvement becomes aloss of performance. Currently, we are working on the inclusion of additional labels to avoid that tree clustering

puts in the same pool phoneme realizations that are too much different.

1. Introduction

It is not strange to develop in a same laboratory speech
recognition systems for different languages. In the TALP
wework in official languages of Catal onia, the Spanish and
the Catalan. Thesetwo languages share approximately 80%
of their allophones (both come from the Latin and share
geographic space).

The available speech databases to train the HMMs in
Catalan have an smaller size that the available databasesin
Spanish.

This difference in the dimensions of the training
databases is one of the causes by which poorer estimations
of the Catalan phonetic units are obtained than in Span-
ish. Thus, whereas in Spanish the units with what we
obtain higher recognition rates are triphonemes or demi-
phones, in Catalan the best results are obtained model-
ing allophones (Paches, 1999), 3 states CDHMM with 32
Gaussian for state, since the database sizeis not sufficient to
allow correct train of more complex modelslike triphones.

In other works (Marifio et al., 2000b), for bilingual
recognition systems with these two languages that should
work with limited resources (memory, time, etc.), a set of
bilingual HMMs has been created (modeling demiphones)
that share some models for both languages. These models,
trained with utterances from both languages, obtain alower
recognition rate than their respective monolingual models,
but the degradation is not significant.

Theselast recognition results suggests the possibility of
a carefully selection of some utterances from the Spanish
databases might the Catalan acoustic HMMs.

(Bonaventura et al., 1997; Whesatley et al., 1994) al-
ready suggested the idea to train phoneme models for a
language using other languages and implemented a num-
ber of different metrics for measuring similarities among
cross-language phonetic models. (Bub et a., 1997) consid-

ered thistask as aquestion of model adaptation and (Imperl
and Horvat, 1999) aready used context-depending pho-
netic units (triphones) in multilingual models.

All these works discus the difficult to select the utter-
ances segmentsto train the shared models. As aframework
to do this selection, in this paper we present some prelim-
inary results using demiphones (Marifio et al., 2000a) as
context-depending phonetic units and clustering algorithms
that are usually employed to train units that appear little
in the training corpus. So, the aim is to use these clus-
tering algorithms to relate contextual units from different
languages.

The paper is organized as follows. Section 2. describes
the work methodology, section 3. gives some preliminary
results and section 4. presents conclusions and future work.

2. Procedure

The procedure that we followed has been: 1) to choose
an acoustic unit inventory for both languages, 2) to choose
algorithmsto select and to tie acoustic units and, 3) to train
and to evaluate units for the Catalan with a different per-
centages of units also trained with the Spanish utterances.

2.1. Spanish and Catalan Allophones Inventory

The alophone transcription is made by different soft-
wares (Saga for the Spanish and Segre for the Catalan) de-
veloped in TALP research center. These programsuse rules
to turn the orthographic text to strings of allophone coded
in SAMPA notation.

The transcriptor Saga uses the rules described in (Llis-
terri and Marifio, 1993) to obtain the phonetic transcription.
The program Segre uses extern rules devel oped in the UAB.

The program Segre transcribes the Catalan sentences
using 34 different allophones. In table 1 are shown these
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allophones with the attributes! that we associated to them.
They are used to indicate common characteristics between
the unitsfor tree-clustering. These attributes can have pho-
netic meaning (voiced, manner and point of articulation) or
not (for example speaker gender), however, in the present
case all attributes have a phonetic meaning.

| Al] Attributes L ]
a | vowels, open, central, voiced C.ES
e | vowels, mid_close, front, voiced C.ES
E | vowels, mid_open, front, voiced C
i | vowels, close, front, voiced C.ES
o | vowels, mid_close, back, voiced, rounded C,ES
O | vowels, mid_open, back, voiced, rounded C
u | vowels, close, back, voiced, rounded C.ES
@ | vowels, schwa, central, voiced, unrounded C
j | dlides, palatal, semivowel, voiced, close, front CES
w | glides, labia _velar, approximant, voiced, close, | C,ES
back
uw| glides, voiced, close, back, rounded C
p | consonants, bilabial, plosive, voiceless, stop C,ES|
t | consonants, dental, plosive, voiceless, stop C,ES|
k | consonants, velar, plosive, voiceless, stop C,ES
b | consonants, bilabial, plosive, voiced C,ES
d | consonants, dental, plosive, voiced C,ES
g | consonants, velar, plosive, voiced C,ES
B | consonants, bilabial, approximant, voiced C,ES
D | consonants, dental, approximant, voiced C,ES
G | consonants, velar, approximant, voiced C,ES
f | consonants, labiodental, fricative, voiceless C,ES
s | consonants, alveolar, fricative, voiceless C,ES
z | consonants, aveolar, fricative, voiced C,ES
X | consonants, velar, fricative, voiceless ES
jj | consonants, palatal, approximant, voiced ES
T | consonants, interdental, fricative, voiceless ES
tS| consonants, palatal, affricate, voiceless, | ES
mid_palatal
S | consonants, palatal, fricative, voiceless, | C
mid_palatal
Z | consonants, palatal, fricative, voiced, mid_palatal | C
y | consonants, palatal, approximant, voiced C
| | consonants, alveolar, lateral, voiced, liquid, back | C,ES
L | consonants, palatal, lateral, voiced C,ES|
m | consonants, bilabial, nasal, voiced C,ES
n | consonants, alveolar, nasal, voiced C,ES
N | consonants, velar, nasal, voiced C,ES
J | consonants, palatal, nasal, voiced CES
r | consonants, alveolar, tap, voiced, rothics, liquid C,ES|
rr | consonants, alveolar, trill, voiced, rothics, vibrate | C,ES
R | Alveolar, Voiced, Rothics, vibrate ES

Table 1: Allophone list (All.) that the program Segre (C)
and Saga (ES) uses (in SAMPA notation) and attributes that
are assigned to each unit.

The program Saga providesthe 32 allophonesfor Span-
ish language. They are aso shown in table 1. These
inventory were used in the Spanish SpeechDat database

'They were designed, in addition to the TALP members, by
the Laboratory of Phonetics from the UAB and by Silvia Llach
from the UG.

(Moreno, 1997) design.

Between the 32 selected allophones to represent Span-
ish (ES) and the 34 to represent the Catalan (C), there are
27 alophones (C,ES) that share the same SAMPA notation,
for examplethe vowels/a/, /e/, i/, lol and /ul.

2.2. Shared Trainingand HMM Distance Measure

In an initial step, we trained units separately for each
language. In a second step, we re-estimated the Catalan
units using also utterances in Spanish. To do this, we tied
the Catalan HMM states and the Spanish ones by tree-
clustering (Young et al., 1999) with the separately trained
HMMs values and the allophones attributes from table 1.

We sort the HMM states that have been tied in both lan-
guages by distances between their values. This will later
help us to decide which units are finally shared in the ex-
periments, when we only leave tied a p percentage of these
HMM states.

The distance measure between two HMMs that we use
is described in (Young et al., 1999). This measureis based
on the sum of the probabilities that the averages that char-
acterize HM M, belong to HM M, and vice versa. The
probability is evaluated logarithmically so, in the case that
H M M, and HM M, are the same model, we obtain adis-
tance zero among them.

So, were-estimate the HMMs of both languagesjointly.
The Catalan HMMs with the Catalan utterances and the
Spanish HMMs with Spanish utterances. However, there
is a certain p percentage of HMMs states shared (or tied)
between both languages and therefore, that are trained si-
multaneously in Catalan and Spanish.

3. Experimentsand Results

HTK (Young et a., 1999) software is used to train
HMMs and to carry out the speech recognition experi-
ments. A classic parametrization of four characteristics has
been used, three of dimension 12 and one of dimension 2,
trained respectively with a Mel-Cepstrum with mean sub-
traction, its first differential, its second differential and, in
joint form, second and third energy differential. CDOHMM
are used to model the acoustic units.

3.1. Spanish and Catalan Speech Databases

3.1.1. Training Data

In order to estimate the HMMs two sets of utterances
are used (in both cases the automatic transcription is done
without considering coarticul ation between words):

e Catalan corpusis formed by 3,981 sentences from the
SpeechDat Catalan database (Hernando and Nadeu,
1999), with 639 different speakers (Catalan Eastern di-
alect) and 171,443 alophones according to the Segre
transcription (6.5 hours of speech for training).

e Spanish corpus is formed by 4,951 sentences from
976 different speakers (Spanish speakers from Catal o-
nia) from the SpeechDat Spanish database (Moreno,
1997). This sentences set is formed by 242,813 allo-
phones according to the program Saga (al so more than
6 hours of speech for training). This corpus represents
afourth database size than it is available for Spanish.
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3 @ESaaESo0OESeeE ESii ESuu
4 @ESaaESooO ESeeE ESii ESuu
5 @ ESaa ESeeE ESii ESoo0 O ESuu
8 @ ESaa ESee E ESii ESoo (0] ESuu
13| @ ESa|a ESe|eE ESi|i ESo|oO ESu|u

Table 2: Vowels clustering by smaller between models distances according to the final maximum number of groups (first
column). The Spanish allophones are distinguished from the Catalans by the prefix ES added to its SAMPA representation.

In this paper, we focus our experiments on the p per-
centage of HMM s states tied between both languages.
Future research will be addressed to the size database
ratios.

Between Catalan and Spanish modelswe notice 27 allo-
phonesthat have the same (SAMPA) representation. These
are the 94.43% total number of allophonesin our Spanish
training corpus and the 76.95% in the Catalan one (the dif-
ferenceis mainly due to the allophone schwa/@/ that does
not exist in Spanish and has 16.90% frequency of apparition
in our Catalan database). On the other hand, the most fre-
guent alophone in our Spanish database (/a/ with 13.04%
frequency) is also in Catalan database.

3.1.2. Evaluation Data

The evaluation tests have been carried out with a
database with locality names (2,633 sentences with 232 dif-
ferent names with length from one to five words by sen-
tence) and with a people names database (2,956 sentences
with 510 different names). All these sentences come from
the Vocatel database (Nadeu et al., 1997).

3.2. AllophoneClustering

Allophone model s have been trained separately for each
language (CDHMM of 3 states with 4 Gaussian for state).
These models objective is twofold: first, to do a prelim-
inary analysis of distances that there are between models
from both languages and, second, like a departure point for
demiphone units training.

To study the correlation between SAMPA representa-
tion and HMM distance we clustered the 13 models that
represent the vowels set for both languages into 8 models,
matching the modelsthat are at smaller distance. In table 2
is shown the clusters that are obtained according to their fi-
nal maximum number (3, 4, 5 and 8) that are requested to
the clustering algorithm. We obtain that each vowel joins
with whom shares symbol SAMPA.

The table 3 shows similar experiment but clustering
HMM states independently. The clusters are ordered from
less distance between HMM states to more. It can be seen
that the similarity between models depends on the HMM
state.

We created models simultaneously training the allo-
phones that share its SAMPA representation. The exper-
iments gave recognition rates poorer than with the allo-
phones trained only with Catalan utterances. Probably this
is due to many shared allophones occur in different allo-
phone contexts in both languages.

In above mentioned work (Marifio et al., 2000b), where
demiphones were used for a bilingual recognition system,

| Cl. Order || Left State | Middle State | Right State |

1 aESa aESa aESa
2 i ES eESe eESe
3 eE eESeE 0ESo
4 @ aESa Oo @ aESa
5 eEESe i ESi i ESi

Table 3: Clustering order depending on distance between
HMM states followed by Catalan and Spanish (with prefix
ES) vowels.

the degradation was not significant. In order to approach
the different allophone context problem we aso use the
demiphone as acoustic unit, so that the context tied can be
better controlled.

3.3. Demiphone Clustering

These demiphones which were trained simultaneously
in both languages were chosen by tree clustering, using the
allophone attributes (table 1) and the distance between the
HMMs (we use the tree clustering described in (Young et
al., 1999)).

In Catalan, after tree-clustering, are used 1,092 demi-
phones modeled by CDHMM of 2 states with 1 Gaussian
for state. We also use a model for silence and one for the
speaker noise, both of 3 states and 1 Gaussian for state.
Following the same procedure, in Spanish 852 CDHMM
for demiphones are obtained, plus one for silence and one
for the speaker noise.

The analysis of the clusters that are obtained tying by
trees is complex. First, we obtained different clusters de-
pending on if we tried simultaneously to cluster all states
that form amodel or make clusters by state. Second, some
of the clusters had that we would name phonetic explana
tions, but others were inexplicable from this point of view.

It isdifficult to evaluate which tying improve the recog-
nition in Catalan and which not. Preliminary experiments
with our databases seems indicate that tying between some
vowels (for example, /e/ /E/ and /ESe/, or /ol /O/ and /ES0/)
worsen the speech recognition in Catalan language.

Several tests have been done operating only on the tying
p percentage allowed between demiphonespre-tied by tree-
clustering with both languages.

In order to have baseline models for the evaluation
demiphones CDHMM with only the Catalan utterances
have been trained (it is the case of p = 0.00%). In the
table 4 are shown the different recognition rates that were
obtained. Inthefirst columnit isindicated p, the states per-
centage for atotal HMM sates set of (2 * 1, 092) states that

69



were tied in the training and which, therefore, were trained

simultaneously both languages.

| p(%) | Corr. Names (%)

| Corr. Localities (%)

| 1 Gaussian for state |
0.00 | 71.28[69.76,72.80] | 85.26 [84.02,86.50]
12.34| 71.96[70.44,73.48] | 86.75[85.51,88.00]
24.95| 71.96[70.44,73.48] | 86.06 [84.82,87.30]
3401| 72.63[71.11,74.15] | 85.72[84.48,87.00]
| 4 Gaussian for state |
0.00 | 75.51[74.00,77.03] 89.21[88.14,90.28]
34.01| 76.52[75.00,78.04] | 87.20[85.96,88.44]

Table 4: Recognition rates for Catalan sentences depend-
ing on the p percentage of states trained simultaneously.
Between parenthesisthere are the probabilities margin with
alevel of significance of 95 %.

One of the main causes for database people names had
worse recognition rate than the site names is that many
names are only different by last allophone (due to the gen-
der; for example Francesc for male and Francesca for fe-
male) and, in addition, are shorter.

In the results of the table 4 Catalan models with one
gaussian for state are obtained that give generally better re-
sults using a percentage of bilingual states than the models
trained only with the Catalan utterances. However, when
we increased the number of Gaussians the recognition im-
provement becomes a loss of performance for localities
database experiment.

4. Conclusion and Future Work

In this paper, we described a method to take advan-
tage of Spanish language speech resourcesto improve Cata-
lan language acoustic HMMs to speech recognition. We
used language as an attribute in the clustering algorithm
and CDHMM modeling demiphones. They alowed a bet-
ter control over the tied alophone context between lan-
guages. Further research is need to improve the phonetic
transcription and the attributes of these units, for example
distinguishing units that at the moment have same symbol
SAMPA and, to experiment other types of distances be-
tween pdfs, for example the Hellinger distance (Settimi et
a., 1999). Our next step will be to carry out experiments
increasing the size of the Spanish speech databases and to
carry out recognition tests with other tasks, observing the
amount of used Spanish material in thetraining and the test,
not only the shared states percentage. Once developed this
tying procedure it will be interesting to extend it to other
languages that have poor speech databases resources. In
our center similar works between dialects of Spanish are
being made (Nogueiras et al., 2002).
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Abstract
Much of thework on parallel texts alignment triesto push the boundaries of |anguage independence asfar as possible. Thishasbeen a
trend since the first approaches on sentence alignment in the early 1990s. In this paper we discuss portability issues of parallel texts
alignment techniques. How language independent can they be? We examine several alignment techniques proposed by previous
authors, discuss how far they went with language independent methodol ogies, why some authors decided to add linguistic knowledge
to their systems and what i mprovementsthey attained by doingit. We will also discuss some methodol ogies and the problemsfaced by
systemswhich aim at extracting Translation Equivalentsfrom aligned parallel texts.

1. Introduction

Text aignment techniques am at identifying
automatically correspondences between parallel texts, i.e.
either correspondences between text segments, words or
even sequences of characters. Parallel texts are sets of
texts which are translations of each other in different
languages, like the proceedings of the European
Parliament, which is published in the eleven official
languages® of the European Union — the Official Journal
of the European Communities —, or the proceedings of the
Canadian Parliament which is published in both English
and French — the Canadian Hansards.

Much of the work on parallel texts alignment tries to
push the boundaries of language independence as far as
possible, i.e. by not using language specific knowledge for
the alignment process. This has been atrend since the first
approaches on sentence alignment in the early 1990s (Kay
and Roscheisen, 1993; Brown et al., 1991; Gale and
Church, 1991). Still, some authors have resorted to adding
some linguistic knowledge in order to improve the
alignment results, either by adding short bilingual
dictionaries to bootstrap the alignment process (Wu, 1994;
Melamed, 1999) or by using word similarity measures to
find similar words automatically (Simard et al., 1992;
Melamed, 1999).

Many authors have tried not to feed linguistic
knowledge to their alignment systems, in particular, short
bilingual dictionaries, since this makes them easily
language dependent and, consequently, hardly portable to
other languages. Also, those dictionaries may be
incomplete and outdated. In addition, they usually do not
provide all the possible word variants due to possible
language inflection. Moreover, linguistic knowledge may
be expensive to get, may require much time to compile,
may be hard to get especially for minority languages or
languages for which there are not much linguistic
resources available (as in African languages).

In this paper we discuss portability issues of parallel
texts alignment techniques. How language independent
can they be? We examine several alignment techniques
proposed by previous authors, discuss how far these

! Danish (da), Dutch (l), English (en), Finnish (fi), French (fr),
German (de), Greek (), Italian (it), Portuguese (pt), Spanish
(es) and Swedish (sv).

authors have gone with language independent
methodologies, why some authors decided to add
linguistic knowledge to their systems and what
improvements they attained by doing it. We will also
discuss some methodologies and the problems faced by
systems which aim at extracting Translation Equivalents
from aligned parallel texts.

This paper is organised as follows: the next section
gives a brief overview of what parallel texts alignment is.
Section 3 provides some evidence on the amount of
lexical cues available in European languages. Section 4
describes previous work on aignment techniques
developed by some authors, both on sentence and word
level, and discusses the strategies they used regarding
language independence. Section 5 describes how language
independent the extraction of Translation Equivalents can
be. Finally, section 6 presents the conclusions and some
future work.

2. Parallel Texts Alignment

Today, it has become quite common to find parallel
texts virtually everywhere from translations of books in
bookshops, to consumer products information in
supermarkets, instructions manuals in the industry,
multilingual portals in the Internet, and it has even
become trendy to find parallel versions of songs in
English and Spanish. In all these parallel texts, one can
notice a continuum in the ‘degree of non-parallelness
from legislative texts and instructions manuals, which
tend to be very faithful to the originals, to translations of
books or lyrics of songs, which leave more freedom and
creativity to the translator.

Text aignment techniques am at identifying
automatically correspondences between those parallel
texts. Once they are aligned it is possible to start using
them for various purposes. For example, an immediate
application is the production of bilingual concordances.
Bilingual concordances are particularly useful for the
preparation of commercia bilingual dictionaries, for
translators and even for foreign language learners. They
alow the examination of the way specific words or terms
are translated into another language, providing
simultaneously part of the context in which they appear.

Furthermore, they can also be used to build Bilingual
Dictionaries, Bilingual Terminology Databanks, Translation
Memories, to name but a few immediate applications.
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This data can then be included in Machine Translation
systems, Computer Assisted Translation tools, Cross-
Language Information Retrieval systemsor Lexicographers
workbenches.

Thelexical cuesfound in parallel texts have been quite
used. They can be identical tokens in two texts (numbers,
proper names, punctuation marks), similar words
(cognates, like Comissdo and Commission, in Portuguese
and English, respectively) or known translations (like data
and fecha, in Portuguese and Spanish, respectively). These
tokens, called anchors (from Kay and Rdscheisen, 1993,
p. 128), allow correspondences between the texts, and
help the alignment system to keep track of the evolution
of text and to avoid straying away from the correct
alignment.

3. Sharing Words

Several authors have used lexical cues as potential
anchors for alignment. In fact, the number of identical
tokens available in parallel texts should not be
underestimated.

According to the results reported in Ribeiro et al.
(2000), almost 15% of the ‘vocabulary’ (different tokens)
found in their texts from the Officia Journal of the
European Communities was found to be the same in its
various official languages with respect to the Portuguese
text (this number aso includes names, numbers and
punctuation). They used a sample of parallel texts from
three sources: records of the Written Questions to the
European Commission, records of Debates in the
European Parliament and Judgements of The Court of
Justice of the European Communities. Table 1 gives an
overview of the equal vocabulary size across the ten
language pairs (see footnote 1 for the abbreviations):

Sub-Corpus
Debates
2.0k (10%)
1.9k (10%)
1.5k ( 8%)
2.2k (11%)
6.5k (32%)

Pair
pt-da
pt-de
pt-el
pt-en
pt-es
pt-fi
pt-fr
pt-it
pt-nl
pt-sv
Average

Average

1.9k (11%)
1.8k (10%)
1.5k ( 9%)
2.1k (12%)
6.0k (33%)
0.2k (19%)
2.1k (12%)
2.8k (16%)
1.9k (11%)
0.2k (19%)
2.5k (1496

Written Questions
1.2k (17%)
1.0k (15%)
1.0k (15%)
1.3k (19%)
2.5k (38%)

Judgements
0.2k (19%)
0.2k (19%)
0.1k (18%)
0.2k (20%)
0.3k (36%)
0.2k (19%)
0.2k (22%)
0.2k (25%)
0.1k (19%)
0.2k (19%)
0.2k _(22%)

2.3k (11%)
3.0k (15%)
2.0k (10%)

1.3k (19%)
1.4k (22%)
1.2k (17%)

1.3k _(20%) 2.7k (13%)

Table 1: Average size of common vocabulary per pair of
parallel textsin thousands.

Table 1 also shows the average percentages with
respect to the size of the vocabulary found in Portuguese
parallel texts are in brackets.

For example, an average of 2500 tokens were found to
be exactly the same for the Written Questions parallel
texts in Portuguese and Spanish (pt-es). This corresponds
to an average of 38%, i.e. 38% of the vocabulary found in
the Portuguese Written Questions parallel texts was equal
to the Spanish vocabulary.

In the case of close languages such as Portuguese and
Spanish, the average rate rises to more than 30%; for the
opposite reason, it drops to about 10% for the pair
Portuguese-German.  Furthermore, the number of
occurrences of these shared vocabulary tokens in the
parallel texts (see Table 2) reaches an average of almost
50% in paralel texts in Portuguese and Spanish. For

Portuguese and German parallel texts, this number is
about 20% on average.

Sub-Corpus
Debates
103.6k (25%)
80.7k (19%)
66.7K (16%)
100.5k (24%)
192.5k (46%)

Written Questions
18.3k (32%)
15.0k (27%)
16.4k (29%)
17.8k (31%)
29.7k (52%)

Pair
pt-da
pt-de
pt-el
pt-en
pt-es
pt-fi
pt-fr
pt-it
pt-nl
pt-sv.
Average

Average
92.5k (26%)
72.2k (20%)
60.1k (18%)
89.8k (25%)
171.4k (47%)

1.3k (30%)
95.5k (27%)
86.7k (25%)
94.8k (26%)

1.3k (29%)
95.4k (27%)

Judgements
1.5k (33%)
1.4k (31%)
1.4k (31%)
1.4k (30%)
2.4k (52%)
1.3k (30%)
1.9k (41%)
1.8k (38%)
1.6k (35%)
1.3k (29%
1.6k (35%

22.8k (40%)
20.3k (35%)
19.8K (35%)

106.3k (26%)
96.7k (23%)
106.0k (25%)

20.0k (35%) 106.6k_(25%)

Table 2: Average number of common tokens per pair of
parallel textsin thousands

Table 2 also shows the average percentages of
common tokens with respect to the number of tokens of
the Portuguese parallel text are in brackets. For example,
about 1400 tokens are were found to be equal in both
Greek and Portuguese for the Judgements parallel texts;
this covers 31% of the total number of tokens of the
Portuguese Judgements parallel texts.

This is a wealthy source of lexical cues for parallel
texts alignment that should not be left unused.

Homographs, as a naive and particular form of
cognates, are likely translations, which makes them
potential reliable anchors. For example, Portugal is
written like this in several European languages, which
makes it a potential anchor for alignment.

These anchors end up being mainly numbers and
names. Here are a few examples of anchors from a parallel
text in English and Portuguese: 2002 (numbers, dates),
ASEAN (acronyms), Patten (proper names), China (names
of countries), Manila (names of cities), apartheid (foreign
words), Ltd (abbreviations), habitats (Latin words), ferry
(common words), global (common vocabulary).

4. Alignment Techniques

Some alignment techniques establish correspondences
between sentences — sentence alignment — where as other
techniques try to provide more fine-grained alignments by
establishing correspondences between words — word
alignment. The next section will describe some sentence
alignment techniques. Section 4.2 describes word
alignment techniques.

4.1. Sentence Alignment

Back in the early days of alignment, in the 1990s,
sentences were set as the basic units for alignment. Each
text was viewed as a sequence of sentences and alignment
algorithms attempted at making correspondences between
the sentencesin the parallel texts.

The method proposed by Kay and Réscheisen (1993)
assumed that for sentences in a translation to correspond,
the words in them must also correspond. Two words were
considered to have similar distributions if they tended to
co-occur in the tentatively aligned sentences. In this case,
if their measure of similarity was above a threshold, it
would mean they were translations and, finally, sentences
were aligned if the number of words associating them was
greater than an empirically defined threshold.

In other alternative approaches, less knowledge based,
sentences were aligned as long as they had a proportional
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number of words (Brown et al., 1991) or characters (Gale
and Church, 1991). They started from the fact that long
sentences tend to have long translations and, conversely,
short sentences tend to have short translations. This
correlation was the basis for their statistical models.
Brown et al. (1991, p. 175) remarked that the error rate
was slightly reduced from 3.2% to 2.3% when using some
linguistic knowledge like the time stamps, question
numbers and author names found in the parallel texts. This
confirmed that sentences could be aligned just by looking
at sentence lengths measured in number of tokens and that
extra linguistic knowledge did not improve the results
significantly.

Although none of these algorithms depend on some
word similarity measure as in later work (e.g. Simard et
al., 1992), these algorithms tended to break down when
sentence boundaries were not clearly marked.. This means
full stops would have to be clearly interpreted as sentence
boundaries markers. However, they are not safe markers
of sentence boundaries.

Gale and Church (1991, p.179) reported that only
53% of the full stops found in the Wall Street Journal
were used to mark sentence boundaries. Full stops may be
part of abbreviations (Dr. A. Bromley) or numbers (1.3%),
they are not usually found in headlines (Tyre production),
they may not even exist because they were not added, or
they were either lost or were mistaken for noise in the
early days when electronic versions of parallel texts were
still rare and texts needed to be scanned.

Wu (1994) also aligned English—Chinese sentences
with proportional lengths. He also began by applying a
method similar to the one used by Gale and Church (1991)
and reported results not much worse than those expected
by this algorithm. Still, he claimed sentence alignment
precision over 96% when the method incorporated a seed
bilingual Iexicon of words commonly found in the texts to
be aligned (e.g. names of months, like December and its
equivalent in Chinese +—F). So, again Wu's work
confirmed that the use of lexical cues would be beneficial
for aignment.

4.2. Word Alignment

If word alignment is the main goal, alignment
algorithms must be more ‘careful’ in order to avoid wrong
word correspondences. This is a much more fine-grained
alignment since it is no longer done at sentence level but
a word level. In contrast with sentence aignment
algorithms which permit a margin of tolerance for
occasional wrong word matches, at word level, the
sentence is no longer a ‘safety net’. Consequently, the
penalty on wrong word matches becomes much higher.

By adding some lexica information, Church (1993)
showed that alignment of parallel text segments was
possible by exploiting orthographic cognates instead of
sentence delimiters. He used the rule of equal 4-gramsiin
order to find ‘cognate’ (similar) sequences of charactersin
the parallel texts, i.e. sequences of four characters which
are equal in the texts. Thisisagood strategy for languages
which share lexical similarities like languages which share
acharacter set.

The idea of exploiting cognates for alignment had
been proposed one year earlier in a paper by Simard et al.
(1992). According to the Longman Dictionary of
Applied—Linguistics, acognateis“aword in one language

which is similar in form and meaning to a word in another
language because both languages are related” (Richards et
al., 1985, p. 43). For example, the words Parliament and
Parlement, in English and French respectively, are
cognates. They are similar in form and have the same
meaning. When two words have the same or similar forms
in two languages but have different meanings in each
language, they are called false cognates or false friends
(Richards et al., 1985, p. 103). For example, the English
word library and the French word librairie are false
cognates (Melamed, 1999, p. 114): library is translated as
bibliotheque in French and, conversely, librairie as
bookstore in English.

Simard et al. (1992) used a simple rule to check
whether two words were cognates. They considered two
words as cognates if their first four characters were
identical Gimard et al., 1992, p. 71), as is the case of
Parliament and Parlement. This simple heuristic proved
to be quite useful, providing a greater number of lexical
cues for alignment though it has some shortcomings.
According to this rule, the English word government and
the French word gouvernement are not cognates. Also,
conservative and conseil (‘council’), in English and
French respectively, are wrongly considered as cognates
(Melamed, 1999, p.113). The rule is sensitive to
variations in the first four letters and it does not
distinguish different word endings.

In fact, both the rule proposed by Simard et al. (1992)
and the one used by Church (1993) are two variants of
Approximate String Matching Techniques. The former
technique corresponds to truncation, where only the n first
characters are considered. The latter technique resembles
n-gram matching, which determines the similarity of two
words by the number of common n-grams. A technique
developed by Adamson and Boreham (1974) uses
contiguous bigrams and base their word similarity score
on the coefficient of Dice to compare the number of
common bigrams between two words and the number of
bigrams of each individual word.

McEnery and Oakes (1995) tried to improve the
definition of cognates by comparing the truncation
technique, the number of shared bigrams in two words
with a score based on the coefficient of Dice and using
dynamic programming. In experiments they performed
comparing English and French vocabulary, they found
that the bigram matching technique precision was 97%
using a threshold of 0.9, and 81% for a similarity score
between 0.8 and 0.9; the truncation technique precision
was 97.5% for alength of eight characters and 68.5% for a
length of six characters.

The word alignment approaches just described are not
appropriate for pairs of languages for which it is not
possible to find some common cues. In order to overcome
this problem, Melamed (1999, p. 113) also suggests the
use of phonetic cognates especially for languages with
different alphabets. Phonetic cognates are words which
are phonetically similar though written differently or in
different scripts, like ‘program’ /pr gream/ and
‘204 = L Jpuroguramu/ in English and Japanese. This
increases the number of cues available for alignment.

The requirement for clear sentence boundaries was
dropped in Fung and Church (1994) on a case-study for
English-Chinese. It was the first time alignment
procedures were being tested on texts between non-Latin
languages and without finding sentence boundaries. Each
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paralel text was split into K pieces and word
correspondences were identified by analysing their
distribution across those pieces. In particular, a binary
vector of occurrences with size K (hence, the K-vec)
would record the occurrence of a word in each of the
pieces. Should the word occur in the i-th piece of the text,
then the i-th position of the vector would be set to ‘1".
Next, in order to find whether two words corresponded,
their respective K-vecs were compared. In this way, it was
possible to build a rough estimate of a bilingual lexicon.
This would feed the alignment algorithm of Church
(1993), where each occurrence of two translations would
become adot in the graph.

This method was extended in Fung and McKeown
(1994). It was also based on the extraction of a small
bilingual dictionary based on words with similar
distributions in the parallel texts. However, instead of K-
vecs, which stored the occurrences of words in each of the
K pieces of a text, Fung and McKeown (1994) used
vectors that stored the distances between consecutive
occurrences of aword (DK-vec's). For example, if aword
appeared at offsets (2380, 2390, 2463, 2565, ...), then the
corresponding distances vector would be (10, 73, 102, ...).
Should an English word and a Chinese word have distance
vectors with a similarity above athreshold, then those two
words would be used as potential anchors for alignment.
Later, in Fung and McKeown (1997), rather than using
only single words, the algorithm extracted terms to
compile the list of reliable pairs of translations, using
specific syntactic patterns. However, this made it become
language dependent.

Melamed (1999) also used orthographic cognates.
Moreover, he used lists of stop words to avoid matching
of closed-class words (like articles and prepositions)
which tended to generate much noise, which requires
some linguistic knowledge to be hand-coded into the
system. In order to measure word similarity, he defined
the Longest Common Sub-sequence Ratio as follows:

Length(LongestCommorSub- Sequencéw,, w, )
MaxLengtH{w; ), LengtH{(w )

where w; and w, are the two words to be compared
(Melamed, 1999, p. 113).

This measure compares the length of the longest
common sub-sequence of characters with the length of the
longest token. For the previous example, the ratio is 10
(the length of government) over 12 (the length of
gouvernement) whereas the ratio is just 6 over 12 for
conservative and conseil (council). This measure tends to
favour long sequences similar to the longest word and to
penalise sequences which are too short compared to along
word. However, for this very same reason, it fails to
consider gouvernement and governo in French and

Ratio(w,w, ) =

Portuguese as cognates because governo is a shorter word.
Their ratio is also 6 over 12.

For alignment purposes, Melamed (1999) selects all
pairs of words which have a ratio above a certain
threshold, heuristically selected. However, this becomes a
language dependent value. Still, this comparison measure
seems to provide better results than the one first proposed
by Simard et al. (1992) but it is not based on a statistically
supported study.

Danielsson and Muhlenbock (2000) aim at aligning
cognates starting from aligned sentences in two quite
similar languages: Norwegian and Swedish. The ‘fuzzy
match’ of two words is “calculated as the number of
matching consonants[,] allowing for one mismatched
character” anielsson and Muhlenbock, 2000, p. 162).
For example, the Norwegian word plutselig (suddenly)
and the Swedish word pl6tsligt would be matched through
pltslg: al consonants match except for the ‘t'. However,
bakspeilet (rear-view mirror) and backspegeln, in
Norwegian and Swedish respectively, would not match
because four consonants are not shared ‘c’, ‘g’, ‘n’ and ‘t’.
This strategy resembles the technique developed by
Pollock and Zamora (1984, p. 359) whereby words are
coded using the first letter of the word, the remaining
unique consonants in order of occurrence and, finally, the
unique vowels also in order of occurrence — the skeleton
key. For example, plutselig would be coded as pltsguei
and plétsligt as pltsgoi where the sequence of consonants
isequal.

Choueka et al. (2000) present an alignment algorithm
for English and Hebrew, a highly inflected language with
a different alphabet, a complex morphology and flexible
word order. For example, and since | saw him is translated
into a single Hebrew word (Choueka et al., 2000, p. 74):
i.e. each word was reduced to its basic form as found in a
dictionary entry (e.g. saw to see). This is clearly a
language dependent task though it is quite difficult to
solve for highly inflected languages. Also high frequency
words were removed using a list of stop words. Next,
parallel texts were aligned using the methodology of Fung
and McKeown (1997). The lemmatisation step increases
the chances of finding similar words in the aligned parallel
texts in order to compile automatically a bilingual
dictionary by analysing their distribution across the
aligned parallel texts, otherwise, non-lemmatised words
would just become too rare which would make it difficult
to find trustworthy Translation Equivalents due to data
sparseness.

In contrast with previous approaches, Ribeiro et al.
(2001b) consider two words to have a high level of
‘cognateness’, if they share a typical sequence of
characters that is common to that particular pair of

Language Pairs pt-da pt-de pt-el pt-en pt-es pt-fi pt-fr pt-it pt-nl pt-sv Average
punctuation 60% 63% 66% 60% 46% 68% 59% 60% 63% 74% 62%
numbers 16% 20% 20% 21% 11% 18% 16% 12% 19% 20% 17%
names 17% 8% 7% 10% 8% 7% 6% 5% 9% 1% 8%
common words 3% 3% 6% 7% 33% 6% 14% 18% 9% 3% 10%
others 4% 6% 1% 2% 2% 2% 5% 5% 1% 1% 3%
Total 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Table 3: Percentages of types of tokens used for alignment in the alignment algorithm developed by Ribeiro et al. (2001).
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languages. The typical sequences of characters can be
extracted by statistical data analysis of contiguous and
non-contiguous sequences of characters, based on the
notion of ‘textual unit’ association. They were able to find
typical sequences which lie in the beginning of words
such as+Comis, for Comissédo and Comision in Portuguese
and Spanish, lie in the middle of words asin f_rma which
matches both information and informacgdo in English and
Portuguese respectively, cross word boundaries asi_resci
for the Portuguese-French pair as in livrescirculagcdo—
librescirculation (‘free movement’), which made it quite
adequate for the pairs of languages which use words
written in the same character set. It is up to the alignment
algorithm proper to confirm whether words are cognates
depending on their position in the text.

This particular experiment used the Judgements sub-
corpora, in three language pairs. Portuguese—English,
Portuguese—French and Portuguese-Spanish. The size of
the parallel texts for each language pair amounted to about
150k characters (about 30k tokens). Table 4 shows the
number of typical sequences of characters extracted from
each parallel text.

Language Pair Number of Sequences

Portuguese—English 677
Portuguese—Spanish 1137
Portuguese—French 877

Table 4: Number of typical sequences of characters for
each pair of languages.

Interestingly, Table 4 also confirms language
similarity. Bearing in mind that Portuguese and Spanish
are two quite close languages, it does not come as a
surprise to see that this pair shares more typical sequences
of characters than any of the other. French comes next for
its closeness as a Romance language and English comes
last confirming that Portuguese and English are more
distant languages.

Table 3 presents an analysis of a sample of aligned
parallel texts, using the previously mentioned
methodology though just using equal tokens. The table
shows that punctuation marks are indeed good cues for
alignment. On average, more than 60% of the tokens used
for correspondence points are punctuation marks. This
confirms the success of early approaches that started by
using sentences as the basic alignment unit and exploiting
full stops for sentence alignment. It shows that the number
of common words used as correspondence points is higher
for similar pairs of languages like Portuguese-French,
Portuguese-Italian and Portuguese—Spanish than for other
pairs. It shows that, on average, 10% of the tokens used as
correspondence points are common words and that 17%
are numbers, which makes it more than a quarter of all
tokens used as correspondence points.

5. Trandation Equivalents

The extraction of Translation Equivalentsis one of the
most important tasks for building either Translation
Memories or Bilingual Dictionaries. Translations
databanks are useful language resources either for
Machine Translation, Cross-Language Information
Retrieval or even for human translators themsel ves.

Aligned parallel texts are ideal sources to extract
Translation Equivalents for they provide the
correspondences between the original text and their
translations in other languages made by professional
translators. They alow the examination of the way
specific words or terms are translated into other
languages. Aligned parallel texts can reduce the amount of
effort necessary to build Translation Databanks.

The key issue in the extraction of Translation
Equivalents is to find a correlation between co-
occurrences of terms in parallel texts. In general, if two
terms co-occur often in aligned text segments, then they
arelikely to be equivalent. The alignment of parallel texts
splits the texts into small aligned text segments and
reduces the number of words that must be checked for co-
occurrence. In order to identify Translation Equivalents,
their distribution similarity must be analysed in those
aligned segments.

However, the larger the aligned text segments, the
more difficult it gets to extract Translation Equivalents for
more alternative translations become possible and,
consequently, the search space becomes larger and with
fewer evidences. This may be the case for distant
languages where fewer cues may be available for
aignment. As a result, the number of Translation
Equivalents which can be more reliably extracted gets
more reduced.

Nonetheless, the few Equivalents extracted can be
subsequently fed back into the alignment system to
improve the alignment proper, reduce the size of aligned
text segments, and extract more Translation Equivalentsin
an iterative and unsupervised way. Even though it should
only be possible to extract a small bilingual lexicon asin
Fung and McKeown (1994), it can be quite helpful to
bootstrap a more fine-grained alignment asWu (1994) has
shown.

6. Conclusions and Future Work

The exploitation of lexical cues for parallel text
alignment is indeed quite helpful for alignment methods
based on lexical information found in the texts. The more
lexical information shared between a pair of languages,
the more candidate correspondence points for alignment
can be generated. As a result, this leads eventually to a
more fine-grained alignment beyond the sentence level as
in the early 1990s. Language similarity should be seen as
bonus for alignment.

Language independent approaches are quite dear in
multilingual regions where the possibility of using asingle
methodology to handle different languages increases
portability and greatly reduces the amount of human
effort. Idealy, an alignment agorithm should be
completely language independent: character set
independent; no previous linguistic knowledge, either
from machine-readable bilingual dictionaries or hand
coded seed bilingual translation lexicons; no lemmatised
and/or tagged texts; no requirement for the detection of
sentence boundaries.

However, as described in section 4, previous
alignment approaches have often resorted to making use
of sentence boundaries, lexical cues available in the
parallel texts and even to hand-coding some linguistic
knowledge through small bilingual lexicons and building
list of stop words. Thisincreases the number of potentially

75



reliable anchors for alignment and increases the chances
of having more accurate alignments of parallel texts.

Nevertheless, it is wise to make good use of the lexical
cues available in parallel texts. The larger the overlap
between common lexical cues between two languages, the
higher the number of potential anchors for alignment.
Eventually, this means that the average size of aligned
parallel texts gets smaller for non-sentence based
alignment algorithms. The extraction of Translation
Equivalent becomes more reliable and easier since there
may be fewer alternative translations to choose from.

Consequently, when it comes to more distant
languages like Portuguese and Chinese, where the number
of lexical cues available is more reduced, the number of
Translation Equivalents extracted is usually more reduced
(Ribeiro et al., 2001a). However, it is still possible to
extract some Translation Equivalents reliably in order to
re-feed the alignment algorithm. Indeed, for distant
languages, previous authors \Wu, 1994; Melamed, 1999)
have resorted to building a small bilingual lexicon to
bootstrap the alignment algorithm.

We believe that it is possible to extract some
Translation Equivaents in a ‘self-enriching’ process
instead of feeding an alignment system manually with
either hand-coded bilingual lexical information or
incompl ete machine readable dictionaries.

By re-feeding the extracted Translation Equivalents
back into the aligner it is possible to increase the number
of candidate correspondence points for new lexical cues
become available for the generation of correspondence
points. The more candidate correspondence points, the
more fine-grained the alignment and the better are the
extracted equivalents. This means that the alignment
precision may be improved, i.e. more correspondences
may be established between words or phrases.

Asthe example of Chouekaet al. (2000) has shown, it
becomes more difficult to get cues for highly inflected
languages where words can suffer major changes. still, it
would be interesting to test whether it should be possible
to automatically lemmatise texts either by using a strategy
similar to the one presented in Kay and Roscheisen (1993)
whereby common suffixes and prefixes of words were
automatically identified in a language independent
fashion, or by extracting automatically character patterns
using a methodology similar to the developed in Ribeiro et
al. (2001by).

Allinall, most work on alignment has been carried out
on a wide range of ‘popular’ languages, most of them on
English and French, but also including other Western
European languages, Arabic, Chinese, Hebrew, Japanese
and even some Korean. It would be quite interesting to
test alignment algorithms on radically different languages
to check for their degree of language independence.
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Abstract

Decision tree-based approach is a well known and frequently used method for tying states of the context dependent phone models
since it is able to provide good models for contexts not encountered in the training data. In contrast to the other approaches, this
method allows us to include expert linguistic knowledge into the system. Our research focused on the inclusion of standard generative
theory by Chomsky & Halle (1968), called the SPE theory (the Sound Peattern of English), into the decision tree building process as
expert linguistic knowledge. Our attempt was to "merge" the SpeechDat2 SAMPA label set, used for English and Slovenian languages,
with the SPE. We created all possible natural groups of phones (SAMPA segments defined by a set of binary phonological features)
for both languages and included them into a set of questions used in the process of creating the decision trees. Based on the decision
tree constructed this way, we created an English and Slovenian speech recognition systems and tested both of them. Compared with
the reference speech recognition system (Lindberg et al., 2000; Johansen et a., 2000) we got some promising results that encouraged

us to continue this work and to perform further testing.

1. Introduction

Much of the phonetic variation in natural speech is due
to contextual effects. In order to be able to accurately
model variations in natural speech a careful choice of the
units represented by each model is required. In large
vocabulary speech recognition systems, modelling of
vocabulary words by subword units (phonemes or units
derived from phonemes) is mandatory. For example,
triphone models have been one of the most successful
context dependent units because of their ability to model
well the co-articulation effect. Yet if we create distinct
models for al possible contexts, the number of models
becomes very high. In practical applications of building
speech recognition systems, there is often a conflicting
desire to have a large number of models and model
parameters in order to achieve high accuracy, whilst at the
same time having limited and uneven training datain form
of labelled utterances of a particular language (Y oung et
al., 2000). In the case of triphone context dependent
models, tying of HMM states gives us a possible solution
of how to overcome this problem.

In our work we analysed the influence of the decision
tree method on the acoustic modelling. We also analysed
parameters that influence the decision tree building
process and tested the proposed method based on the
theory of naturalness (the theory that phonological
segments cluster into "natural groups' defined by
universal features), (Chomsky et a., 1968). We first
examined this issue within the Slovenian language and
then also addressed its portability to other languages.

2. Decision tree
When building large vocabulary cross-word triphone
systems, unseen triphones are unavoidable. A limitation of
the data-driven clustering procedure is that it does not deal

with triphones for which there are no examples in the
training data. Decision tree based approach gives us a
possibility to include expert linguistic knowledge into a
procedure of creating acoustic models. This methodology
provides appropriate models also for contexts that are not
seen in the training data. Therefore, decision trees are used
in speech recognition with large numbers of context
dependent HMMss, to provide models for contexts not seen
in the training data. Sharing data at the model level may
not be the most appropriate method for models composed
of distinct states (Odell, 1995). Sharing distributions at the
state level allows for finer distinctions to be made between
the models by alowing left and right contexts to be
modelled separately.

2.1. Decision treebuilding process

A phonetic decision tree is a binary tree in which a
yes/no phonetic question is attached to each node (Y oung
et a., 2000). Initialy, all states in a given item list
(typically a specific phone state position) are placed at the
root node of a tree. Depending on each answer, every
node is successively split and this continues until the
states have trickled down to leaf-nodes. All states in the
same leaf node are then tied and trained from the same
data.

The question at each node is chosen to (localy)
maximise the likelihood of the training data (using a log
likelihood criterion) and gives the best split of the node.
This process is repeated until the increasein log likelihood
falls below the specified threshold. As a fina stage, the
decrease in log likelihood is calculated for merging
terminal nodes, which belong to different parents. Any
pair of nodes for which this decrease is less than the
threshold used to stop splitting is then merged (Y oung et
al., 2000). The algorithm for building a decision tree is
summarised in figure 1.

* Socrates/Erasmus exchange student under the multilateral agreement UL D-1V-1/99-JM/Kc.
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Figure 1. Algorithm for constructing decision tree (Odell,
1995)

Questions asked in the decision tree have aform:
QS"L_S._Nasal" { m*,n-*, N-* }

As an example, the command above defines the
question “Is the left context a nasal?’ where the group of
nasals is represented by {m*, n-* N-*}. Only a finite set
of gquestions can be used to divide each node. So questions
have to be defined in away that all possible natural groups
of phonological segments are stated. That allows the
incorporation of expert linguistic knowledge needed to
predict contextual similarity when little or no data is
available in order to determine which contexts are
acoustically similar.

Decision tree building process has two stop criteria
that determine how deep the tree will be. The first one is
increase in the log likelihood that has to be achieved if
node was split. In HTK (Young et al., 2000) it is defined
with the command TB. The second one is the minimal
occupation count that determines how many training data
each node has to have. In HTK it is defined with the
command RO.

3. SPE theory

Distinctive feature theory was introduced first by R.
Jakobsen. He set up twelve universal inherent feature
classes. Chomsky and Halle took over Jakobsens idea and
defined 22 universal feature classes, which according to
the standard SPE theory are sufficient for anaysing
expression segments of any language into distinctive
oppositions.

The idea of natural phonetic groups is based on the so-
caled Sound pattern of English theory, “SPE”, of

Chomsky & Halle (1968). By this theory an inventory of
expression segments can be described in terms of a
hierarchical tree structure where upper nodes represent
major class features (like +/- vocalic, +/- consonantal) and
lower nodes cavity features, manner of articulation etc.,
and terminal nodes represent phones. A phonetic
representation of an utterance in a given language has by
this theory the form of a two-dimensional matrix in which
the rows are labelled by features of universal phonetics;
the columns stand for the consecutive segments of the
utterance generated; and the entries in the matrix
determine the binary value (+/-) of each segment with
respect to the universal features (Chomsky et a., 1968). A
set of phonological segments ("phonemes’) sharing the
same feature matrix and unequivocally defined by this
matrix form a natural group. There are more degrees of
naturalness. The SPE theory claims that one group is more
natural than the other if the number of features defining it
is smaller. The main natural groups (vowels, consonants,
semi-vowels) are separated just by different values in
major class features. Specific groups (e.g. back-vowels,
plosives, nasals, labials) are defined by further features in
the matrix and are consequently "less natural”. Groups of
segments that cannot be defined by a feature matrix are
not natural (e.g., the pseudo group: k, a, m, h).

3.1. Theuseof SPE on SpeechDat2 databases

The darting point of our digtinctive features
composition can be described as follows:

e We intended to use the SPE as a generdly
accepted standard theory of phonology and with
as few modifications as possible.

e Most notably, we have tried to utilise the
Chomsky & Halle decomposition of English
segments (1968) as directly as possible.

e Finaly, we have attempted to make as few
changes to the SpeechDat2 |abel set as possible.

Hence, our starting point can be paraphrased as
attempt to “merge’” the SAMPA label set used in
SpeechDat2 database with the SPE.

The SPE sets up a total number of twenty-two feature
classes, which according to the standard theory are
sufficient for analysing expression segments (phonemes)
of any language into distinctive oppositions. For a
digtinctive feature composition of the segments of a
specific language, not al 22 feature classes are utilised.
For instance, the SPE-description of English segments
(Chomsky et a., 1968) makes references only to
13feature classes. The remaining 9 classes may be
regarded as redundant or "irrelevant” to English.

The set of 15 features was sufficiant to represent the
set of Slovenian and English SAMPA symbols used in the
SpeechDat?2 database by the standard SPE theory. In
general, we tried to preserve the origina distinctive
features used in the SPE. We had to, however, make some
changes. In short, we replaced the feature vocalic with
sonorant and syllabic, and added a feature front
(Brandsted, 1998). The feature +/- front is not within the
set of 22 universal binary features defined in the SPE.
However, the feature is needed additionally to +/-back
because the SAMPA symbols include segments of a
dubious phonological state, only specifiable with
reference to three places of articulation: [-back, +front], [-
back, -front], and [+back, -front].
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3.2. Major Class Features

In standard generative phonology, the major class
features sonorant, syllabic and consonantal are used to
classify phonological segments into five major groups:
vowels, non-syllabic liquids/nasals, syllabic liquids/nasals,
glides, and obstruents. However, as the SAMPA segments
defined for English and Slovenian do not include syllabic
liquids/nasals, this in our case resulted in only four major
groups (cf. table 1).

Sonorant | Syllabic| Consonantal
\Vowels + + -
Glides + - -
Syllabic
Liquids and + + +
Nasals
Non-Syllabic
Liquids and + - +
Nasals
Obstruents - - +

Table 1: The main natural groups represented by major
classfeatures

33. The use of SPE on
SpeechDat?2 database

To create a distinctive feature composition table of
the Slovenian SAMPA symbols used in SpeechDat2 we
had to modify the phonetic transcriptions. In total,
SpeechDat2 uses 46 SAMPA symbols in the Slovenian
transcriptions. However, according to (SustarSi¢, 1999;
Topori§i¢ 2000) Slovenian only has 29 phonemes. Thus,
17 symbols must be considered allophonic variants. These
alophones include certain composite pseudo segments
(tn,dn, pn bn tl dl) used aong with the normal
polyphonematic transcriptions (t n, d n ... etc.) in a way
that appeared non-systematic to us. Consequently, we
decided to change phonetic transcriptions in the database
according to the following seven rules:

e Changestring “t_nn" with two symbols“t n”
Change string “d_n n” with two symbols “d n”
Change string “p_n n” with two symbols “p n”
Change string “b_n n” with two symbols “b n”
Change string “t_| 1” with two symbols“t I”
Change string “d_I I” with two symbols*“d I”
Change symbol “W” with symbol “w”

This reduced the set of segments from 46 to 39. The
resulting distinctive feature composition table of the
Slovenian vowel and consonantal segments is shown in
tables 2 and 3.

the Slovenian

3.4. Theuseof SPE on the English SpeechDat2

Similarly we had to modify the transcriptions of the
English SpeechDat2 database. The major problem was the
monophonematic representation of diphtongs (as single
phones). In SPE theory there are no phonological features
differentiating diphthongs from monofthongs. This theory
handles  diphthongs  with  certain  appropriate
diphthongisation rules applied to the underlying
representations (Chomsky et al., 1968). In order to provide
alevel of description conforming to the underlying

+ |+ |
+ |+ ||
+ |+l
+ | +][©

+ 1+

ilfi
Sonor. ||+]+
Syllabic ||+]+
Conson.||-|-1-1-1-1-1-1-1-1-1-1-1-|-]-1-
High +H+-1-1-1-1-]-
[Back S S ) I e e
Front +H+H+] +

+ |+ |lo
+1t+ils
+ |+ |IE
+ | +lle

+ |+

Low 1-1-1 -
Round -1 -1-1-1-1-1-]-1++|+]+
Tense B I T I T S I I I I

Anterior

Coronal

[Voice
Cont.
Nasal
Strident

Table 2: Distinctive feature composition of Slovenian
vowel segments

blldllellpll tllklldz]les| ][ s]{s]| ]| Z] 1] v
Sonor. |-|-1-1-1-1-1-1-1-1-l-1-]-]-|-
Syllabic|l-| - -|-|-1-] - |-)-|-|-]-|-]-]-
Conson [[+[+]+]+|+|+| + |+ +]+]+H] -+ +|+H+
High I S S I S S I ) S S e
Back
Front
Low
Round
Tense
Anterior][+| -+ -1+ -+ -1 - |+ - [+] -1+ -]+ H
Coronal || -[+| -] -|+| -| + | +] +|+|+|+ +| -] -
Voice |[+|+]+|-|-|-| +|-]-1-]-]+]+]-]|H
Cont -1-1-1-1 -0 -] - - - ]
Nasal A---r-t- - - -1-t-1-1-1-1-
Strident || -| - -] -] -] -| + |+ + [+ +| +| +]+]H

JEx]| ]| Hmfinf| N

Sonor || +]|+]H[+]+] +|+| +

Syllabic|| - |-|-lI-]-| -|-] -

Conson. | - | -1 -l +] +|+] +

High ++ -1 -] - -1+

Back +|-|-ll-1-

Front -+ -l -1 -

Low -1H-1-1 -1 -] -

Round |[[+] -

Tense -1-

Anterior|| - | - -l -|+| +|+] -

Coronal || - | -] -I|+|+] - [+] -

'Voice N+ +

Cont. Hl++ -] -] -

Nasal A1 -1 +]+ +

Strident AM-1-1-1-1-

Table 3: Distinctive feature composition of Slovenian
consonantal segments
representation presupposed by the SPE, the diphtongs
were re-written according to the 8 rules:
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Change symbol “el” with phones*“¢e” and |
Change symbol “al” with phones“{” and “j”
Change symbol “OI” with phones“Q” and “j”
Change symbol “@U” with phones“@” and “w”
Change symbol “alJ” with phones“{” and “w”
Change symbol “1@” with phones“l” and “ @"
Change symbol “e@” with phones“e” and “ @”

e  Change symbol “U@” with phones“U” and “@"

The resulting distinctive feature composition of the
English vowels and consonants are presented in tables 4
and 5.

+ [+
+|+||O
+|+||>
+ [+][=
+ 1+
+ [+

+ 1+

+ [+

i
Sonor. ||+
Syllabic ||+
Conson.||-| -|-| -1 -|-|-|-I-|-]-1]-
High HH - - -H - -] - -
Back -1+ +

Front + -]-
Low -
Round |-
Tense |[+]+]|+

+|+|[E

'

+

+
'

'
+
'

+

+

+
+
|+

:
+

:

:
+

.

.

Anterior

Coronal

[Voice
Cont.
Nasal
Strident

Table 4: Distinctive feature composition of English vowel
segments

3.5. Déefinition of natural groups

During the process of creating the decision tree,
groups of phones are used to define questions that may be
used in each node of the decision tree. This is the most
important stage in the entire model-building procedure
where expert phonologica knowledge can be included
(another one is the prior stage, where the actual set of
phones to be used for segmentation and classification of
the acoustic signal is established). For that reason, groups
of phones for five languages - among these both Slovenian
and English - were defined as a part of the COST 249
project. As the languages partly use the same phonemic
label set (SAMPA), the groups are reuseable across
languages. Slovenian contributes with 45 groups and
English with 17 groups. During the process of creating the
decision tree, two questions are created from every group
defined. One is about the left context and the other about
the right one. On the basis of these definitions we created
English and Slovenian reference recognition systems.

Our main goal was to create another two systems for
both languages that would have phone groups defined on
the basis of the SPE theory. Therefore we automatically
generated al natural groups of phones from the distinctive
feature compositions table set up for the two languages.
This resulted in 174 natural groups for Slovenian and 171
for English. The groups were used to create the set of all
possible questions to be included in the process of
building the experimental SPE-based speech recognition
systems.
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Conson ||+ +| |+ +H+| + 1+ -+ +H -+ ]+ +
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Voice ]+
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Table 5: Digtinctive feature composition of English
consonantal segments

4. Importance of the order of questionsfor
“unseen” contexts

We hypothesised a case of why it would be not
advisable to create questions that would include all
possible combinations of phonemes (including "unnatural”
groups) and leave to the decision tree building process to
chose the best ones by it's own criteria. This way the
decision tree building process would pick up only the
important questions (likely involving only "natura”
groups) and leave out the irrelevant ones. The idea
emerged because of the explanation in the HTK
documentation considering the problem of how to build
guestions for adecision tree: “There is no harm in creating
extra unnecessary questions, because those which are
determined to be irrelevant to the data will be ignored”
(Young et a., 2000). That would yield us the optimal
decision tree for this particular system without including
any linguistic knowledge. By this definition also the order
of the questions in the file that HTK uses for creating a
decision tree should have no effect on the structure of the

81



decision tree. But aready the first experiment showed us
that the order of questionsin this file does matter.

When we changed the order of questions in the file
aso the structure of decison tree has changed.
Considering how questions are chosen in the process of
building decision tree, we got a possible explanation for
this change. For example let's suppose that we in the
process of deciding how to cluster the centre state of the
phone /m/. Let's assume that we have data only for the
triphones a-m+*, b-m+*, c-mt* and d-n+* where *
means any context. Suppose further that we have defined
the questions QS "L_contextl" {a-*, b-*, x-*} and QS
"L_context2" {a-*, b-*} where the first one is a superset of
the first one (including aso the left context 'x'). The log-
likelihood can only be calculated for data that is available
for training. Therefore these two questions would cause
the same increase in log likelihood if they were used for
splitting the node because the left context x-* does not
appear in the training data. So if L_context1 was used, the
middle state of the model with the left context x would be
trained from the same data as middle states of the models
with left contexts a and b! Likewise, if L_context2 was
used, the middle state of the model with the left context x
would be trained from the same data as the middle states
of the models with left contexts ¢ and d so from different
data as in the first case. Both situations are presented in
figure 2. Increase in log-likelihood would be the same in
both cases. Therefore, only the order of questions in the
file where questions are defined or the procedure that
defines which question to use, if more questions give the
same increase in log likelihood, would decide from which
data model with left context x was trained. This means
that for the models with contexts not seen in the training
data (like x here) the decision from which data they'll be
trained would depend on the order of questions.

From this we concluded that the phone groups that are
later transformed into questions must not be defined
without linguistic knowledge, because of the classification
of contexts not appearing in the training data.

L context2 {a-*b-*}?

No

L context] {a-*b-*x-*}?

a.) @

Ye No

Figure 2. Effect of the order of questions on decision tree

b)

Yes,

5. Experimental methodology

The main scripts for training and testing acoustic
models were implemented as Perl scripts invoking HTK.
They were the outcome of the COST 249 project and
intended to be used on the SpeechDat2 databases
(Lindberg, 2000; Johansen, 2000) and are an extended
version of the tutorial example in the HTK Book (Young
et a., 2000). They can al be found on the Refrec
homepage at

http://www.tel enor.no/fou/prosj ekter/tal etek/refrec/
On this web page we can aso find descriptions of
standard tests and results of comparative tests done on
many SpeechDat2 databases. We used hidden Markov
models (HMM) having the 3-state |eft-right topology. We
built triphone models and increased the number of
Gaussian mixtures per state sequentially to 32.

5.1. Thereference speech recognition systems

For building reference recognition systems we defined
questions used in decision tree from groups of phones that
were created as a part of the COST 249 project. For the
English system we had 17 groups and for Slovenian 45
groups. During the training of acoustic models, data from
labelled pronunciations of 800 speakers were used, while
the data of the remaining 200 speakers was used as a test
Set.

The choice of good threshold values is important for
the decision tree building process and requires some
experimentation in practice. We therefore decided to
experiment with the threshold set with the HTK RO
command. This threshold determines how many training
data each leaf in the decision tree must have. We built one
Slovenian system with the threshold set to 100 and two
English systems with thresholds set to 100 and 350,
respectively (we named them d-ref100, en-ref100 and en-
ref350).

5.2. Speech recognition system with groups
based on the SPE theory

In order to evaluate the effect of including the SPE
theory into the decision tree building process we built five
additional systems — three Slovenian and two English
ones. For the model training we used the modified
phonetic transcriptions as described in sec. 3.3 and 3.4.
We automatically generated al natural phonetic groups
from the distinctive feature compositions tables for both
languages. From these groups, questions were generated
that were used in the process of building decision trees for
the two languages. Because of the modified phonetic
transcriptions  (less phones were wused) and the
modification of the broad classes, the number of leavesin
the decision tree also changed and with that the
distribution of the training data. In attempt to ater the
amount of training data, we changed the threshold set with
the HTK RO command for Slovenian systems from 100 to
267 and 350 and for English to 350 and 477. In this way
we got five systems named d-spelO0, dl-spe267, dl-
pe350, en-spe350 and en-sped77.

6. Speech recognition results

Six standard tests defined in the framework of the
SpeechDat project (Johansen, 2000) were used on all
reference and SPE based systems. These tests had the self-
explanatory names. YesNo test, Digits test, Connected
Digits test, Application Words test, City Names test and
Phonetic Rich Words test. In al tests but one (Connected
Digits), each spoken test utterance consists of only one
word. Therefore the word error rate (WER) is equal to the
sentence error rate (SER) in these cases. Best results of
testsdone on al systemsare givenintable 6 and 7.

From these tables it can be observed that the SPE
based systems performed either better or at least as good
as the reference systems for both languages. The only
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exception was the Application Words test on the
Slovenian systems. We should a so take into consideration
that Yes/No, Digits and Connected Digits tests only
applied to a small part of the decision tree. Specifically,
the vocabulary in these tests is very limited and only a
small number of triphones are therefore used.

sl-ref100 || sl-spel00 || sl-spe267 || sl-spe350
Yes/no 0,63 0,63 0,63 0,63
Digits 3,85 3,85 3,85 3,30
Con. Digits 4,12 3,91 3,95 3,98
App. Words 3,20 3,38 3,74 3,38
City Names 7,65 8,16 7,14 7,14
Ph. R. Words 17,62 17.36 15,93 15,51

en-ref100[en-spe350|en-spe350jen-spe477
Yes/no 0,00 0,00 0,00 0,00
Digits 3,98 3,98 2,84 2.84
Con. Digits 5,42 5,51 4,22 4,33
App. Words 3,53 3,72 3,72 3,53
City Names 6,21 6,21 7,91 6,21
Ph.R. Words || 36,83 35,01 32,68 31,56

Table 6: Lowest WER achieved by the Slovenian and
English speech recognition systemsin all six tests

sl-ref100 || sl-spel00 || sl-spe267 || sl-spe350
Con. Digits 15,75 14,56 14,56 14,32

en-ref100 | en-ref350 || en-spe350|| en-sped77
Con. Digits 30,72 30,92 24,50 25,10

Table 7: Lowest SER achieved by the Slovenian and
English speech recognition systemsin Connected Digits
test

Without doubt, the most reliable evaluation of the SPE
based concept can be taken from the Phonetic Rich Words
test, employing the largest vocabulary (1491 words for
Slovenian and 3043 for English) and more than 710
utterances. This test involves a very big part of the
decision tree. This test also gave us the biggest decrease of
the WER when comparing the SPE based concepts with
the reference systems. The results achieved on the English
systems had even bigger impact on the WER. The
difference in WER of the best reference system and the
best SPE based system is for Slovenian 1,85% and for the
English 3,45%. Also the SER achieved with the SPE
based systems in the Connected Digits test is better than
the one achieved with the reference systems. The impact
is again much bigger for English.

7. Conclusions

Within bounds of our experimental set-up we observed
an advantage to include the SPE theory as an expert
linguistic knowledge into the speech recognition systems.
In general we got better results with the SPE-based
processing for the English systems than for Slovenian
ones. Several possible reasons can be referenced for such
behaviour. One is probably the definition of phone groups

for the reference systems. There were 45 phone groups
defined in the Slovenian reference system while only 17 in
the corresponding English one. Therefore, the increase in
the number of natural groups resulting from the inclusion
of the SPE theory had bigger impact on the English
systems than on the Slovenian ones. Another possible
reason is the presence of noise. Pronunciations in the
Slovenian database were recorded in much higher
presence of noise than the English ones. This could
potentially have reduced the distinctive ability of some of
the features used in the SPE theory.

One possible reason for achieving much better WER
for the Phonetic Rich Words test and SER for the
Connected Digits test with the English SPE based systems
could be the fact that the English reference systems had
much bigger error rates than the Slovenian ones. The
lowest WER in the Phonetic Rich Words test achieved by
the Slovenian reference system was 17,62% whereas it in
case of English was 36,83%. The same was observed for
the SER in the Connected Digits test (English reference
system: 30,72%, Slovenian reference system: 15,75%).

From our experiments, we also concluded that groups
of phones should never include actua "unnatural groups"
and leave it to the decision tree building process to
disregard them in favour of the more natural groups. That
would present no significant problem to the classification
of triphones that do appear in training data but would lead
to the incorrect classification of triphones with contexts
that do not appear in the training set.

Based on the experimental evidence we have shown
that the creation of the natural groups of phonemes by the
SPE theory could effectively be used in defining phone
groups for the multilingual speech recognition system
including multilingual triphone Markov models. When
porting the HLT technology to a new target language, this
provides us a promising aternative to the more
widespread approach of using the union of phone group
definitions from al languages (Zgank et al., 2001).
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1. VIPTerm

In 2001, the “Nederlandse Taalunie’ (NTU)
(Dutch Language Union) initiated a project to set
up avirtual informationpoint for terminology
(VIPTerm). This project can be considered asthe
Dutch part of the information and documentation
reguirements as stipulated by the TDCNet
project.

The TDCNet project (European Terminology
Documentation Centre Network) is an EU funded
project( MLIS 4000 TDCNet 24264/0) with the
main objective to create avirtual terminology
directory in the form of alogical and physical
network of terminology information and
documentation centresin Europe.

Within this framework, both bibliographical data
(data collections, literature, theses, etc.) and
factual data (organisations, software, events,
experts and training institutes) will be exchanged
between national and regional information
centres and compiled in an international
terminology directory.

Toreach thisaim, the NTU set up a project to
compile the data for both the Netherlands and
Dutch speaking Belgium (Flanders).

VIPTerm (short for Virtual Terminology
Information Point) will fullfil the function of a
terminology institute, providing a documentation
service and information point for users from
different backgrounds.

The VIPTerm will also be designed to take up a
function in the organisation of the
terminologyfield and the networking in this field
(a.0. by means of exchange, e.g. through a
mailing list). Thistype of networking and
fieldsupport is not the type of task the
Nederlandse Taalunie wants to take care of
through its own services. Tasks like these will
have to be taken up by fieldorganisations, such as
NL-TERM, the Dutch terminology association.
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The main focus in the structure of this porta isto
create an inventory and informationbase of
organisations, events, activities, etc. that support
aterminology policy for the Dutch language area.
Next to this, in the future al so the management,
maintenance and distribution of electronic
resources for Dutch, which is an important task
of the NTU (cfr. Euromap and the Dutch
Platform for language and speech research : TST
(taal en spraaktechnologie), can be organised
through this VIPTerm portal.

Both input and output formats were considered
carefully in this project. By input format we
refer to the actual database format that can be
used to register the data.

The | SIS software has been known for some time
asthe central archiving system used by Unesco
and other important datacollectors. The Winisis
is amenu-driven generalised information storage
and retrieval system designed specifically for the
computational management of text-oriented data.
Compared to SIS, Winl SIS has a Windows GUI.
The output format, on the other hand, has special
requirements aswell. We need to make the
database available through a number of
information points, a.0. the special interactive
website of the NTU (‘ Taalunieversum’), the
ETIS portal to TDCNet, and websites of other
user groups such as NL-TERM, the Dutch
terminology association.

In the output structure, the webportal, the
following basic categories will be taken into
consideration :

- general information and history (short
outline of the agentsin the field : NTU;
Coterm, NL-TERM, and the policy
concerning terminology)

- publications, literature
- termcollections
- events/projects



- training and education

- standardisation

- language technology and terminology
management tools

- neoterm

- novelties

- international links

The project and pilotdesign was discussed
thoroughly with our colleagues from the
Fachhochschule K6ln, who develop a similar
project called DTP (Deutsches Terminologie
Portal). We thoroughly investigated the
classification of data (taking into account the
exigting classifications and TeDif format). We
agreed on the principle to structure our portalsin
asimilar way, so as to avoid unnessecary
confusion.

Our siteswill aso be compatible with the ETIS
server , asit was recently reprogrammed by the
Union Latine.

For Dutch, an active exchange will be organised
between the VIPTerm portal and ETIS, providing
the data on Dutch terminology for the European
level.

Once the analysis and study phase has been
concluded, and advice has been collected through
Coterm-experts and NL-TERM board members,
we will build a sample portal site for this pilot
project.

It will then be evaluated thouroughly and tested
among alimited group of users.

If the final outcome of this evaluation is positive,
then the VIPTerm project will be continued and
will be organised on a more permanent basis.

Prototype

VIPTerm

Virtueel InformatiePunt Terminologie

RECERLAMESE

7::; Punie

Lessius

Nederiands Deutsch English Frangais
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If the VIPTerm project and anal ogous projects
such as DTP (Deutsches Terminologie Portal) are
succesful and can be continued, alarger
European platform for terminology is within
reach and terminology awareness among experts,
professionals and users will grow.



