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Organization

• Secretary: Key-Sun Choi
• Provisional Chair: Laurent Romary
• International Advisory Committee

– Permanent Chair: Prof. Antonio Zampolli

SC4 - environment
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SC4 and other standardizing 
bodies

W3C
-basic protocols and formats
XML (Schemas)
XPath
XPointer
+ RDF, SVG, SMIL, SOAP

MPEG
- Multimedia, XML based
e.g. MPEG7-4
Word and phone lattices

ISO TC37/SC4
- language resources, NLP perspective
e.g. linguistic annotations,
lexical formats

TEI
-text representation
Reference for primary sources
e.g.: text archives

Text

Audio/Speech

Technical background

What about gestures?
• Kinetic in the TEI
• SMIL?

Possible sources for SC4

• Eagles, Mate
• Isle

– Meta-data
– Multilingual lexica

• OLIF
• OLAC
• MMA?
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TC37/SC4 Work Items

• WI-1: Linguistic annotation framework
• WI-2: Linguistic resource documentation
• WI-3: Structural content representation scheme
• WI-4: Multimodal content representation sheme
• WI-5: Discourse level representation scheme
• WI-6: Multilingual text representation scheme

WI-1
• Linguistic annotation framework

– Basic mechanisms and data structures for linguistic annotation and 
representation [data architecture]

• Structural nodes and information units
• Data category specification
• Methods and principles for the design of an annotation scheme
• Linking mechanisms
• Feature Structures

– Possible sources:
• TMF, iso12620-revised, Mate (general methodology)
• TEI (Linking mechanisms, feature structures)
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WI-2

• Multimodal and multilingual information 
documentation
– Description of a meta-data representation scheme to 

document linguistic information structures
• General content description
• Local content description

– Possible sources:
• Mile, OLAC
• Data category specifications…

WI-3
• Structural content representation scheme

– Definition of two annotation/representation schemes for morpho-syntax 
and syntax, to be used for annotation and interchange puposes

• Meta-model for morpho-syntactic annotation
• Meta-model for syntactic annotation (lexicalized grammar, elementary trees, 

dependancy structures)
• Data category registry for morpho-syntactic annotation
• Data category registry for syntactic annotation

– Possible sources:
• Eagles
• TAGML
• Working group with representatives from existing TreeBanks initiatives
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WI-4
• Multimodal content representation sheme

– Representation scheme for the integration of the semantic content 
of multimodal information (spoken, graphical and gestural)

• Meta-modal for contant representation (Events, participants)
• Data category registry for multimodal content

– Possible sources:
• SIGSEM working group on semantic content

WI-5
• Discourse level representation scheme

• Meta-model for discourse and dialogue representation
• Meta-model for discourse level annotation (e.g. reference annotation)

– Possible sources:
• Mate
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WI-6
• Multilingual text representation scheme

– Framework for representing bi- or multi-lingual textual 
information

• Translation Memory
• Alignment – Parallel Corpora

– Possible sources:
• TMX for translation memories
• TEI based linking mechanism (or see WI-1) for Parallel texts

LREC Thematic session

• Special session on linguistic resource 
representation (chair K-S Choi)
– Submitted papers - in concertation with LREC

program committee
– 30-45 minutes open discussion on main 

priorities for linguistic resource standardization
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LREC Workshop

• Standardizing Linguistic Resources - Past 
activities & new prospects
– Submitted papers
– Round table + discussion on the definition of 

the work item, possible sources, etc.

Contacts

• DE: Alexander Geyken (Annotation 
schemes), Günter Neumann

• SP: Nuria Bel (POS/Syntax)
• NL: Harry Bunt (Semantics, SIGSEM)
• JP: Hashida Koichi
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Terminology and
Data Categories of

Language Resources

Klaus-Dirk Schmitz
University of Applied Sciences, Cologne, Germany
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Terminology Standards

Two meanings of "Terminology Standard"
• "Vocabularies" are terminology standards that

contain subject-field-specific concepts and terms
produced by terminology sub-committees on
national, regional and international level

• Terminology-principles-and-methods standards
produced by specific committees on national and
international level (ISO/TC37, DIN-NAT, ...)
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TC 37
 Terminology and other language resources

Example 1:

Vocabularies

Principles and Methods
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TC 37
 Terminology and other language resources

• ISO 1087-1: Terminology - Vocabulary - Part 1
• ISO 1087-2: Terminology work - Vocabulary -

Part 2: Computer applications
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Concept Orientation

“machine translation”“machine translation”
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Concept Orientation

objectobject“machine translation”“machine translation”
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Concept Orientation

objectobjecttermterm
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Concept Orientation

objectobjecttermterm

conceptconcept
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Concept Orientation

objectobject

conceptconcept

termterm

Any part of the perceivable or conceivable world
Objects may be material (e.g. engine) or immaterial (e.g.
magnetism)

Unit of thought made up of characteristics
that are derived by categorizing objects having
a number of identical properties
Concepts are not bound to particular languages. They
are, however, influenced by social or cultural background

Designation of a defined concept in a special
language by a linguistic expression
A term may consist of one or more words
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Concept Orientation

All terminological information pertaining to
one concept including all terms (designing this
concept) in all languages and all descriptive and
administrative data must be handled as one
terminological unit.
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Terminological Entry

ConceptConcept TermTermTermTerm

TermTermTermTerm

TermTermTermTerm

Graphic adopted from
Sue Ellen Wright
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Terminological Entry

ConceptConcept TermTermTermTerm

TermTerm(Term)(Term)

TermTerm(Term)(Term)

Graphic adopted from
Sue Ellen Wright

In standardized terminology:
only one (preferred) term !
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TC 37 / SC 4

• It is important to develop a standard for the
terminology used in SC 4, i.e. the
terminology of language resources and
language processing !

• Preferably as the first work item in SC 4

• Data analysis material: LSP texts; websites
• Data analysis method: term extraction / term mining
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TC 37 / SC 4

• It is important to use a web-based tool for
managing terminology

• This tool must follow the basic principles of
terminology management and the specific needs
of ISO technical (sub-)committees standardizing
the terminology of a specific domain

• In order to speed up the work between and in
meetings
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TC 37
 Terminology and other language resources

Example 2:

Vocabularies

Principles and Methods

 04/2002 Klaus-Dirk Schmitz   22

TC 37
 Terminology and other language resources

• ISO 12620: Computer Applications in Terminology
- Data categories

• ISO 12200: Computer Applications in Terminology
- Machine-Readable Terminology Interchange
Format (MARTIF) - Negotiated Interchange

• ISO DIS 16642: Computer applications in
terminology – Meta model for representing
terminological data collections / Terminology mark-
up framework
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ISO 12620 (Data Categories)

• Inventory of more than 200 data categories used
in terminological data collections:

• A.1 term
• A.2 term-related information
• A.3 equivalence
• A.4 subject field
• A.5 concept-related description
• A.6 concept relation
• A.7 conceptual structures
• A.8 note
• A.9 documentary language
• A.10 administrative information
• Annex B (informative): Bibliographical data categories
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ISO 12620 (Data Categories)

A.2.2.1  part of speech
NONADMITTED TERM1: grammatical category
NONADMITTED TERM2: word class
DESCRIPTION: A category assigned to a word based on its grammatical and

semantic properties.
PERMISSIBLE INSTANCES: Examples of parts of speech commonly

documented in terminology databases can include:
a)noun
b)verb
c)adjective

• On the basis of a study and analysis of a great
variety of practical applications; can be amended
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ISO 12620 new

Metadata Registry
• contains terms that describe database fields
• for describing and comparing databases
• for human use
• "concept-oriented" but referring to objects

(fields) that are IT representations of (real)
objects/concepts

• ISO JTC1/TC32 provides a standard for metadata
registries
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ISO 12620 new

• Converting ISO 12620:1999 data category
description into metadata registry format

• Using the DCS-Editor, developed within the
framework of the SALT Project, for the description
of the data categories

• Create the list of datCats and the description of
datCats directly by the DCS-Editor as a normative
annex of the new ISO 12620

• The body defines the (metadata) description format
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Meta Model
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ISO 12620 new
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TC 37 / SC 4

• It is important to develop a standard for data
categories used in typical "SC 4 applications"

• May-be with different parts for different types of
language resources (NLP lexica, texts, speech etc.)

• Data analysis material: language data collections
• Data analysis method/tool: (mod.) SALT's DCS-Editor
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Thank you for your attention!

• MARTIF, ISO 12620 Data Categories, MSC, Meta-
Model, TBX:  www.ttt.org

• SALT Project:  www.loria.fr/projets/SALT

klaus.schmitz@fh-koeln.de
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Tidbit: Internet Users by Native Language - 2005

0% 5% 10% 15% 20% 25%

English

Chinese
Japanese

German
French

Spanish
Italian

30 Others

U.S. Other

30%

Source: IDC Internet Commerce Market Model, V7.1 (c/o Rose Lockwood)
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Overview of Presentation

A. Definition of localization as part of GIL
B. Brief history of LISA and OSCAR
C. Layers of Localization standards
D. XLIFF for text and source code
E. TMX for translation memory exchange
F. TBX and OLIF for terminology
G. Unresolved issue: segmentation

Las Palmas Language Resources -
Melby
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[A] GIL

• Globalization (G11N)

• Internationalization (I18N)

• Localization (L10N)
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[A.1] Globalization

• Globalization (G11N)
– Globalization is the business process of taking products 

and services into various new markets around the globe
– A locale is the geographic region and language of a 

particular market

• Internationalization (I18N)

• Localization (L10N)

Las Palmas Language Resources -
Melby
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[A.2] Internationalization

• Globalization (G11N)

• Internationalization (I18N)
– Internationalization is the engineering process 

of generalizing a product or service so that it 
can handle multiple languages and cultural 
conventions

Localization (L10N)
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[A.3] Localization

• Globalization (G11N)

• Internationalization (I18N)

• Localization (L10N)
– Localization is the cross-cultural communication 

process of preparing locale-specific versions of a 
product or service and consists of translation of textual 
material and adaptation of non-textual material.

Las Palmas Language Resources -
Melby
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[B] Brief History of LISA and 
OSCAR

• LISA (Localization Industry Standards 
Association) – see 
http://www.lisa.org/info/about.html

• OSCAR (Open Standards for 
Container/content Allowing Re-use)

• OSCAR is a LISA special interest group for 
language resource data standards
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Localization-related 
Technologies

• Text Representation (Unicode and XML)
• Translation/Localization Container (TLC)
• Translation Tools (specialized)

– Segmentation, alignment, encapsulation
– Termbase setup or enrichment
– Translation memory and machine translation
– Terminology lookup
– Missing segment and markup check
– Term check (consistency, false friends, and variants)

Las Palmas Language Resources -
Melby
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[C] Layers of Localization 
Standards

• Unicode
• XML (including language/locale ids)
• XLIFF
• TMX
• TBX and OLIF
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[D] XLIFF

• XLIFF is a format to store extracted text and 
carry the data from one step to another in the 
localization process

• see http://www.opentag.com/xliff.htm for 
more information

Las Palmas Language Resources -
Melby
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[E] TMX

• The purpose of TMX is to allow easier 
exchange of translation memory data 
between tools and/or translation vendors 
with little or no loss of critical data during 
the process.

• See http://www.lisa.org/tmx/ for more 
information
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[F] TBX and OLIF

• TBX and OLIF allow the representation and 
exchange of terminological data, with a 
focus on human-oriented and NLP-oriented 
data, respectively

• See http://www.lisa.org/tbx/ for more on 
TBX

• See http://www.olif.net/ for more on OLIF

Las Palmas Language Resources -
Melby
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[G] Unresolved Issue

• Segmentation of words, sentences, and 
other linguistic units has not yet been 
standardized for the localization industry

• This means that word counts are not 
standard

• This also means that translation memory 
lookup may not detect some matches



OpenNetTerminologyManager- a Web and Standards based OpenSource 
Terminology Management Tool 

 

Klemens Waldhör* 
 

* Friedrichstr. 17, 90574 Roßtal, Germany, dr.klemens.waldhoer@waldhor.com 

Abstract 
OpenNetTerminologyManager is a privately started Open Source project which aims at developing a freely available pure web based 
concept terminology management system. It runs with any browser supporting JavaScript. The server side requires MySQL, Apache 
Web Server and Perl. The system is currently available through sourceforge.net at http://openwebterm.sourceforge.net. 
OpenNetTerminologyManager supports different terminological models. A version which is based on MARTIF has been 
implemented. 

1. 

2. 

Introduction  
Through the years the world has seen the attempt to 

establish several different terminology standards starting 
from MARTIF, Geneter to TBX, XLT (SALT), TMF (ISO 
16642) and so on. The author himself was part of one of 
the older efforts which started 1990 where within the 
MULTILEX project a first try was made to create a 
standard exchange description for areas like mono- and 
multilingual dictionaries, machine translation etc. The 
basic idea there was to use SGML as the description 
language. This was followed up in projects like EAGLES, 
Otelo (OLIF) etc. In parallel other attempts have been 
made like Geneter. Sometimes one is really puzzled how 
creative the terminology community is in inventing new 
ideas and standards. Often it is really hard to follow what 
is going on. This is the one side of the coin. On the other 
side the industry uses "quasi standards" like the export 
format used in MultiTerm™ from Trados™. Several 
products of competitors like TermStar™, UniTerm™ and 
others provide import and export features from and into 
the MultiTerm™ format, simply because MultiTerm™ is 
the market leader in this area. Otherwise getting into this 
application field for new systems is nearly impossible as 
most customers either use MultiTerm™ or at least provide 
their data in this format. 

 
Interestingly enough Open Source terminology 

software was never really part of the terminology game, in 
contrast to other areas like web servers where open source 
software like Apache is the dominating software (60 % of 
the world web server market). If one searches for “open 
source terminology management” in Yahoo and inspects 
the returned results in detail there are only two other 
relevant matches, the ForeignDesk and OpenGALEN 
match. In the last half year Lionbridge has made its 
software ForeignDesk available through open source. 
Another notable effort is RosettaWerks which deals 
implementing a set of tools for the localisation process. 

 
But what is really missing is a terminology tool which 

is available on several operating systems (not just 
Windows™) and can be used through the web and itself is 
built on free available software. This is not the place to 
discuss the advantages of the open source model. A lot of 
discussion is going on this area, but I just want to add that 

one clearly has to distinguish the open source model from 
models which are offered by software suppliers where one 
can get the executables for free, but has no access to the 
source code. Several providers of terminology software 
supply down-graded or full versions of their tools – 
mainly viewers - e.g. UniLex™ from Acolada GmbH, but 
this does not bring any advantage to the user as he still 
relies on the provider to fix bugs etc. In addition it is hard 
to check if there are any hidden traps in the software. As 
professional terminology management contains company 
or customer information security aspects and the ability to 
check this will be an important aspect of choosing a 
system in the future. Based on this observations – and 
being also a fan of the open source community - I started 
developing a terminology management software which 
should fill this gap.  

OpenNetTerminologyManager 
Terminology Model 

The basic idea of the system architecture is the 
capability to support different terminology models. The 
user should have the option either to create his own model 
or to adapt an existing model by sub-classing it or adding 
his own fields. It should also be possible to keep track 
with on-going changes in the standardisation community. 
This has been realised in the system in the following way:  
attributes (elements) of the terminology model are not 
directly mapped to database tables, but  this information is 
kept in a specific column where the structure can be freely 
defined. The actual mapping of these content of this 
column to attributes is defined in model files. Each 
database represents one model. The advantage of this 
approach is a) that it keeps the number of databases tables 
to a minimum, b) as a result the system is quite fast in 
searching and reading entries and c) adaptations of 
attributes can be made easily. 

 
The basic OpenNetTerminologyManager approach is 

concept oriented as it used in most modern terminology 
systems. In this approach a concept corresponds to one 
meaning of a word. The language specific parts of a 
concept are called "language terms" or simply "terms". 
Each concept is tagged with an unique identifier, while 
each term related to the concept uses the concept identifier 
plus a language identifier and an internal term counter as 
identifier. 



Example: The German term "Birne" (three meanings: 
Glühbirne, Frucht, Kopf = bulb, pear, nut) will be 
represented by creating three concepts (Figure 2): 

a) one with the meaning of "Frucht = fruit" and 
b) one with the meaning of "Glühbirne = bulb" and  
c) one with the meaning of "Kopf = head". 
 
The kernel of OpenNetTerminologyManager consists 

of several tables: 
a) A MONOTERM table which holds all relevant 

information for a term including term attributes 
b) A MULTITERM table which links entries in the 

MONOTERM table to a concept and also also stores 
concept related attributes. 

c) A DETAILS table which contains links from 
attributes to terms and concepts. This table is only used to 
optimise the speed when searching with attributes. 

d) A LINK table which establishes links between 
either concepts or term (e.g. in order to express a relations 
like “synonym”). 

 
Different terminology models are now mapped to the 

kernel model in a model file. This model file defines: 
The names (e.g. “Gender”) to be used for the 

attributes of the terminology model into an internal 
name. This association differentiates between concept 
related and term related attributes. 

The values and forms to be associated with a such  
names. As an example associate the attribute “Gender” 
with three possible values (“male”, “female”, “neuter”) 
and display them in the browser as a select box. 

 
Table 1 shows a simple section for the MARTIF 

model. Models can further be differentiated into two 
classes: “full models" and “sub-models”. A sub-model is 
defined as a subset of attributes of a full model. This is 
mainly necessary if for a given model (e.g. MARTIF) only 
specific attributes should be shown or if specific 
restrictions may apply for attribute values. The system 

contains some additional fixed attributes like the owner of 
the concept, read and write accesses etc. 

 

3. OpenNetTerminologyManager Features 
 
The following functions are currently supported: 

• Constraints between attributes can be realised with 
JavaScript 

• New models and sub-models can be created by the 
user (see Figure 1). 

• Attributes can be defined by the user. 
• Different types for attributes like option fields, text 

fields, select etc. are supported. 
• Multiple databases; multi-user read/write support 

(locking at concept level). Different right 
combinations can be used. Databases are either private 
(with user and password protection) or public. 

• Partial Unicode support. Unicode characters above 
Ascii 255 are stored as SGML entities in the database. 
This will be removed once MySQL supports directly 
UTF8 or a similar Unicode encoding scheme. 
Languages like Arabic, Chinese, Japanese etc. can be 
used through this approach. Once a Unicode 
implementation of MySQL is available this 
representation will be changed to an internal Unicode 
character set. 
 
 
 
 
 
 

Figure 1: Models 
 
Currently one terminology model based on MARTIF 

has been (partially) implemented. It normalises the XML 
definitions into the relational (table based) approach 
defined above. Others like Geneter are under way. 

 
opwdetail40=Grammatical Gender 
opwdetail41=Term Type 
opwdetail44=Grammatical Number 
… 
 <tr> 
  <td> 
   <fieldset> 
    <legend>Grammar</legend> 
    <table> 
     <tr> 
      @ = select!noun|verb|adjective|other tdopwdetail43 Part Of Speech?10<
      @tdopwdetail40=Grammatical Gender?10<select!na|feminine|masculine|neuter|other 
     </tr> 
     <tr> 
      @tdopwdetail41=Term Type?10<select!...|variant 
      @tdopwdetail46=Valency?10<input 
     </tr> 
     <tr> 
      @tdopwdetail44=Grammatical Number?10<select!na|dual|mass|other|plural|singular 
      @tdopwdetail45=Animacy?10<select!animate|inanimate|other 
     </tr> 
    </table> 
   </fieldset> 
  </td> 
 </tr>    

Table 1: OpenNetTerminology Manager GUI description 



 

 

Figure 2: OpenNetTerminology Manager User Interface 
 

  

 
Login allows the user to define default values like his preferred databases, 

languages, attributes to be displayed for a model, how search results should be 
displayed etc. 

 
Quick Search offers a simplified search mode which simply looks up the 

database for a specified term independently of the language. 
Search Concept supports more detailed search options like languages to be 

searched and displayed etc. Through this item the user also can edit concepts in 
the database. 

Add Concept adds new concepts to the database. 
 
The user can create new databases using Create Database where he also 

specifies the model and access rights for the database. 
 
Databases can be deleted using Delete Database. 
 
Import Term File allows existing terminology files to be imported in 

various formats supporting double detection during import, 
 
while Export Database exports databases into various formats. 
 
Management is mainly intended to give an overview of current system 

settings and databases. It also supports recreating the database structure. 

Figure 3: OpenNetTerminologyManager Commands 
 



4. 

5. 

The Basic User Interface of 
OpenNetTerminologyManager 

Figure 2 shows the basic web based user interface. It 
consists of a main window where the results of queries 
etc. are shown and a navigation window (left). Optionally 
additional concept or term related information can be 
displayed in a separate browser window. Figure 3 
describes the basic functions of the navigation window. 

 
 Concepts can be edited by first searching them with 

the Search Concept function and using the “Edit Mode” 
(not choosing “Dictionary View” option). See figure 4.  
Results are then displayed in a tabular like format (figure 
5). Clicking on “Edit” will then display the full entry 
(figure 6) in an editable format. Results can also be 
displayed in a “Dictionary View” mode (figure 7). In this 
mode concepts found with the same name for a given 
language may optionally be collapsed  into one output 
entry. This displays the entry in a similar way as they are 

show in printed dictionaries. Depending on the user search 
result display settings attributes will be displayed either 
directly in the main window as part of the entry or the 
term name is realized as a hyperlink and when clicking on 
it is displayed later in a separate browser window (figure 
2). In addition the user can configure for each database 
which attributes should be shown. The query itself 
supports various search options like full text search, 
regular expressions, the LIKE operator etc. 

Software requirements 
OpenNetTerminologyManager requires the following 

software components: Perl > 5.0 (with some additional 
modules installed), Apache Web server or a compatible 
server, MySQL and a JavaScript enabled Web Browser. 
Tests have been done with Internet Explorer 5.0, 6.0®, 
Netscape® and Opera® . The system has been tested both 
on Windows (NT® and 2000®) and LINUX. 
 

 

Figure 4: Searching concepts 

 

Figure 5: Searching result display 

 

Figure 6: Editing concepts 

 



 

 

Figure 7: Dictionary View display with no attributes displayed searching for “Planet%” 

 

Figure 8: Result of a TransAccount terminology database full text query (searching for the term “finance”) with attributes 
displayed. 

 

6. 

7. 

8. 

9. 

Application Scenario 
The TransAccount project (MLIS 5016) deals with the 

need for a multilingual translation system allowing the 
translation and interpretation between the annual accounts 
of a member state of the European Union (France) and 
IAS (International Accounting Standards) statements. 
Within this project the XBRL (eXtensible Business 
Reporting Language) IASCF taxonomy has been 
translated from English to French by one of the partners. 
The resulting 2000 concepts have been imported into a 
TransAccount terminology database. In addition about 
2000 other general financial terms have been converted 
from a Geneter based format which have been produced 
by another partner at the start of the project. An example 
of the results of a query is shown in figure 7. 

Next Steps 
An important feature which is currently under 

development is an advanced link concept. This link 
concept will not only support links in the way as TBX 
defines them but will allow to create complex typed links 
between concepts and terms and databases. This will 
allow the user to search the databases not only as a simple 
term-lookup tool but to browse through it in a kind of 
semantic net and to find related concepts. 

A concept is also developed which supports "similarity 
queries". It is intended to introduce a “stemming based 
index” by applying the Porter stemming algorithm to 
terms for some languages automatically (Porter, 1980). 
Other developments concern additional import / export 
formats and simplified form handling for attributes. 

As there are several opens source project on mapping 
xml to relation databases on the way (e.g. XML-DBMS) I 
am currently also looking into replacing the internal 
structure of the database by a full xml database approach. 
This will heavily depend on the access speed compared to 
the current implementation. 
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Introduction 

Lexical data resources are growing rapidely thanks to 
the Internet. Unfortunately, despite numerous existing 
standards like TEI, MARTIF, GENELEX, 
EAGLES/PAROLE, etc. each resource has its own 
format and own structure. Furthermore, the existing 
lexical data is generally developed for a specific 
purpose and can’t be reused easily in other 
applications. 
In this paper, we intend to define a complete 
framework for developing multilingual lexical 
database for multipurpose. The framework is generic 
enough in order to accept a wide range of dictionary 
structures and proposes for manipulating 
heterogeneous dictionaries a set of common pointers 
into these structures. 
We will first present the organisation of Dictionary 
Markup Language (DML) framework. 
Then we will describe more precisely the DML 
language based on XML schemata. 
Next, we explain how to describe dictionary macro 
and microstructures with the DML. 
Lastly, we will explain our concept of common 
pointers defined in a Common Dictionary Markup 
(CDM) set. 

1. Presentation of the DML Framework 

The DML Framework described first by 
Mangeot-Lerebours (2001) is a complete framework 
for the consultation of heterogeneous dictionaries, 
cooperative construction of new dictionaries and 
communication with other lexical databases or lexical 
data client and supplier applications. The framework 
is completely generic in order to manage 
heterogeneous dictionaries with their own proper 
structures. 
The consultation of heterogeneous dictionaries is 
possible as soon as they are encoded in XML, 
consultation of other resources via remote servers 
through API, possibility of adding pre-consultation 
help modules such as spell checking and 
morphological analysis before consultation or 
post-consultation modules like syntethisers, 
conjugation of verbs, learning drills, etc. Possibility of 
automatic consultation of the database via client API. 

The construction of new dictionaries can be done by a 
community of contributors and validated by a group of 
head lexicographers specialists. 
The management of user profiles, preferences and 
weights for consultation, annotation and edition of 
lexical data with inheritance and sharing possibilities 
among groups of users is also handled by the 
framework. 
The <database> element describes a lexical 
database and lists the dictionaries that are stored in it. 

Database

Entry

Dictionary
Client
API

Supplier
API

Volume
User

History

Group
CDM set
¥headword
¥pos
¥pronunciation
¥translation
¥example
¥idiom

Basic Types
¥boolean
¥integer
¥date

function

tree
graph

automaton
link

Figure 1. Logical Organisation of a Lexical Database 
The <dictionary> element describes the metadata 
linked to ther dictionary. It links all the volumes of the 
dictionary. 
The <volume> element describes a dictionary part. 
The content is principally a list of dictionary entries. 
For example, a bilingual bidirectional French-English 
dictionary will be described by only one 
<dictionary> element. The French->English 
entries will be in one <volume> element and the 
English->French entries in another <volume> 
element 

2. The DML Language 

2.1. The DML Namespace 
To describe the structure of all the documents, 
elements, attributes and XML types, we use an XML 
namespace [XML Namespaces]. Our namespace is 
called DML for Dictionary Markup Language. The  



namespace URI points to an XML schema [XML 
Schemas] describing the contents of the namespace. It 
is available online1 to allow users to edit and validate 
their files online with an XML schema validator.  
<MyElement 
xmlns:dml="http://www-clips.imag.fr/
geta/services/dml"> 
  ... 
  <dml:MyDescendant/>  
  ... 
</myElement> 

Figure 2: Usage Example of the DML Namespace 

2.2. DML Common Types and Attributes 
For some information, we define type and attributes 
common to all DML elements. It allows to standardize 
the data. The XML schemata have originally simple 
predefined types. We selected and reused some in our 
definitions. 

2.2.1. Dates and Time 
Dates are represented by the date DML attribute of 
the XML schema type dateType taken from the 
extended format of the ISO 8601 standard. 

2.2.2. Response Delay 
The  delay DML attribute of an element indicate the 
response delay when a request has been launched on 
this element.  
This delay is a duration of the XML schema 
durationType type. For example, 5 seconds and 
10 cents will be indicated : "5.10S". 

2.2.3. Unique ID 
The id DML attribute of an element is a unique ID in 
all the lexical database. It allows to create links 
between elements. It redefines the XML schema ID 
simple type. 

2.2.4. Modifications History 
The modifications history of an element has a unique 
ID. The element links to its history thanks to the DML 
attribute history that gives the value of the history 
ID. The type redefines the XML schema ID simple 
type. 

2.2.5. Languages Notation 
To note the various languages, we use the 
ISO-639-2/T (T for Terminology) [ISO98] standard 
that defines a 3 letter code for each language 
(French->fra; English->eng, Malay->msa, etc.). It is 
far more complete that the two letters code standard 
ISO-639-1. We also add our proper codes like "unl" 
for the UNL language. This codes list represents the 
lang DML type. The lang DML attribute is from this 
type. 

                                                           
1 http://www-clips.imag.fr/geta/services/dml/  

2.2.6. Documents Encoding 
To note the encodings of the various documents in the 
database, we define the encodingType. DML type. 
The values are those described by the IANA (Internet 
Assigned Number Authority) for the encodings. These 
are also the values used for MIME types 
(Multipurpose Internet Mail Extension). Among the 
most used, we find ASCII on 7 bits, ISO-8859-1 on 8 
bits for latin languages, Shift-Jis on 8 or 16 bits for the 
Japanese, UTF-8 on 8 bits for UNICODE characters, 
etc. 

2.2.7. Status of an Element 
The status DML attribute is used to indicate its 
status. The values can be among others auto if the 
element has been obtained automatically, rough if 
the element has not been revised and revised if so, 
etc. 

3 DML Architecture 

3.1. Macrostructure Definitions 
To describe the macrostructure of our dictionaries as 
well as our lexical database, we use XML elements. 
We principally based our definitions on the LEXARD 
language defined by Serasset (1994) and added some 
information 

3.1.1. Description of a Lexical Database 
To describe a lexical database, we use the 
<database> element formally described inthe 
DML schema. 
The modifications of the <database> element and 
its descendants are stored in a document linked with 
the history-ref atttribute. 
We add to LEXARD the possibility to define various 
users and groups in the database. At the beginning 
three groups are predefined : universe contains all 
the users of the database, administrators 
contains the administrators of the database and 
lexicologists contains the users in charge of the 
control of the data. 
The information relative to each user are stored in 
another element referenced by the <user-ref> 
element. 
All the dictionaries of the database are referenced by 
pointers on XML documents that describe them. The 
pointers are the href attributes of the <dict-ref> 
elements grouped in the <dictionaries> 
element. 

3.1.2. Description of a Dictionary 
To describe a dictionary, we use the <dictionary> 
element. The modifications information is stored in a 
document pointed by the history-ref attribute. 
We indicate meta-information on the resources. 
The elements <category>, <type> and 
<links> describe the dictionary macrostructure. 

http://www-clips.imag.fr/geta/services/dml/


The <category> element indicates the dictionary 
type (monolingual, bilingual, multilingual, 
interlingual). The  <type> element indicates if the 
dictionaries are unidirectional, bidirectional or pivot 
based.  
The <links> element indicates the links between 
the volumes of the dictionary. For example, if a 
dictionary is pivot based with 3 languages English, 
French and Malay, it contains 4 volumes Interlingual, 
English, French and Malay linked as follows: 
<links>  
  <link from="English" 
to="Interlingual"/>  
  <link from="French" 
to="Interlingual"/>  
  <link from="Malay" 
to="Interlingual"/>  
</links> 
The dictionary volumes are referenced by their unque 
name. The <volumes> element gathers all the 
reference to the volumes files noted with the 
<volume-ref> element. 
The source and target languages are indicated with the 
3 letter code DML lang type. 
The <content> element describes the content of the 
dictionary. The <domain> element indicates the 
domain covered by the dictionary (general, medecine, 
computer, etc.) 
We indicate also the size of the dictionary in bytes by 
<bytes>, and the headword number by 
<hw-number>. 
For the version management, we indicate the version 
number (<version>), the creation-date of the 
dictionary (<creation-date>) and the date of the 
integration of the dictionary into the database 
(<installation-date>). 
For the non-DML resources, we need to indicate the 
file format (<format>) and the encoding 
(<encoding>). The encoding values are 
determined by the DML type encodingType. 
We also indicate meta-information on the dictionary 
like the resource supplier (<source>), the owner 
(<owner>), the responsible at the database level 
(<responsible>), the rights attached to the 
dictionary (<legal>) and miscellaneous comments 
(<comments>). 
The CDM (see chapter 4) elements list 
(<cdm-elements>) is stored with for each 
element, its real name in the resource and the maximal 
response delay. The (<corpus>) element is special, 
it allows to indicate that we search a string anywhere 
in the dictionary. 

3.1.3. Description of a Volume 
The <volume> elements gathers dictionary entries 
with the same source language. The modificaitons 
history is referenced with the history-ref 
attribute. 

3.2. Microstructure Definitions 
To represent dictionary microstructures, we propose 
to redefine in XML the structures defined with 
LINGARD (see serasset (1994). 

3.2.1. Trees 
To represent a dependance tree associated to the 
sentence "Le chat mange une souris.", for example, we 
can use a “decorated node” <dn> with attributes 
corresponding to the grammatical variables. 
<dn ul="manger" time="present" 
aspect="imperfectif">  
  <dn ul="chat" determ="defini" 
gnr="masc" pos="-1"/>  
  <dn ul="souris" determ="indefini" 
gnr="fem" pos="+1"/>  
</dn> 

3.2.2. Links 
The definition of a link is done with the xlink standard 
[XLink 1.0]. We alslo add our attributes: 

• The attribute  
type="bidirectionnal" or 
type="oriented" indicates if the link is 
bilingual or not; 

• The attribute id is of the DML id type. It 
allows to attribute a unique id for each link; 

• The content text of the element allows to tag 
the links. 

Here is a link example: 
<link type="oriented" id="l001"  
href="example.xml#xpointer(//node[xl
:label='n002'])"/> 
The reference to the external element is done with the 
href attribute. The reference is noted as a URI. If the 
object does not have a unique id (id), the link is 
described with the [XPointer] standard. Otherwise, it 
is pointed as follows: 
<link type="oriented" id="l001" 
href="example.xml#n002"/> 

3.2.3. Graphs and Automatons 
The xlink standard [XLink 1.0] is used to describe arcs. 
The arcs type is oriented type="oriented" or 
bijective type="bijective". The source and the 
target of the arc are noted with the node identifiers 
from="n001" and to="n002". 
The definition of an automaton follows the definition 
of a graph. The starting node is noted with the 
xl:title="starting-node" attribute. The 
ending nodes are noted with the  
xl:title="ending-node" attribute. 

3.2.4. Functions 
The following example represents the lexical function 
[lambda]x1 (CausOper1x0x1). The results of 
its application to the French lexie DÉSESPOIR are the 
following: pousser, réduire quelqu'un au désespoir, 



jeter quelqu'un dans le désespoir, frapper quelqu'un de 
désespoir. The function is noted in XML as follows: 
<function name="CausOper1">  
  <arguments>  
    <first value="desespoir"/>  
  </arguments>  
  <valgroup>  
    <value>pousser</value>  
    <value>réduire [qqun au 
désespoir]</value>  
    <value>jeter [qqun dans le 
désespoir]</value>  
    <value>frapper [qqun de 
désespoir]</value>  
  </valgroup>  
</function> 

3.2.5. Feature Structures 
If the features are typed, the type is noted with an 
attribute. If the feature has several values, the element 
is duplicated. 
<feature1 
type="type1">valeur1</feature1> 
<feature1 
type="type2">valeur2</feature1> 

3.2.6. Sets and Disjonction 
Sets and disjunctions are defined directly at the XML 
schema level with the two elements <xsd:choice> 
and <xsd:sequence> 

3.2.7. Basic Types 
The basic type of an XML document is the character 
string. Thanks to XML schemata, we can use many 
other basic types like boolean, entity, decimal, 
float,etc.  

4. The Common Dictionary Markup Subset 

We defined a subset of DML element and attributes 
that are used to identify which part of the different 
structures represent the same lexical information. This 
subset is called Common Dictionary Markup (CDM).  

4.1. Definition of the Subset 
The DML framework may be used to encode many 
different dictionary structures. Indeed, two dictionary 
structures can be radically different. So, in order to 
handle such heterogeneous structures with the same 
tools, we need a common formalism. Standards like 
TEI [Ide95], MARTIF [Melby94], [ISO99]; 
GENELEX/EAGLES [GENELEX93] and 
[GENETER] aim to be universal but very few 
resources implement them. 
We made a more pragmatic work with identifying the 
information in the existing resources as well as their 
meaning and naming them ina unique way in the DML 
namespace 

This hierarchized subset is called Common Dictionary 
Markup and comes principally from the detailed 
examination of the FeM, DEC, OHD, OUPES, NODE, 
EDict, ELRA-MÉMODATA dictionaries and the 12th 
chapter of the TEI about dictionaries. It contains the 
most frequent elements found in these resources like 
the headword, the pronunciation, the part-of-speech, 
the examples, the idioms, etc. These elements have 
always the same semantics. For example, 
<dml:entry> always refer to a dictionary entry and 
<dml:headword> to the headword. 
For some elements with closed lists of values, we 
define a list representing the intersection of the values 
and conversion rules for each resource. An example is 
the list of parts-of-speech for each language. 
This set is in constant evolution. If the same kind of 
information is found in several dictionaries then a new 
element representing this piece of information is 
added to the CDM set. It allows tools to have access to 
common information in heterogeneous dictionaries by 
way of pointers into the structures of the dictionaries. 
The table 1 lists a first version of the CDM subset. 

<CDM tag> (TEI equivalent) 
<entry> (entry) 
<headword hn=""> (hom)(orth) 
<headword-var> (oVar) 
<pronunciation> (pron) 
<etymology> (etym) 
<syntactic-cat> (sense level="1") 
<pos> (pos)(subc) 
<lexie> (sense level="2") 
<indicator> (usg) 
<label> (lbl) 
<definition> (def) 
<example> (eg) 
<translation> (trans)(tr) 
<collocate> (colloc) 
<link href=""> (xr) 
<note> (note) 

Table 1: CDM Elements Subset 

4.2. CDM Correspondance Examples 
When a resource is recuperated, a correspondance 
table is established between the original element 
names and CDM elements. The table 2 has been used 
for the FeM, OHD and NODE dictionaries. 

CDM FeM OHD NODE
<entry> <fem-entry> <se> <se> 
<headword> <entry> <hw> <hw> 



<pronunciation> <french_pron> <pr><ph> <pr><ph>
<etymology>   <etym> 
<syntactic- 
sense>  <sense 

n=1> <s1> 

<pos> <french_cat> <pos> <ps> 

<lexie>  <sense 
n=2> <s2> 

<indicator> <gloss> <id>  
<label> <label> <li> <la> 

<example> <french_ 
sentence> <ex> <ex> 

<definition>   <df> 

<translation> <english_equ> 
<malay_equ>  <tr> 

<collocate>  <co>  

<link> <cross_ref 
_entry> <xr> <xg> 

<vg> 
<note>  <ann>  

Table 2: Equivalents of the CDM elements in the 
FeM, OHD and NODE 

Conclusion 

This framework has been extensively used for the 
Papillon project (see Serasset & Mangeot-Lerebours 
(2001)) of mutualized construction and consultation of 
a pivot multilingual lexical database. This 
experiments allowed us to correct and adapt some 
parts of the DML. 
Nevertheless, the framework need to be opened to the 
public in order to receive feedback and comments. We 
plan to open a web site dedicated to the DML soon. 
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Annexs  

Annex 1: XML Document Describing a Database 
<database xsi:schemaLocation="http://www-clips.imag.fr/geta/services/dml 
http://clips.imag.fr/geta/services/dml/dml.xsd"  
name="GETA Lexical Database"  
creation-date="22/10/99" 
 owner="GETA">  
  <partner-servers>  
    <user-ref name="XRCE Analyser" href="xrce.xml"/>  
  </partner-servers> 
  <users>  
    <user-ref name="Mathieu.Mangeot" href="mangeot.xml"/>  
    <user-ref name="Mutsuko.Tomokiyo" href="tomokiyo.xml"/>  
 </users>  
  <groups>  
    <group name="universe">  
      <user-ref name="Mathieu.Mangeot"/>  
      <user-ref name="Mutsuko.Tomokiyo"/>  
    </group>  
   <group name="lexicologists"><user-ref name="Mutsuko.Tomokiyo"/></group>  
    <group name="administrators"><user-ref name="Mathieu.Mangeot"/></group>  
  </groups> 
  <dictionaries>  
    <dict-ref name="FeM" href="FeM.xml"/>  
    <dict-ref name="Papillon" href="papillon.xml"/>  
  </dictionaries>  
</database> 

Annex 2: XML Document Describing a Dictionary 
<dictionary   
xsi:schemaLocation="http://clips.imag.fr/geta/services/dml 
http://clips.imag.fr/geta/services/dml/dml.xsd"  
category="multilingual"  
creation-date="21/1/97 00:00:00"  
encoding="ISO-8859-1"  
format="rtf"  
hw-number="192460"  
installation-date="23/06/99 15:04:00"  
fullname="dictionnaire français-anglais-malais"  
name="FeM"  
owner="GETA"  
type="unidirectional"  
version="1">  
  <languages>  
    <source-language lang="fra"/>  
    <target-language lang="eng"/>  
    <target-language lang="msa"/>  
  </languages>  
  <contents>general vocabulary in 3 languages</contents>  
  <domain>general</domain>  
  <bytes>9106261</bytes>  
  <source>ML, YG, PL, Puteri, Kiki, CB, MA, Kim</source>  
  <legal>all rights belong to ass. Champollion</legal>  
  <cdm-elements>  
    <headword delay="1s"/>  
    <pronunciation delay="5s"/>  



    <part-of-speech delay="5s"/>  
    <translation lang="eng" delay="5s"/>  
    <translation lang="msa" delay="5s"/>  
    <corpus delay="10s"/>  
  </cdm-elements>  
  <administrators><user-ref name="Kim, ML"/></administrators> 
  <volumes><volume-ref name="FeM" href="fem_fr_en_ms.xml"/></volumes>  
</dictionary> 

Annex 3: XML Document Describing a Volume 
<volume  
xsi:schemaLocation="http://clips.imag.fr/geta/services/dml  
http://clips.imag.fr/geta/services/dml/dml.xsd"  
 name="FeM_fr_en_ms"  
source-language="fra">  
  <entry>…</entry>  
    ...  
</volume> 

Annex 4: XML Document Describing a User 
<user  
xsi:schemaLocation="http://www-clips.imag.fr/geta/services/dml 
http://www-clips.imag.fr/geta/services/dml/dml.xsd"  
name="Mathieu MANGEOT" 
creation-date="22/10/2001">  
  <login>Mathieu.Mangeot</login>  
  <password>toto</password>  
  <email>Mathieu.Mangeot@imag.fr</email>  
  <profiles>  
   <competences>  
      <eng level="good">translation</eng>  
      <fra level="mother tongue">phonetic, collocations, examples, grammar</fra>  
      <jpn level="beginner"/>  
      <spa level="good">translation</spa>  
    </competences>  
    <interests><interest lang="hun,jpn"/></interests>  
    <activities>  
      <activity dictionary="FeM">interface</activity> 
      <activity dictionary="Papillon">administration</activity>  
    </activities>  
  </profiles>  
 <credits>10</credits>  
  <annotations href="mangeot-ann.xml"/>  
  <contributions>  
    <contribution source="French.xml" href="mangeot-cnt1.xsl"/>  
  </contributions>  
  <requests href="mangeot-req.xml"/>  
  <xml-stylesheet type="text/css" href ="mangeot-sty.css"/>  
  <groups>  
    <group-ref name="universe"/>  
    <group-ref name="administrators"/>  
  </groups>  
</user> 

Annex 5: XML Document Describing a supplier API 

<api type="supplier" category="consultation" name="JMDict_en-ja">  
  <info>Dictionnaire japonais-anglais de Jim Breen</info>  
  <url href="http://www.csse.monash.edu.au/cgi-bin/cgiwrap/jwb/wwwjdic"/>  



  <protocol type="get"/>  
  <delay min="1s" average="1s" max="2s" timeout="10s"/>  
  <encoding input="UTF-8" output="EUC-JP"/>  
  <format input="txt" output="html"/>  
  <arguments>  
    <element name="source-language">  
      <complexType>  
        <restriction base="string">  
          <enumeration value="jpn"/>  
          <enumeration value="eng"/>  
        </restriction>  
      </complexType>  
    </element>  
    <element name="headword" type="string"/>  
    <element name="regex" type="boolean"/>  
  </arguments>  
  <result><element name="output" type="string"/></result>  
</api> 

Annex 6: XML Document Describing a client API 

<api type="client" category="consultation" name="getabase">  
  <info>API de consultation de la base lexicale du GETA</info>  
  <url href="http://www-clips.imag.fr/cgi-bin/geta/dicoweb 
mailto:dicoweb@imag.fr 
telnet://www-clips.imag.fr:2628"/>  
  <protocol type="post get mailto DICT" login="anonymous"/>  
  <encoding input="ASCII ISO-8859-1 UTF-8" output="UTF-8"/>  
  <format input="txt xml" output="xml html txt"/>  
  <arguments>  
    <element name="name" type="string"/>  
    <element name="source-language" type="lang"/>  
    <element name="word-order" type="string"/>  
    <element name="cdm-elements" type="string"/>  
    <element name="context" type="positiveInteger"/>  
    <element name="input" type="string"/>  
  </arguments>  
  <result>  
    <element name="output">  
      <complexType>  
        <sequence><element name="article" type="articleType"/></sequence>  
      </complexType>  
    </element>  
  </result>  
</api> 
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Abstract
In this paper we propose an architecture for a lexicon management tool MANAGELEX. This tool aims at a general environment for
reading, updating and combining lexicons in different formats. The starting point is the already existing lexicon models MULTILEX
and GENELEX. Each functionality (reading, updating and combining) is based on a corresponding model, which can be configured
and maintained coherently.

1. INTRODUCTION
A large amount of lexical resources was developed during
the last 15 years. Unfortunately, in the absence of a stan-
dard each application produced and used its own lexicon
in a specific format and a specific model, according to
particularities of language, system functionality and
available physical resources. Reusable lexical resources,
however, could noticeably reduce the cost of development
of NLP applications. Moreover, during research projects,
lexicon  requirements may change over the run time of
the project, and maintaining a suitable lexicon is expen-
sive and time-intensive work.

The problem of standardization appeared as an absolutely
and urgent necessity, and several projects were carried out
in this sense (v.Hahn 2000). The task is quite difficult
because it implies at least two components : standardiza-
tion of the format and standardization of the model.
Moreover, these two components are not completely inde-
pendent. For the former it is general agreed today, that the
starting point is a SGML –based format. Several SGML-
lexicon standard formats were already proposed (EA-
GLES, OLIF, SALT) (Lieske & al. 2001, Melby 1999). It
is, however, necessary that we have not only a standard
set of tags but also a standard model of a lexicon repre-
sentation. As a result of this insights, several projects tried
to develop a standard and general model for lexicons. The
most well-known formalisms after this phase are GeneLex
and Multilex.

2. STANDARD LEXICON MODELS.
STATE OF ART

Although having many architectural features in common,
Genelex is abstracted basically from a French monolin-
gual lexical model, whereas the Multilex architecture is
genuinely designed as a multilingual language-
independent general structure, trying to include all lan-
guage specific models (EAGLES 1996). At least, as
quoted in one of the final reports (Praprotté  & al. 1993),
Multilex “is based on a consideration of the following
languages: English, German, French, Spanish and Ital-
ian, and to lesser degrees Dutch and Greek”.  Compared
to the multitude of (at least) European languages we ob-
serve that the Slavonic family was not taken into consid-
eration, and also a lot of other languages which bring in
new linguistic features (for example Romanian, although

it belongs to the Latin languages, it has several important
characteristics, due to the Slavonic influence).

The MULTILEX architecture presented a generic model
for a lexical entry, which can be used as a starting point
for further developments. However MULTILEX, as other
similar projects “imposes constraints on the linguistic
level. Each of these projects imposes its own notion of
‘lexical unit’ (lemma, word-sense, concept) and its own
logical structure (Typed Feature Structures, Entity-
relationship model, automata, trees,...)” (Sérasset 1996).

With these constraints, a user at the moment cannot use
the same system to manipulate two lexicons coming from
different places. Some steps in this direction were done in
MULTILEX, which originally proposed the development
of tools to convert lexicons into MULTILEX format. The
proposal was not further developed because, quoting the
same final report (Praprotté & al. 1993) “copyright prob-
lems, problems in converting and correcting dictionary
data, a lack of consistency in the data” made this proposal
unreachable.

Much lexical work from completed projects cannot be
used in follow-up projects because of one of the following
reasons:
•  The lexicons were produced with the help of systems

that are not any longer maintained; thus nobody can
provide an export facility.

•  In some cases, lexicon definitions contain procedural
elements, which cannot be used without the hosting
system,

•  Lexicons may contain too rich features, which are too
expensive to remove from the files.

•  Experimental lexicons may be inconsistent or  contain
entries with different granularity,

•  Lexicons may be stored in a data base, whereas others
are plain files and the export formats do not match,

•  Lexicons differ in their linguistic classes, i.e., there is
a more-to-more mapping between feature classes.

From another point of view the use of a specific format
(for example MULTILEX) means to adapt a posteriori
other systems’ processes to read and work which such
external formats. This is usually quite cost-expensive.

The situation is much more critical for small languages,
and languages from Central and East Europe, for which



lexical resources were developed quite ad hoc  as they
were needed for a certain project.

Although a lot of resources after a few years may be lin-
guistically and technically outdated, about 60% of a dic-
tionary with approx. 80 000 entries comprises the lexical
core of very high and rather high frequency words, which
remain stable in their syntactic and semantic properties
over a long period of time. The other part (especially ter-
minology) from time to time must undergo revision, up-
dating or even replacements.

3. MANAGELEX A GENERIC LEXICON
MANAGEMENT MODEL

Following the above considerations, we assume that for a
rather long time from now, NLP applications will still
have to deal with manipulations of non-standard lexical
resources.

However, this is only possible with rather general lexical
management tools for acquisition, comparison, manipula-
tion and validation of lexicons, based on several abstract
models.

In this section we propose a new architecture for a lexicon
management tool (MANAGELEX), a tool, which is able
to read, convert and combine lexicons, independent of
their format, language or system requirements.
The general architecture of such a system includes (as
shown in figure 1) 3 levels of abstraction (which follow
the ANSI(1999) data modeling specifications): the meta
model level, the model level and the real world level.

•  The real world level identifies real (present), distinct
objects, their concrete features, and the actual relation
among them. In figure 1 this corresponds to the en-
coded lexicons (DocA, DocB) and their structure
(StructA, StructB)

•  The model level groups real world objects and pres-
ent features into object and attribute classes and rec-
ognizes possible relationships among object classes.
On this level our architecture has 3 tools:
- A tool for reading and updating a lexicon (acqui-

sition and editing tool),
- a tool for encoding and decoding (encoding / de-

coding tool) and
- a tool for mapping two lexicons, possibly with

different structure (mapping tool)

•  The meta model level, classifies types of elements
appearing on the model level and the abstract rela-
tions among them, situation independent. Accord-
ingly, we propose

- A generic lexicon model (LexMod) which pro-
vides a rather rich model of possible lexical in-
formation. Here, every linguistic feature, with
their possible values which may occur in a set of
languages (at least European) are specified
(MULTILEX together with the MILE (Calzolari
& al. 2001) model (defined in the frame of the
ISLE project) are a good starting point). A flexi-

ble formal specification will be provided for this
model. The model will also allow for new cate-
gories, joining as well as splitting of  existing
categories.

- A generic encoding model (Encod), which speci-
fies the way of combining the linguistic informa-
tion in a specific entry and lexicon structure. The
model should also include options for encoding
files in the new generally agreed SGML-
standards as OLIF or SALT (Lieske & al. 2001;
Melby 1999).

- A mapping model (MAP), that specifies modali-
ties of combining two lexicons and takes into ac-
count problems like mutual gaps and complex
categories.

Given this architecture, we now explain the functionality
of the envisaged system in three situations:

1. Building / updating a lexicon.

Input: Lexicon definition from LexMod, Encoding
Model Encod,
Output: Lexicon interface, lexicon file

The operation is mainly performed by the acquisi-
tion/editing tool. The interface of this tool is built
automatically according to the characteristics selected
from LexMod for this particular lexicon. The output of
this tool is a data structure recording the structure of
the lexicon LexA. The encoding / Decoding Tool uses
this data structure and the Encoding module and pro-
duces and encoded lexicon DocA.

2. Reading a lexicon.
Input: Lexicon file, Encoding Model Encod,
Output: -

 This operation requires first the identification of the
encoding and the generation of the corresponding lin-
guistic structure (StructB). Responsible for all these is
the encoding tool

3. Join of  two lexicons (LexA and LexB)
Input: General Lexicon definitions from LexMod,
lexicon definitions from StructA and StructB, mapping
models MAP
Mapping models MAP
Output: Lexicon file

This is the  most challenging operation. The mapping
tool has to use not only the structure of the two lexi-
cons  (StructA and StructB) and the mapping model
(MAP) but also the generic lexicon model (LexMod).
This is required for example in case of different names
for the same linguistic feature. The resulting structure
contains data consistent with both lexicons. Further-
more a new lexicon can be encoded as described
above.



4. CONCLUSIONS
In this paper we described a model of a possible lexicon
management tool, which can deal with frequent problems
in lexicon acquisition / maintenance. The presented ar-
chitecture is still in prototyping phase. We envisage to
develop it in the frame of an European project. How ever
for the moment we will take into account the European
languages. Extensions to other language should be possi-
ble one the system reaches a stable version. The system is
not intended to replace the actual already defined stan-
dards, but to supply the use and reuse of the already de-
veloped non-standard lexical resources

REFERENCES
ANSI-American National Standard Institute(1999), Stan-

dard X3. 138-1988, Information Resource Dictionary
System (IRDS)

Calzolari, N. and A. Lenci and A. Zampolli and N. Bel
and M. Villegas M. and G. Thurmair G., (2001) “The
ISLE in the Ocean – standards for Multilingual Lexicons
(with an Eye to Machine Translation)”, Proceedings of
MT Summit VIII, Santiago de Compostella, 2001

EAGLES (1996) “Input to the EAGLES architecture
work: survey of MULTILEX”,
http://www.ilc.pi.cnr.it/EAGLES96/lexarch/node4.html

v.Hahn, W (2000), “Standards in Natural Language Proc-
essing – New Steps in Language Engineering”, in Stan-
dards in Information technology S. Nedevschi and K.
Pusztai (Eds.), Casa Cartii de Stiinta, Cluj.

v.Hahn, W. (1999), “Metamodelling of Lexical Acquisi-
tion Tools”, Proceedings of EUROLAN ’99, Iasi.

Lieske Ch. and S. McCormick and G. Thurmair (2001),
“The Open Lexicon Interchange Format (OLIF) comes
of Age”, Proceedings of MT Summit VIII, Santiago de
Compostella

Melby, A. K. (1999), “SALT: Standards-based Access
service to multilingual Lexicons and Terminologies”,
http:// www.ttt.org

Paprotté, W. and F. Schumacher(1993), “MULTILEX –
final Report WP 9: MLEXd”, Report MWP 8 – MS

Sérasset G.(1996), “Recent Trends of Electronic Diction-
ary. Research and Development in Europe”, Report
GETA-IMAG, CNRS, Grenoble,



Generic Lexicon Model (a (complete) model of lexical information)

Morphology Syntax SemanticsPhonology

LexMod

Name
Features
Values

Structure of Lexicon A

StructA

Structure of Lexicon B

StructB

Structure of Lexicon A+B

Editing surface

StructA+B

Encoded file LexA

DocA
Encoded file LexB

DocB

 model of encoding / decoding

Choice of :
- Objects from StructX
- Delimitators
- Literals, like sgml tags,
- ...

Encod

Model of mapping
lexicons

Solves problems of:
- mutual gaps
- complex cate-

gories
- multilingual-

ism
- …

MAP

Mapping Tool

Acquisition /
Editing Tool

Encoding /
Decoding

Tool

U

U

W

W

R

R

U

W

U

R R

U

U

W

R

U = uses
R = reads
W = writes

Flow for buiding / updating a lexicon

Flow for reading a lexicon

Flow for merging two lexicons

Figure 1: MANAGELEX: components and Workflow



Management of Language Resources using Metadata 

P. Wittenburg, Daan Broeder 

Max-Planck-Institute for Psycholinguistics 
peter.wittenburg@mpi.nl 

Abstract 
 
Technology development allows many more researchers than before to create language resources especially with multimedia 
extensions. This creates a resource management problem that exceeds the boundaries of established resource centers. Metadata 
environments such as the one proposed by IMDI that offer a metadata set and also tools to operate on them have a strong potential to 
help the individual researcher to carry out his resource management tasks. In addition, it allows him to easily integrate his resources 
into a large distributed domain of resources. The work at the Max-Planck-Institute for Psycholinguistics to establish a large multimedia 
language corpus helped to understand the needs and requirements. Due to this experience the IMDI environment has reached a state of 
maturity, but still some important features have to be added. 

1. Introduction 
Researchers and developers in the area of language 

resources are faced with four very dominant trends in the 
recent years: (1) The number and complexity of language 
resources stored in digital archives is growing fast, (2) 
there is an increasing acceptance of the need to improve 
the availability of the resources, (3) the Internet now 
connects many archives storing such resources and this 
asks for interoperability and (4) for many language 
resources need to be stored in archives for a large period 
of time due to economical and ethical reasons. 

An impression about this explosion of resources can be 
given by the example of the multimedia/multimodal 
corpus at the Max-Planck-Institute for Psycholinguistics 
where every year around 40 researchers carry out field 
trips, do extensive recording of communicative acts and 
later annotate the digitized audio and video material on 
many interrelated tiers. The institute now has already 
more than 7000 annotated sessions - the basic linguistic 
unit of analysis - and we foresee a continuous increase. It 
was usual that researchers managing their resources with 
individually designed Excel-Sheets eventually were not 
able to keep control of them and that the institute 
effectively lost all access to resources when a researcher 
left. Thus the individual researcher as well as the institute 
was both faced with a resource management problem. It is 
known that in other research centers, universities and also 
in industry similar situations occur.  

The increase of the amount of resources was paralleled 
by an increase in the variety and complexity of formats 
and description methods. Moving from purely textual to 
multimedia resources with multimodal annotations caused 
this. Media can include not only several audio and video 
tracks, but also increasingly often other information such 
as for example from eye trackers, data gloves and brain 
image recorders. 

In many areas resources were seen as the private 
capital of a researcher or a specific project that served 
only to investigate a limited number of research questions. 
Therefore, the need to make resources available for other 
research was not seen. However, researchers now 
understand the potential of modern technology to 
immediately access the raw material, which enables for 
example re-coding, or incremental annotation procedures 
that can be part of collaborations. These opportunities 
increase the individual researchers willingness to share his 

resources and to invest time to create publicly available 
descriptions.  We clearly recognize a trend towards 
making the resources themselves available via the Internet 
or at least indicating what resources exist by creating 
structured descriptions available on the Internet. 

The usage of the Internet demands for interoperability 
on various levels. Therefore new technologies devoted to 
the special requirements of the Internet such as RDF 
(Resource Description Framework), XML and UNICODE 
are have been developed to improve the exchange and re-
usage of data. The usage of open standards is even more 
important when repositories of language resources have to 
support long archive periods. The Internet also adds 
another dimension of complexity since people want to 
create distributed repositories where the resources of a 
corpus can be scattered over different locations, 
nevertheless requiring transparent access to them. 

Summarizing we can say that a much broader group of 
researchers besides the experts who have always handled 
expensive resources are now involved. They are managing 
larger amounts of more complex structured resources, 
making them available in standardized formats and 
descriptions via the Internet. Now that resource creation 
has become much more easy many individual researchers 
are also coping with resource management problems 
pushing   the management task beyond the experts at large 
data centers. 

2. Resource Management 
The increased relevance of resource management can 

best be seen in the document domain by the emergence of 
various sorts of commercial Content Management 
Systems. It is widely understood that only improved 
management concepts will allow us to prevent a chaotic 
situation where we will have an increasing amount of data 
on our storage devices, but don’t know about them nor 
know how to access them.  

We can identify at least four different groups of people 
involved in resource management each one with their own 
views: (1) the computer system specialists have to be able 
to manage data on a physical level. They allocate physical 
resources, define structures in file systems and take care 
of redundant copies for secure data storage. (2) The 
producer of resources wants to integrate his resources into 
the repository in an easy way and describe them easy and 
correctly to facilitate retrieval. (3) The user wants to deal 
with data on a domain-oriented level, i.e. a level where the 



well-established concepts and terminology of a domain 
are used. He is not interested in file system details. This 
view includes distributed scenarios where the user wants 
to combine resources from different institutions without 
having to know where exactly the resources reside. Often 
the producer is himself a user. (4) The archive manager 
acts as an interface between system specialists and 
producers and also prefers to manage data at the level of 
domain concepts. At least he has to know how the system 
managers handle the resources since he has to draw the 
links between logical and physical structure and influence 
for example the policies for protecting the data. In many 
cases the producer/user is also the archive manager, since 
there is no support stuff. Management has to consider all 
views. 

The following is a non exhaustive list of points to be 
addressed by modern resource management (resource 
discovery is in general seen as being a component of 
resource management, but in this paper we will mention it, 
but not focus on it). 

 
• How to store resources such that they can survive 

for many years independent from technology 
changes.  

• How to protect resources against unauthorised 
access  

• How to create personalized views on resource 
repositories to facilitate easy and optimised 
navigation 

• How to offer easy and immediate access to 
resources after access is approved? 

• How can descriptions of sets of resources be 
modified easily? 

• How to easily integrate new resources into the 
distributed resource repository? 

• How to keep track of old versions? 
• How to make such a management scheme 

available to interested parties. 
• How to easily move groups of resources to other 

locations transparent to the user/producer? 
• How to achieve hardware and operating system 

independent operation within the resource 
domain? 

• How to easily integrate different data types that 
belong together and allow access while hiding 
the complexity? 

• How to inform people about the existence of a 
resource and its major characteristics? 

• How to easily discover resources in a distributed 
scenario from a conceptual perspective? 

 
In this paper we will focus on the resource manager 

and user views. This although many important problems 
such as for example the problems of long-term archiving 
of digital media are not at all solved. 

3. Pillars of Management 
As already indicated, industry delivers a wide range of 

software solutions that are meant to cover documents of 
all sorts. In this paper we will not discuss Document 
Management Systems although they may deliver much 
functionality, but focus on the key pillars of open 
distributed solutions aimed at our specific environment 
and data types. 

3.1. Standards 
Open standards are very important to achieve 

interoperability, to build up long-term archives and to 
produce long-term available tools. Especially in the 
domain of computer-based language resources, however, 
we are faced with an extremely dynamical situation. This 
means we are confronted with a multitude of standards 
making many people turn over to use the word “best 
practice guidelines” instead. For multimedia resources for 
example we are confronted with a long list of media 
compression methods (MPEG1/2/4, Cinepak, Sorensen, 
MP3, ATRAC etc) all emerging within the last decade. 
Each having its advantages and disadvantages dependent 
on the field of application. For an archive one has to 
decide about major backend standards (such as MPEG2) 
which allows creating other representations for specific 
applications on the fly.  

Referring to the earlier questions we need a couple of 
standards. We claim that many of the management 
problems can be solved with the help of establishing a 
suitable metadata environment existing of a metadata 
element set and appropriate tools. Tools themselves are 
not subject of standardization per se, since it is good to 
have competing solutions. With respect to the metadata set, 
however, we need agreements on various levels. The 
metadata elements are the dimensions of how to 
characterize a resource and it is clear that each choice for 
a set of dimensions limit the expressiveness for other 
groups of users. Therefore, we can expect that there will 
be different sets of dimension to describe 
multimedia/multimodal language resources. Important for 
the community is that we have open accessible definitions 
of the elements such that schemes can refer to them. They 
should be described as Data Categories if this will be the 
common practice for terminology repositories.  

In addition, in the case of non-orthogonal  spaces as 
the one we need to describe, these dimensions can only be 
defined appropriately by specifying suitable controlled 
vocabularies. They are the values that a specific 
dimension can take. Also these controlled vocabularies 
have to be openly accessible and should be defined in the 
same way. Both elements and their controlled 
vocabularies, have to be known exactly to achieve 
interoperability. Of course, it makes sense to use just one 
controlled vocabulary for example for language codes, but 
also here we are faced with different (quasi) standards 
such as ISO 639-2, the Ethnologue list from SIL1 [1,2] 
and the various lists handled by specific projects. Also 
here we must accept that different vocabularies will exist.  

Consequently, we are faced with mapping problems on 
different levels. RDF will be the primary language to try 
and bring all the different pieces of the mosaic together. 
This problem has not been tackled yet with the exception 
of a few cases such as in the Harmony project and in the 
mapping proposal from IMDI2 to DC3/OLAC4. MPEG75 
categories were mapped on Dublin Core categories in a 
very restricted way and the element relations are described 

                                                      
1 Summer Institute of Linguistics 
2 ISLE Metadata Initiative 
3 Dublin Core Metadata Initiative 
4 Open Language Archives Community 
5 MPEG7 is the standard for media annotation within the 
family of MPEG standards in the film and media industry 



with the help of the RDF formalism. Such a formal 
framework has not yet described the IMDI to OLAC 
mapping. At the moment we don’t know which 
expressional power the community will need to 
accomplish the big task to create such a mapping for the 
language resource domain. The emergence of DAML/OIL 
[3] indicates, however, that RDF itself will probably not 
be sufficient. 

It is assumed here without further comment that XML 
is our common language, i.e. all definitions and 
frameworks to be used should be based on XML. 

3.2. Metadata Descriptions 
The usage of metadata descriptions for improving the 

management of documents is not a new concept. 
Librarians are used to describe their documents with cards 
since many years. Linguists and speech engineers were 
used to describe characteristics of their resources and put 
these in file headers - mostly project specific formats. The 
community learned a lot from the TEI 6  work about 
standards for resource headers (later adopted by the CES7) 
and it is still used as a reference to look at. Also in some 
projects such as CGN8 the TEI recommendations were 
followed to a certain extent.  

TEI is a comparatively exhaustive descriptor set meant 
to describe the characteristics and structure of a resource. 
Newly developed metadata sets do not want to describe 
the resource in a too great detail, but address the problem 
of easy discovery primarily, i.e. a resource would be 
described sufficiently well, if a user manages to find it. 
Metadata sets such as DC, OLAC and IMDI follow this 
approach. DC tries to address the discovery problem with 
15 sloppily defined categories ordered in a flat structure. 
In doing so DC allows the user to describe resources about 
steam engines as well as resources about Sign Language 
both on a very general level. For many DC categories it is 
not clear how they can be applied to different domains, 
therefore refinements are defined as was done by the 
OLAC initiative. The “DC:Type” element that defines the 
resource type is refined by the characteristic “CPU” to 
describe the type of CPU a NLP tool can run on. The 
semantics of such an element are stretched extremely. 

MPEG7 and IMDI followed another approach since 
they started with studying the domain specific 
requirements. For MPEG7 it is essentially the production 
process of movies that has to be covered to later be able to 
retrieve relevant segments that are covered by the 
metadata set in addition to the ordinary elements such as 
“Creator”. The basis of IMDI was an extensive survey of 
the different ways in which linguistic resources in all their 
variety have been described. Often this was done in the 
form of a proprietary “file-header” that contained 
metadata information about the annotation as a whole 
such as for instance the CHAT file format [4]. CES (being 
TEI compliant with respect to corpora) suggestions were 
applied were useful for discovery, however, we have not 
found sufficient support for other types of linguistic data 
than text. TEI/CES also mixes metadata and content in the 
same way as MPEG7. IMDI has favored a physical 
separation of metadata and content allowing 
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uncomplicated protection schemes which is important for 
some groups of users. It also allows separate management 
of resources and metadata, usefull because the integration 
of legacy data formats has to be supported. 

3.3. IMDI 

3.3.1. Session Concept 
The IMDI set was especially targeted at 

multimodal/multimedia resources and their inherent 
complexity, i.e. basis is in general the existence of media 
recordings. This led to the development of the “Session” 
concept. For linguists a session is defined as the basic unit 
of linguistic analysis and covers a coherent type of 
linguistic action or performance. From a corpus 
organization point a session is the leave in the tree. A 
session is in general associated with a bundle of tightly 
related resources: a video recording of a native speaker, a 
set of pictures of that persons house, some field notes 
about this scene and afterwards some multimodal 
annotations. The IMDI definition of the term ”session” 
covers this bundling from an access and management 
point of view. 

In DC one would have to use the “DC:Related” 
element to describe the relation between these resources 
that is associated with much overhead. This was described 
in more detail in the IMDI-OLAC mapping document [5]. 

From a management point of view the session concept 
makes sense since accessing or extracting subcorpora 
implies accessing resp. copying of complete sets of related 
information.  

 
 
 
 
 
 
 
 
 

 

Figure 1 shows a typical session with its related resources 
all referring to the same linguistic event. It covers 

different types of recordings and different annotations. 
 
In IMDI its the structured metadata set which describes 
this relation, i.e. there is only one metadata description (if 
the user decides to do it that way) with different sub-
blocks describing the characteristics of the individual 
components. This way allows a user to ask questions such 
as “give me all resources which have eye movement 
recordings and a phonetic transcription of what was 
spoken”  

3.3.2. Browsable Domain 
Next to the “Session” concept, IMDI introduced the 

idea of structuring corpora in a conceptual space by 
having hierarchies of (sub-) corpora where description 
nodes representing a certain level of abstraction with 
respect to other (sub-) corpus nodes culminating 
eventually in pointers to session nodes (see figure 2). Each 
level represents a certain abstraction layer that is 
meaningful to the resource manager or user. 
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Figure 2 shows a typical hierarchy from field linguistics 
 

Since corpus nodes create logical structures several 
parallel hierarchies can be created to structure the same 
(sub-)corpus and to express different interests of users. 
This allows each user to establish his own preferred view 
on the distributed resource domain and by also using 
bookmarks to create his own conceptual space (see figure 
3). These parallel hierarchies can also be used to support 
versioning. Of course, there is no reason for the user to not 
create cross-references. For management purposes such 
cross-references are of course difficult to handle, i.e. the 
resource managers preferably would work with just the 
canonical tree. 

 
 
 
 
 
 
 
 

 

Figure 3 shows two user defined hierarchies referring to 
the same set of session nodes that are at the bottom level. 
One view could make a sex distinction, another one by 

age groups.  
 

The mechanism by which the (sub-) corpora nodes 
refer to each other is to use URL’s. This has the advantage 
to support distributed corpora frameworks and create a 
unique namespace for all resources. 

3.3.3. Data Type Integration 
Such a browsable domain as indicated is of course 

very useful for integrating various data types that we find 
in complete corpora. We already described the integration 
on the session level. For many data types however it only 
makes sense to associate them with higher nodes in a 
corpus tree. Such a node represents an abstraction with 
respect to a number of metadata elements (for example 
sharing the same language). Lexica can be related to a 
sub-corpus associated with a language or a set of 
recordings for a language (lexicon of a 3 year old child). 
Field notes and comments about dialect variants in general 
can appear on all levels of a corpus. In general many of 
these data types do not have any definite structure, but are 
just prose texts in some general format such as DOC, 
HTML or PDF. Corpus management has to provide 
mechanisms to include such descriptions in a flexible way. 

IMDI allows the resource manager to do so, but of course, 
will exclude proprietary formats such as DOC. 

3.3.4. Practical Considerations 
A strong concern was and still is how one can enforce 

creators and managers to adhere to standards with all its 
consequences as described above. The stricter the rules are 
such as full adherence to the chosen controlled vocabulary 
of a certain element, the more sensitive these procedures 
will become. Although the IMDI type of operations are 
now in operation for 3 years we cannot claim that a 
“standard” such as IMDI for describing language 
resources will not undergo changes. In IMDI for example 
we expect changes with respect to the dimensions and 
vocabularies that describe the resource content. 

It was found - and this experience is nothing new - that 
it is very important to support the creators and managers 
with professional tools. Within IMDI it was always tried 
to have a balance between the development of the 
metadata set and an editor that supports the creation of 
IMDI descriptions. The IMDI editor now supports 

• All metadata elements including their controlled 
vocabularies in a dynamic way, i.e. if the 
definition in the repositories change the editor will 
adapt its representations 

• Sub-blocks which allow the user to save and reuse 
reoccurring information such as participant or 
project information 

 
Version changes in the metadata set can of course lead 

to severe problems for corpus management and metadata 
usage. There efficient tools are of the greatest importance 
to modify all whole sets of existing metadata descriptions. 
Currently, a script allows the resource managers to change 
the values of the elements for a whole set of metadata 
descriptions. Of course, such operations are very sensitive 
and such a script may not be given to the general user. The 
intention is to include such an option in the editor such 
that all changes are conforming to the actual IMDI 
definitions. 

 
The browser offers the same feature as the editor in so 

far that it also uses the actual vocabulary definitions from 
the repository. Further, the browser offers the following 
management relevant features: 

• A user can create new (private) nodes and 
therefore define his own view on a sub-corpus 

• It is possible to start the editor from the browser 
environment to modify metadata descriptions 

• It is possible for the users (managers) to associate 
tools with individual or bundles of resources such 
that when a (set of) useful resources was found 
immediately a tool can be started to operate on the 
resources. 

 
Both tools will have to provide for version conversion 

in case they find metadata descriptions in an older format. 
They should not however work with old versions without 
forcing (if possible) an update. 

 In the future the editor has to be extended to be able to 
create formatted lists (Spreadsheet type) of the content of 
a range of metadata descriptions for easy check and input 
to for example statistic programs. This is a favorite view 
on metadata of many users. The user has to be able to 
select the elements he wants to see. One complication is 
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given through the fact that some elements can occur 
several times such as participants, i.e. the number of 
entries for the spreadsheet can only be computed by first 
reading all selected metadata descriptions. 

3.3.5. Difference to Normal HTML Domains 
Of course, the basic organization principles sound very 

familiar, since we use the same for designing web pages.  
Instead of creating XML based descriptions one could 
create HTML pages and include all information and data 
types as hyperlinks in the usual way. Some archives are 
operating this way. Metadata descriptions could be 
included in the headers of the HTML files to support 
element-based search. 

The IMDI team did not choose for this way for the 
following major reasons: 

• HTML is basically a way to describe how 
documents should be displayed and not to 
describe data structures. 

• Using HTML would not have made sense 
without also using HTTPD servers and browsers. 
Otherwise HTML is just a much less powerful 
version of XML. The current HTML browsers 
however are not suited to perform all 
computation tasks required of a metadata 
browser such as making intelligent choices for 
tools to work on resources. 

• We needed a format to transfer information. 
Tools should be able to interpret this information 
either to display parts of it or to offer the user a 
choice of tools to work on referenced resources. 

4. Conclusions 
Based on 3 years of experience with a 

multimedia/multimodal corpus which covers already more 
than 7000 metadata descriptions and a showcase 
application including sample corpora from 6 European 
institutions we can draw some conclusions. 
 
1. All questions raised in chapter two are addressed by 

the IMDI environment with two exceptions: (1) 
Version handling of resources and metadata 
description schemes are not yet supported by the tools 
by the tools. (2) The tool for extracting complete sub-
trees of a corpus is not yet available. 

2. The need to apply the definitions and tools to such a 
big and heterogeneous corpus as for example the MPI 
corpus was a useful and necessary enterprise. It made 
us understand the underlying processes and 
requirements to establish an environment such as 
IMDI. 

3. Corpus management was performed during the 
development phase of the IMDI environment. This 
meant that frequent updates of the metadata schema 
took place that required frequent transformation of 
the metadata files. 

4. We now have an environment where it is 
comparatively easy to integrate or build up IMDI 
based archives that supports the creator, the user and 
especially the resource manager with suitable 
mechanisms and tools. 

5. Since all definitions are open everyone can create his 
own set of tools to work on the metadata descriptions, 

i.e. improve the search engine or write another 
browser. 

6. Using a file oriented framework for storing metadata 
only appears as an advantage when distributing or 
integrating small (personal) archives or making 
extractions of sub corpora on portable media for off-
line use. It does however create confidence of the 
linguists that they can take their metadata descriptions 
with them on a floppy and are not dependent on 
server bound DBMS‘s.  

7. Using metadata in a uniform, controlled and 
structured way is a new experience for our linguists. 
It did and still costs a large persuasion effort to have 
them input their metadata. It has only be since a short 
time that they themselves can reap the benefits by 
using for instance metadata search, since a critical 
mass is necessary and since the improvements for 
resource management had to become apparent. 

8. The introduction of a complete and operational 
metadata environment was the first experience for the 
development team of this sort. Often the practical 
experience guided us in designing and improving the 
tools, since we did not foresee all aspects of efficient 
resource management beforehand. 

 
Finally, it seems to be appropriate to add a statement 

about future perspectives. We see metadata for language 
resources still in its beginning phase, since there are not so 
many resource repositories which already created the 
appropriate files. Especially there are only few attempts to 
do resource management with the help of metadata 
environments. We have shown their great potential but 
also the difficulties involved. Especially the inclusion of 
metadata element and vocabulary definitions in open 
repositories and the formulation of their relations with the 
help of Semantic Web compliant mechanisms such as 
RDF will motivate more groups to contribute and 
participate. Interoperability between different metadata 
sets will also be facilitated by applying these agreed 
standards. 

The soon to be started INTERA project is aiming to 
realise and work at the above mentioned points. 
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1. Introduction 

2. Scope 

 
Multimodal interfaces, combining the use of speech, 

graphics, gestures, and facial expressions in input and 
output, promise to provide new possibilities to deal with 
information in more effective and efficient ways, 
supporting for instance: 
▪ the understanding of possibly imprecise, partial or 

ambiguous multimodal input; 
▪ the generation of coordinated, cohesive, and coherent 

multimodal presentations; 
▪ the management of multimodal interaction (e.g., task 

completion, adapting the interface, error prevention) by 
representing and exploiting models of the user, the 
domain, the task, the interactive context, and the media 
(e.g. text, audio, video). 
 

An intelligent multimodal interface requires a number 
of functionalities concerning media input processing and 
output rendering, deeper analysis and synthesis drawing at 
least upon underlying models of media and modalities 
(language, gesture, facial expression of user or animated 
agent),  fusion and coordination of multimodal input and 
output at a semantic level, interpretation of multimodal 
input within the current state of the interaction and the 
context, and reasoning about and planning of multimodal 
messages. This implies an architecture with many 
components and interfaces; a reference architecture of an 
intelligent multimodal dialogue system was established at 
the workshop  `Coordination and Fusion in Multimodal 
Interaction' in Dagstuhl, Germany, November  2001 (see 
Bunt, Kipp, Maybury and Wahlster, forthcoming, and 
http://www.dfki.de/~wahlster/Dagstuhl_Multi_Modality). 
The communication between many of the components in a 
multimodal interactive system rely upon an enabling 
syntax, semantics and pragmatics. A multimodal meaning 
representation plays central stage in such a system, 
supporting both interpretation and generation. Such a 
representation should support any kind of multimodal 
input and output, and should, in order to be useful in a 
field which is still developing, be sufficiently open to 
support a range of theories and approaches to multimodal 
communication.  
 

The present document is intended to support the 
discussion on multimodal content representation, its 

possible objectives and basic constraints, and how the 
definition of a generic representation framework for 
multimodal content representation may be approached. It 
takes into account the results of the Dagstuhl workshop, in 
particular those of the informal working group on 
multimodal meaning representation that was active during 
the workshop (see  
http://www.dfki.de/~wahlster/Dagstuhl_Multi_Modality, 
Working Group 4). 

 
To delineate the task of formulating objectives, 

constraints and components of multimodal meaning 
representation, we must first have a shared understanding 
of what is meant by meaning in multimodal interaction. 
We propose to define the meaning of a multimodal 
`utterance’ as the specification of how the interpretation of 
the `utterance’ by an understanding system should change 
the system’s information state (taken in a broad sense of 
the term, including domain model, discourse model, user 
model, task model, and maybe more - see e.g. Bunt, 2000). 
While formulated with reference to input interpretation 
only, this definition can also be related to the generation 
of multimodal outputs, by assuming that an output is 
generated by the system in order to have an effect on the 
user through the interpretation of that output by the user. 
(The generation of appropriate outputs thus depends on 
the system having an adequate model of what its outputs 
may mean to the user – which is exactly as it should be.)    
 

A multimodal meaning representation should support 
the fusion of multimodal inputs and the fission of 
multimodal outputs at a semantic level, representing the 
combined and integrated semantic contributions of the 
different modalities. The interpretation of a multimodal 
input, such as a spoken utterance combined with a gesture 
and a certain facial expression, will often have stages of 
modality-specific processing, resulting in representations 
of the semantic content of the interactive behavior in each 
of the separate modalities involved. Other stages of 
interpretation combine and integrate these representations, 
and take contextual information into account, such as 
information from the domain model, the discourse model 
and the user model. A multimodal meaning representation 
language should support each of these stages of 
interpretation, as well as the various stages of multimodal 



output generation. Since we are considering inputs and 
outputs from a semantic point of view, the representation 
of lower-level modality-specific aspects of interactive 
behavior, like syntactic linguistic information or 
morphological properties of gestures is not a primary aim, 
but some such information may percolate as features 
associated with a meaning representation, especially at 
intermediate stages of interpretation, where their relevance 
for semantic interpretation may not have been fully 
exploited. At the other end of interpretation, where 
understanding is rooted in information structures like 
domain models and ontologies, a multimodal meaning 
representation language should support the connection 
with frameworks for defining ontologies and specifying 
domain models, such as DAML + OIL. 
 

While supporting the linking up of meaning epresen- 
tations with ontologies and `low-level’ modality-specific 
information, the design of multimodal meaning repre- 
sentations is to be clearly distinguished from the design of 
domain model representations, linguistic morphosyntactic 
representations, representations of facial expressions, etc., 
which do not fall within this scope. Also, meaning 
representations should not represent the underlying 
processes by which they are constructed and manipulated, 
although it may be important that they are `annotated’ 
with administrative information  relating to their proce- 
ssing, such as time stamps. 

 
 

3. Objectives 
 
The main objective of defining multimodal meaning 

representations is to provide a fundamental interface 
format to represent a system’s understanding of 
multimodal user inputs, and to represent meanings that the 
system will express as multimodal outputs to the user. 
This interface format should thus be adequate for 
representing the end result of multimodal input 
interpretation, and for representing the semantic content 
that the system will present to the user in multimodal form. 
It should therefore allow dialogue management, planning 
and reasoning modules to operate on these representations.  
In order to be useful for this purpose, this interface format 
should support the interfaces of these as well as other 
modules that form part of the system, and thus be 
adequate not only for representing the end result of 
semantic interpretation but also intermediate results. 
Something similar holds for generation. This is a second 
objective that follows almost immediately from the first. 

 
Another  objective in defining a well-defined represen- 

tational framework for multimodal communicative acts is 
to allow the specification and comparison of existing 
application-specific representations (e.g. the M3L repre- 
sentation used in the SmartKom project) and the definition 
of new ones, while ensuring a level of interoperability 
between these. 

 
Finally, the specification of a multimodal meaning 

representation should also be useful for the definition of 
annotation schemes of multimodal semantic content. 

 

4. Basic Contrains 
 

Given the main objective of defining meaning 
representations, the first and foremost basic requirements 
of a semantic representation framework  are those that we 
may call `expressive’ and `semantic’ adequacy: 
 

• Expressive adequacy: the framework should be 
expressive enough to correctly represent the meanings 
of multimodal communicative acts; 

• Semantic adequacy: the representation structures 
should themselves have a formal semantics, i.e., their 
definition should provide a rigorous basis for 
reasoning (whether deductive, statistical, in the form 
of plan operators, or otherwise).  

 
The second objective, of providing interface formats 

within a multimodal dialogue system architecture, means 
that `incremental’ construction should be supported of 
intermediate and partial representations, leading up to a 
final representation or, if the construction of a final 
representation does not succeed, leading to negative 
feedback or another appropriate system action. This 
implies three further basic constraints: 
 

• Incrementality, in the sense of supporting various 
stages of multimodal input interpretation, as well as 
of multimodal output generation, allowing both early 
and late fusion and fission; 

• Uniformity: to make incremental processing feasible, 
where possible the representation of various types of 
input and output should be uniform in the sense of 
using the same kinds of building blocks and the same 
ways in which complex structures can be composed 
of these building blocks. 

• Underspecification and Partiality: to support the 
representation of partial and intermediate results of 
semantic interpretation, the framework should allow 
meaning representations which are underspecified in 
various ways, and which capture unresolved 
ambiguities. 

 
Finally, the representational framework should take into 

account that the design of multimodal human-computer 
dialogue systems is a developing area in which new 
research results and new technologies may bring new 
challenges and new approaches for the representation of 
multimodal meanings. This means that the 
representational framework should satisfy the following 
two constraints: 
 

• Openness: the framework should not depend on a 
single, particular theory of meaning or meaning 
representation, but should invite contributions from 
different semantic theories and approaches to 
meaning representation; 

• Extensibilty. The framework should be compatible 
with alternative methods for designing representation 
schemas (like XML), rather than support only a single 
specific schema. 

 
 



5. Methodology 
 

As a first step in the direction of defining a generic 
multimodal semantic representation form, we have to 
establish some basic concepts and corresponding 
terminology. 
 

First, the action-based concept of meaning mentioned 
above, applicable to multimodal inputs in an interactive 
situation, means that the meaning of a multimodal 
`utterance’ has two components: one that is often called 
`propositional’ or `referential’, and that is concerned with 
the entities that the utterance refers to and with their 
properties and relations that may be expressed in 
propositions, and a `functional’ component that expresses 
a speaker’s intention in producing the utterance: what 
effects does he want to achieve (using `speaker’ in a broad, 
multimodal sense here)? This distinction is familiar from 
speech act theory, where the two components are called 
`propositional content’ and `illocutionary force’, and is 
also prevalent in other theories of language-based 
communication (see Bunt, 2000); it is often viewed as 
drawing a border line between semantics and pragmatics. 
In the analysis of multimodal interaction it is especially 
important to pay attention to both these aspects of 
meaning, since different modalities often contribute to 
each aspect in different ways; for instance, in spoken 
interaction the referential and propositional aspects of 
meaning are often expressed verbally, while gestures and 
facial expression contribute primarily to the functional 
aspects. The term `multimodal content’ should not be 
confused with `propositional content’, and should not 
make us forget that multimodal messages have meanings 
with functional aspects that are equally important as their 
propositional and referential aspects. In this document we 
use `multimodal content’ as synonymous with 
`multimodal meaning’, including functional aspects, and 
we use `semantic representation’ as synonymous with 
`representation of meaning’. 
 

A convenient term that has become popular in the 
literature on human-computer dialogue is `dialogue act’. 
This term is mostly used in an informal, intuitive way, or 
as a variant of `speech act; it has a formal definition in 
terms of the effects that a `speaker’ intends to achieve 
through its understanding by the addressee (see Bunt, 
2000), which makes it suitably precise for use in the 
analysis of the meaning of multimodal inputs and outputs. 
Without further going into definitions here, we will use 
the term `dialogue act’ in the rest of this document. 
Definitions of other useful concepts can be found in 
Romary (2002). 
 

As a second methodological step, we propose to 
distinguish the following three basic types of ingredients 
that would seem to go into any multimodal meaning 
representation framework. Each of these ingredients is 
discussed further in  subsequent sections 

 
1. Basic components: the basic constructs for building 

representations of the meaning of multimodal 

dialogue acts: types of building blocks and ways to 
connect them. 

2. General mechanisms: representation techniques like 
substructure labeling and linking, that make the 
representations more compact and flexible. 

3. Contextual data categories: types of administrative 
(meta-)data that do not, strictly speaking, contribute 
to the meanings of  semantic representations, but that 
may nonetheless be relevant for their processing. 

 
 
5.1  Basic Components 

 
Initially, the following basic components can be 

identified to represent the general organization of any 
semantic structure: 
 

1. temporal structures (`events’), to represent, for 
instance:  
• spoken utterances (input or output dialogue acts); 
• gestures (same); 
• noncommunicative action (like searching for 

information, making a calculation); 
• events, states, processes,.. in the discourse domain, 

representing meanings of verbs and possibly other 
linguistic expressions; 

2. referential structures (`participants’), to represent, for 
instance: 
• the speaker of an input utterance, or the person  

performing a gesture; 
• the addressee of a system output dialogue act; 
• individuals and objects participating in a semantic 

event  
3. restrictions on temporal  and referential structures, to 

represent, for instance: 
• the type(s) of dialogue, act associated with an 

utterance; 
• a gesture type, assigned to a gesture token 

4. dependency structures, representing semantic 
relations between temporal and/or referential 
structures, for instance: 
• participant roles (like SPEAKER, ADDRESSEE, 

AGENT, THEME, SOURCE, GOAL,..) 
• discourse/rhetorical relations 
• temporal relations. 

 
It may be noted that linguistic semantic phenomena that 

have been studied extensively in relation to the needs of 
underspecific representation, such as quantification and 
modification, can also be represented with these basic 
components. For instance, a quantified statement like 
`Three men moved the piano' can be represented as a 
move-event involving a group of three men and a piano, 
where the collectiveness and the group size of the set of 
men that form the agent of the event are represented by 
means of restrictions on the event. 

 
5.2 General  Mechanisms 

 



In addition to these basic components, certain general 
mechanisms are important to make meaning represen- 
tations suitable for representing partial and underspecified 
meanings, to give the representations a more manageable 
form, and to relate them to external sources of information. 
Examples of such mechanisms are: 
 

1. substructure labeling: assigning labels to subex- 
pressions and allowing the use of these labels, instead 
of the  substructures that they label, as arguments in 
other subexpressions; 

2. argument underspecification: partial or underspe-
cified representations can be constructed using labels 
in argument positions; restrictions on labels can 
represent limitations on the ways in which such 
variables can be instantiated by labels of substruct -
ures elsewhere in the representation; 

3. restrictions on label values: see previous mechanism. 
Alternatively, disjunctions, or lists of labels can be 
used to represent ambiguity or partiality; 

4. structure sharing, as in typed feature structures, 
makes it possible to represent that a certain part of the 
representation plays more than one role, e.g. a 
participant may be both agent and theme in a 
semantic event, or may be the speaker of an utterance 
and the performer of a gesture, as well as the agent in 
a semantic event expressed by the multimodal 
dialogue act; 

5. linking to domain models (types and instances) to 
anchor meaning representations in the domain of 
discourse; 

6. linking to lower levels, such as syntactic structure, 
prosodic cues, gestural trajectories,.. is useful for 
tying a purely semantic representation to lower-level 
information that has given rise to it, and that may not 
yet have been fully interpreted. 

5.3  Contextual Data Categories 
 

Finally, meaning representations will need to be 
annotated with general categories of administrative 
information, both globally and also at the level of 
subexpressions, to capture certain information which is 
not found inside the elements of interactive behaviour, but 
which is potentially relevant for their interpretation and 
generation, such as: 

1. Environment data, for instance: 
- time stamps and spatial information (when and where 

was this input received, etc.) 
2. Processing information, such as: 
- which module has produced this representation; what 

is its level of confidence, etc. 
3. Interactional information:  

 6.  Technical Backgound: XML 
 

At this stage, we should say a word about what appear 
to be the unavoidable technical choices for the definition 
of a multimodal content representation format that would 
be used, among other possibilities, to exchange 
information between processing modules within a man-

machine dialogue system. As a matter of fact, XML, as 
defined by the World Wide Web Consortium, appears to 
be the best candidate so far (and probably for quite a long 
time) to represent information structures intended to be 
transmitted across a network. In the following section, we 
give a very brief overview of XML, which we will then 
use to illustrate some of the principles mentioned above 
by means of a concrete example. 

XML (eXtended Markup Language) is a simplified (but 
also in some respects enhanced) version of SGML. It 
provides a syntax for document markup as well as for the 
description of the set of tags to be used in classes of 
documents (a so-called DTD, Document Type Definition). 
An XML document is made of three parts: 
 

• An XML declaration, which, beyond identifying that 
the current document is an XML one, allows one to 
declare the character encoding scheme used in the 
document (e.g. iso-8859-1, utf-8, etc.); 

• A document type declaration, which can point to a 
DTD. This section can be omitted; 

• An XML instance corresponding to the actual data 
represented by the document. 

 
XML makes an important distinction between a well-

formed document, which only contains the XML 
declaration and a syntactically conformant instance, and a 
valid one, where the instance is also checked against the 
associated DTD. 
 

Among other characteristics, we mention the following 
important properties of XML: 
 

• XML is both Unicode and ISO 10646 compatible1 
• XML comes along with a specific mechanism, called 

namespaces, allowing one to combine, within the same 
document, markup taken from multiple sources. This 
very powerful mechanism, which is in particular the 
basis for XSLT and XML schemas, allows more 
modularity in the definition of an XML structure and 
also to reuse components defined in another context; 

• XML provides a general attribute ‘xml:lang’ to 
indicate the language used in a given element (see 
above). 

 
The W3C also provides three very important recom- 

mendations for traversing XML documents, namely: 
 

• XPath, which describes a syntax and associated 
mechanisms to move within a document instance; 

• XPointer, which allows one to indicate a location 
within a document and is based upon the XPath 
recommendation; 

• XLink, which allows one to combine and qualify a set 
of pointers to describe a link between them. 

 

                                                      
1  The W3C has put pressure on both ISO and the Unicode 
consortium to make sure that they would not diverge in 
their parallel work on the definition of a universal 
character encoding scheme. 



These three recommendations are important for 
instance when one wants to relate some information 
produced by a given processing level and the information 
that has been used as input for those processes. 
 

Still, it should be noticed that the existence of such a 
widely recognized metalanguage as XML does not solve 
our problems for representing multimodal content. First, 
XML by itself does not come with a formal semantics for 
its tags, and thus does not satisfy the requirement of 
semantic adequancy. Second, the requirements of 
flexibility and extensibility forbid us to try to standardize 
once and for all a precise XML format, but rather think of 
providing concepts and tools for anyone to be able to 
design his or her own format, while preserving 
interoperability conditions with someone else’s choices. 
This is the spirit in which work has already been done 
within TC37/SC4 for the definition of TMF 
(Terminological Markup Framework; ISO 16642, under 
DIS ballot) and which has recently been taken over to deal 
with morphosyntactic and syntactic annotation (see (Ide & 
Romary, 2001a and Ide & Romary, 2001b, respectively).  
The basic assumption that we make is that there exists an 
entire class of document formats that can be modelled by 
combining a metamodel, that is an abstract structure 
shared by all documents of a given type (e.g. syntactic 
annotation document), with a choice of the data categories 
that may be associated with the various levels of the 
metamodel. Such a description can be seen as a 
specification of the document format, which can be 
instantiated by providing XML representations for the 
metamodel and the data categories. In such a view, if a 
community of researchers and implementers agrees on the 
definition of a reduced set of metamodels for language 
resources, the actual choice of data categories is left to the 
responsibility of a specific application. In this framework, 
the interoperability between formats is ensured by 
providing a data category registry which gathers, together 
with precise reference and definition, the various data 
categories needed for a particular field. 
 

In the case of multimodal content representation we 
thus advocate that, beyond agreement on the basic 
components and mechanisms for instance as described in 
this paper, which could go into the definition of an actual 
metamodel for content representation, one should not try 
to standardize a particular XML format more precisely 
(though we need to make specific choices to illustrate our 
approach with concrete examples, see below). 

 
7.  A simple example 

 
In the following, we illustrate the possible combination 

of basic components, general mechanisms, and contextual 
data categories into a multimodal meaning representation. 
This representation exemplifies the general methodology 
that we suggested here, by taking up a sample semantic 
representation derived from an initial example expressed 
in the ULF+ format (ULF+ is a slightly updated version of 
a semantic representation language that was developed 
successively in the PLUS dialogue project, see Geurts and 

Rentier, 1993, and in the multimodal DENK project; see 
Bunt et al., 1998; Kievit, 1998).  
 

In the XML excerpt below (corresponding to the 
sentence “I want to go from Paris to Stuttgart” uttered by a 
speaker named Peter), we have extended the original 
ULF+ representation to introduce the notion of dialogue 
act, whose participants are the speaker and the system. 
This example is intended to show how we can 
differentiate between three types of information in such a 
representation: 
 
� The instantiation of the semantic content 

representation metamodel as an XML outline 
(shown in underlined characters), which 
organizes the general information layout of the 
data to be represented; 

� The actual information units describing the 
various levels in the XML outline (shown in gray 
characters); 

� The generic mechanisms used to combine events, 
participants, restrictions and relations (indicated 
in bold characters). 

 
The specific choices made in this example to represent 

the metamodel or the data categories as XML objects are 
only one possibility among many, and this does not affect 
the formal semantics of the underlying information 
structure. More precisely, the following explanation may 
help to clarify the example: 
 

• The <semRep> element corresponds to the semantic 
representation of one elementary utterance or 
dialogue act. It is identified uniquely by an id 
attribute; 

• The <event> element is used in this example to 
represent both the dialogue act proper (“e1”) and the 
event expressed by the corresponding linguistic 
content (“e2”); 

• The <participant> element is used to represent the 
various entities involved in the events. Events and 
participants being related to one another by means of 
<relation> elements (with source and target attributes 
pointing to the corresponding arguments of the 
relation. 

 
The various levels are then further described by a 

number of data categories, chosen here to illustrate the 
wide variety of possible cases. Notice the use of an <alt> 
structure to illustrate the case where an ambiguity would 
remain at a given step of analysis, each possibility being 
associated with a certainty evaluation (‘cert’ attribute). In 
accordance with the methodology developed in TMF, the 
name of the corresponding XML elements and attributes 
should not be the object of standardization, data categories 
being defined by abstract properties. 
 
<semRep id=”rep1”> 

<event id=“e0”> 
<evtCat>utterance</evtCat> 
<speaker target=“Peter”/> 
<adressee target=“System”/> 



<alt> 
<dialAct cert=“0.8”>Order</dialAct> 
<dialAct cert=“0.3”>Inform</dialAct> 

</alt> 
</event> 
 
<participant id=“Peter”> 

<!-- A description of the speaker that can be 
referendum   elsewhere in the document --> 

</participant> 
 
<event id=“e1”> 

<tense>present</tense> 
<voice>active</voice> 
<wh>none</wh> 
<evtType>wanttogo</evtType> 
… 

</event> 
 
<participant id=“x”> 

<lex>I</lex> 
<synCat>Pronoun</synCat> 
<num>sing</num> 
<pers>first</num> 
… 

</participant> 
 
<participant id=“y”> 

<lex>Nancy</lex> 
<synCat>ProperNoun</synCat> 
<pers>third</num> 
… 

</participant> 
 
<participant id=“z”> 

<lex>Stuttgart</lex> 
<synCat>ProperNoun</synCat> 
<pers>third</num> 
… 

</participant> 
 

<relation source=“x” target=“e1”> 
<role>agent</role> 

</relation> 
 
<relation source=“y” target=“e1”> 

<role>source</role> 
</relation> 
 
<relation source=“y” target=“e1”> 

<role>goal</role> 
</relation> 

</semRep> 
 
 

8. Action Plan 
 
The variety of existing theoretical approaches, as well 

as the wide number of factors to be considered makes it 
very difficult to devise from scratch a truly generic 
framework for multimodal content representation. As a 
consequence it is necessary to involve, beyond the 

possibilities offered by the definition of a working group 
on this topic in TC37/SC4, as large a community of 
experts as possible in the development of such a 
framework. This is why we suggest that the work shall be 
initially conducted within a dedicated working group of 
SIGSEM (Special Interest Group on Computational 
Semantics of the Association of Computational 
Linguistics), which would be, right from the beginning, a 
liaison with TC37/SC4. This group would prepare a 
working draft, which would then be submitted to ISO. 
 

Doing so, it would also be easier to ensure a proper 
interaction with other interested communities, in particular 
the people working on multimedia representation 
(SIGMedia, in complement to the existing liaison between 
MPEG and TC37/SC4) and on discourse and dialogue 
(SIGDial). 
 

The agenda would thus be the following: 
 

• Refining the workplan on the basis of the present 
paper  at the TC37/SC4 Preliminary Meeting in Jeju 
(Korea) in February 2002. 

• Presenting a position paper at the LREC workshop on 
“International Standards of Terminology and 
Language Resources Management” in May 2002. 

• First working group meeting in conjunction to IWCS-
5 (5th International Workshop on Computational 
Semantics) in Tilburg, the Netherlands, in January 
2003. 
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Abstract
Intelligentcomputer-assistedlanguagelearning—IntelligentCALL, or ICALL—can bedefinedin anumberof ways,but oneunderstand-
ing of the term is thatof CALL incorporatinglanguagetechnology(LT) for e.g. analyzinglanguagelearners’languageproduction,in
orderto provide thelearnerswith moreflexible—indeed,more‘intelligent’—feedbackandguidancein their languagelearningprocess.
However, CALL, ICALL andLT have beenthreelargely unrelatedresearchareas,at leastuntil recently. In the world of education,
‘e-learning’and‘ICT-basedlearning’arethenew buzzwords.Generally, what is meantis somekind of web-basedsetup,wherecourse
materialsaredeliveredvia theInternetor/andlearnersarecollaboratingusingcomputer-mediatedcommunication(CMC). An important
trendin ICT-basedlearningis thatof standardizationfor reusability. Standardformatsfor all aspectsof so-called‘instructionalmanage-
mentsystems’arerapidly gainingacceptancein thee-learningindustry. Thus,learningapplicationswill needto supportthemin order
to becommerciallyviable. This in turn meansthattheproposedstandardsshouldbegeneralenoughto supportall conceivablekindsof
educationalcontentandlearningsystems.In this paper, we will discusshow ICALL applicationscanberelatedto thevariousstandards
proposals,basingour discussionon concreteexperiencesfrom a numberof (I)CALL projects,wherethesestandardsareusedor where
theirusehasbeencontemplated.

1. Introduction
For someyears,I have beenactively involvedin trying

to combinecomputer-assistedlanguagelearning(CALL)
with languagetechnology(LT) (a.k.a. computationallin-
guistics(CL), languageengineering(LE), or natural lan-
guageprocessing(NLP)) into what is often referredto as
“Intelligent CALL” (ICALL), bothasateacherof CALL to
LT studentsat the university, andasa researcherinvolved
in anumberof researcheffortsdealingwith CALL/ICALL
(seebelow), andalsowith neighboringareas,suchascom-
puter supportfor lesserusedand lessertaught languages
(Borin, 2000a; All wood and Borin, 2001; Nilsson and
Borin, 2002),andcontrastive linguistic studiesusingcom-
putationalmethods(Borin, 1999;Borin, 2000b;Borin and
Prütz,2001;Borin andPrütz,2002).

Thepresentpaperflows from a desireto make ICALL
benefitfrom, aswell asinform, ongoingstandardizationef-
forts in the computationallinguisticsande-learningcom-
munities.

The rest of the paper is organizedin the following
way. First, I will try to sort out the relationshipsbe-
tweenCALL, LT, artificial intelligence(AI), and ICALL.
ThenI will describebriefly ongoingstandardizationwork
in the e-learningand CL communities,and someof the
standardsproposalsthat this work hasproduced.Follow-
ing that, I will turn to a descriptionof some (I)CALL
projectsin which I have beenor am currently involved,
where thesestandardsare used or where their use has
been contemplated,namely the SweLL Didax project,
the LingoNet project, ‘Corpusbasedlanguagetechnology

for computer-assistedlearningof Nordic languages’,the
SVANTE learnercorpusproject,and ‘IT-basedcollabora-
tive learningin Grammar’. Finally, I will discussthe sit-
uationof ICALL with regardto this standardizationwork,
in orderto form anunderstandingof wherewe standat the
moment,but moreimportantly, of wherewe would like to
go from here.

2. CALL, LT and ICALL
Intelligent computer-assisted language learning—

Intelligent CALL, or ICALL—has been defined in a
number of ways, but one understandingof the term
relevanthereis thatof CALL incorporatingLT techniques
for e.g. analyzinglanguagelearners’languageproduction
or modelingtheir knowledgeof a second/foreignlanguage
in orderto providethemwith moreflexible—indeed,more
‘intelligent’—feedback and guidance in their language
learningprocess.

CALL, ICALL andLT havebeenthreelargelyunrelated
researchareas,at leastuntil recently:

1. The CALL ‘killer apps’ have beene-mail, chat and
multimedia programs,developed and used by lan-
guageteachingprofessionalswith very little input
from LT research(Pennington,1996;Chapelle,1997;
Chapelle,1999; Chapelle,2001; Levy, 1997; Sal-
aberry, 1999). The only kind of LT which hashad
any kind of impacton the CALL field is corpuslin-
guistics,andevenin this caseit hasbeentheHuman-
ities Computing‘low-tech’ kind of corpuslinguistics,



ratherthanthekind pursuedin LT (thelatter is some-
timesreferredto as“empirical naturallanguagepro-
cessing”).

2. ICALL hasoften beenplacedby its practitionersin
the field of artificial intelligence(AI), ratherthan in
LT (e.g. Swartz andYazdani(1992); Holland et al.
(1995)),morespecificallyin thesubfieldof AI known
as intelligent tutoring systems(ITS) (e.g. Frassonet
al. (1996);Goettletal. (1998)).Partly for this reason,
work on ICALL hasproceeded,by andlarge,without
feedbackinto theLT community.

3. But on theotherhand,in LT in general,(human)lan-
guagelearninghasnotbeenseenasanapplicationarea
worth pursuing.In therecentbroadStateof theart of
humanlanguage technology overview editedby Cole
etal. (1996),‘languagelearning’doesnotappeareven
oncein the index, andthereis no sectionon CALL.
Certainly there are someexceptionsto this general
trend; therehave beenoccasionalCOLING (Interna-
tional Conferenceon ComputationalLinguistics) pa-
person ICALL, althoughfew and far between(e.g.
Borissova (1988); Zock (1996); Schneiderand Mc-
Coy (1998)),andthereis a researchgroupin Gronin-
genwhichhasbeenworkingveryactivelyonLT-based
CALL applicationsfor quite sometime (Nerbonne
and Smit, 1996; Dokter, 1997; Dokter, 1998; Dok-
ter and Nerbonne,1997; Dokter et al., 1997; Jager
et al., 1998). The situationhasbeenchangingsome-
what only in the last few years,however, with dedi-
catedworkshopson languagelearningapplicationsof
CL beingarrangedin connectionwith LT conferences
andthelike (e.g.Olsen(1999);Schulzeet al. (1999);
Efthimiou (2000)).

3. Standardization in e-Learning and
Language Technology

3.1. E-learning standardization efforts

In the world of education, ‘e-learning’ and ‘ICT-
basedlearning’1 are the new buzzwords (see,e.g., Euro-
peanCommission(2000)). Generally, what is meant is
somekind of web-basedsetup,wherecoursematerialsare
deliveredvia the Internetor/andlearnersarecollaborating
usingcomputer-mediatedcommunication(CMC) methods.

An important trend in ICT-basedlearning is that of
standardizationfor reusability. Standardformatsare de-
finedfor all aspectsof so-called‘instructionalmanagement
systems’. Thus,not only educationalcontentformatsare
agreedupon,but alsocoursestructureformats,testformats,
aswell ashow their interactionwith recordkeepingsystems
usedin educationshouldtake place.Thereis a numberof
organizationsworking on standardsin the e-learningarea,
themostimportantonesbeingIMS (InstructionalManage-
mentSystemInc. http://www.imsproject.org/),
IEEE’s LTSC (Learning TechnologyStandardsCommit-
tee; http://ltsc.ieee.org/), the American De-
partmentof DefenceADL (AdvancedDistributed Learn-

1ICT is to bereadout“InformationandCommunicationTech-
nologies”.

ing; http://www.adlnet.org/) initiative, and the
EuropeanARIADNE project. Standardsbeingdeveloped
by theseand other bodies include educationalmetadata
(LearningObjectsMetadata– LOM; AndersonandWason
(2000)),testformats(IMS QuestionandTestInteroperabil-
ity – QTI; SmytheandShepherd(2000)),contentpackag-
ing formats(IMS ContentPackaging;Anderson(2000)),
modularcourseware (ADL SCORM; Dodds(2001)), and
others(see,e.g. the IMS andLTSC websitesreferredto
above). At leastsomeof thesestandardsarerapidly gain-
ing acceptancein the e-learningindustry. Thus, learning
applicationswill needto supportthemin orderto becom-
merciallyviable.This in turnmeansthattheproposedstan-
dardsshouldbegeneralenoughto supportall conceivable
kindsof educationalcontentandlearningsystems.

Thegeneralideais to createstandardswhich are

“pedagogically neutral, content-neutral, culturally
neutralandplatform-neutral”
(FaranceandTonkel, 1999,9),

andwhich support.. .

“common, interoperabletools used for developing
learningsystems

���������

a rich, searchablelibrary of interoperable,"plug-
compatible"learningcontent

���������

commonmethodsfor locating,accessingandretriev-
ing learningcontent”
(FaranceandTonkel, 1999,14)

Onemaycertainlyentertaindoubtsasto thegeneralat-
tainabilityof thesegoals,butonecannotafford to ignorethe
hugeamountof time andlabor investedin pursuitof their
fulfillment by theorganizationsmentionedabove andoth-
ers. This beingso, it is of coursenot unimportantif learn-
ingandteachingwithin aparticularfield—suchaslanguage
learning—isadequatelycoveredby theproposedstandards
or not.

3.2. Standardization in Language
Technology/Computational Linguistics

In theLT world, too, standardizationefforts arelegion,
anda recurringthemeat the LREC (LanguageResources
andEvaluationConference)seriesof conferences.

Thereis LT standardizationwork going on at leastin
theareasof

� resourcestorageandexchange:TIPSTER(Grishman
etal., 1997),ATLAS (Bird etal.,2000),XCES(Ideet
al., 2000);

� resourceannotation: XCES (Ide et al., 2000), EA-
GLES (e.g., tagsets: see Monachini and Calzolari
(1996));

� resourcemetadata:OLAC, ISLE (Wittenburg et al.,
2000);

� resourcepresentationandmanipulation,andsoftware
integration: THISTLE, GATE (Cunningham,2001),
KABA (Olsson,2002).



To thebestof my knowledge,however, thework within
LT on resourcemarkupand annotationhasnot beenin-
formedby languagelearningapplicationsor by the work
doneon compilingandinvestigatingso-calledlearnercor-
poraby appliedlinguisticsresearchers(see,e.g.,Granger
(1998)).

4. (I)CALL Case Studies

In this section,we will look at someCALL research
projects,wherethe issueof combining(I)CALL applica-
tionswith e-learningstandardshasarisenin variousways.

4.1. Didax

Didax – the Digital Interactive DiagnosticAdminis-
tering and CorrectionSystem,is a project in the frame-
work of the SwedishLearning Lab (SweLL), a research
effort funded by the Knut & Alice Wallenberg Founda-
tion aspartof the largerWallenberg Global LearningNet-
work endeavor, wherea numberof centers—or“nodes”—
worldwidereceivefundingfor exploringtheuseof ICT and
othernew technologiesin highereducation.

At present,there are three nodesin the WGLN: (1)
SweLL, with threeparticipatinginstitutionsof highered-
ucation, (1a) the Royal Institute of Technologyand (1b)
KarolinskaInstitutetin Stockholm,and(1c) UppsalaUni-
versity, (2) the StanfordLearningLab (SLL), at Stanford
University, California, USA, and(3) LearningLab Lower
Saxony (L3S), at the University of Hannover, Germany.
SweLL researchis currentlyorganizedinto a multi-tiered
structure,with two top-level ‘projects’ subdivided into a
numberof ‘experiments´.Eachexperimentis furthersub-
divided into ‘tracks’, whereeachtrack in turn typically is
madeup of several researchteamscooperatingon related
researchissues.Our work on Didax is thuscarriedout in
theDigital Resourcesin theHumanities(DRHum)trackof
theArchives– Portfolios– Environments(APE)experiment
of the SweLL projectNew meetingplacesfor learning –
New learningenvironments.

The Didax researchteam currently consistsof three
computationallinguists and one SLA researcher, but we
also cooperateclosely with the other DRHum research
teams,drawing on the other kinds of competencefound
there,especiallytheteamsworkingwith digital archivesfor
humanitiesteaching,aswell aswith theUppsalaLearning
Labe-folio projectgroup.

Theendresultof theDidax projectis supposedto bea
web-basedlanguagetestingenvironment,which will pro-
vide both studentsand teacherswith a more flexible for-
matfor taking,marking,constructingandsettingdiagnostic
languagetestsin highereducation.In Figure1, theoverall
architectureof Didax is shown. The threeDidax clients
(teacher– settingtest, teacher– markingtest, andstudent)
run in ordinaryweb browsers.Thereis nothingout of the
ordinaryto be seenin any of the client interfaces.This is
quitedeliberate.Mostof theinnovationis hiddenunderthe
surface,andthe interfaceis a familiar onefrom many web
applications.Didax is describedin moredetailby Borin et
al. (2001).

4.2. LingoNet

LingoNet is a one-yearR&D project funded by the
SwedishAgency for DistanceEducation. The project is
a cooperationbetweenthe Divison of IT Servicesandthe
Departmentof Humanities,Mid SwedenUniversity, and
the Departmentof Linguistics, UppsalaUniversity (see
http://www.mitt.mh.se/lingonet/).

Theaim of theLingoNetprojectis to build a ‘language
lab on the Internet’, i.e. a web site with a collection of
languagetrainingresourcesto beusedin highereducation,
both locally and in distanceeducation. Even thoughthe
pointof departurefor theLingoNetprojectis thetraditional
languagelab,weactuallyenvisionamoregenerallanguage
trainingresourcethanthis, i.e. a ‘computerlanguagelab’,
ratherthan a ‘computerizedversionof the taperecorder-
basedlanguagelab’, astheideais notonly to transferolder
techniquesinto this new technology, but alsoto exploit the
additionalpossibilitiesofferedby thenew technologyitself,
including the incorporationof LT-basedlanguagelearning
resourcesin theLingoNetlab.

Specifically, in theLingoNetproject,we make system-
aticuseof qualitycontrolandmetadata.It is a well-known
fact that the information to be found on the web on any
topic is, not only abundantin almostall cases,but also—to
put it mildly—of extremelyvarying quality. At the same
time, web searchenginesarestill fairly primitive, so that
finding educationalresources,appropriateasto their con-
tent and level—regardlessof their quality—in itself takes
somework (Howard Chen, 1999, 24f.). It is only after
they have beenfound that the real work begins, however,
whenthe chaff—resourceswhich areof low quality or of
the wrong kind—is to be separatedfrom the wheat—the
resourceswhich we can usefor our educationalpurpose,
i.e. educationalwebresourceswhich arequalitycontrolled
andclassifiedasto their contentandlevel. In theLingoNet
project,the quality controlandmetadatamarkuparedone
by academiclanguageteachers.For moredetailsaboutthe
LingoNetproject,seeBorin andGustavsson(2000).

4.3. Corpus based language technology for
computer-assisted learning of Nordic languages

‘Corpus based language technology for computer-
assistedlearning of Nordic languages’,or in short, the
Squirrelproject,is fundedby theNordicCouncilof Minis-
ters,andrepresentsa collaborationbetweentheUniversity
of Helsinki in Finland,theresearchfoundationSINTEFin
Norway, andStockholmUniversityin Sweden(seehttp:
//www.informatics.sintef.no/projects/
CbLTCallNordicLang/squirrel.html).

One of the aims of the Squirrel project has beento
build a prototypeweb browser for studentsand teachers
of Nordic languagesasa secondlanguage,which will help
themto find practicetextsonthewebaccordingto thethree
parameterslanguage, topic, andtext difficulty (Nilssonand
Borin, 2002). For moredetailsaboutthe Squirrelproject,
seeBorin et al. (2002)



Figure1: Theanatomyof Didax

4.4. SVANTE

SVANTE (SVenskaANdraspråksTexter– SwedishSec-
ondLanguageTexts) is a loosecollaborationbetweenlin-
guists, computationallinguists, and teachersof Swedish
as a secondlanguage,with the aim of creatinga versa-
tile learnercorpusof written Swedish,to complementthe
learnercorporaof spoken Swedishthat alreadyexist (see
http://www.ling.uu.se/lars/SVANTE/). The
SVANTE projectis partly fundedby VINNOVA within the
CrossChecksecondlanguageSwedishgrammarchecking
project (see http://www.nada.kth.se/theory/
projects/xcheck/).

4.5. IT-based collaborative learning in Grammar

‘IT-basedcollaborative learningin Grammar’is a col-
laborativeproject,fundedby theSwedishAgency for Dis-
tanceEducation,with partnersin the Linguistics Depart-
mentsattheuniversitiesin UppsalaandStockholm,andthe
IT Departmentand two languagedepartmentsat Uppsala
University. This projectrevolvesaroundtwo fundamental
assumptions:

1. Theuseof web-basedcommunicationandcollabora-
tion technologieswill helpusmake makebasicgram-
marcoursesbetterandmoreeffectivefor studentsand
teachersalike;

2. Languageresourcesoriginally developedin aresearch
setting,suchastaggedandparsedcorpora(of Swedish
in our case)andgrammarwriting workbenches,can
be(re)usedin thecontext of teachinggrammar(Borin
andDahllöf, 1999).

PerhapsI shouldclarify at this point thatthis is not pri-
marily an applicationintendedfor language students,but
ratherfor studentsof LinguisticsandComputationalLin-
guistics,althoughwe believe thatit will beusefulalsoasa
componentin languagecourses(SaxenaandBorin, 2002).

4.6. Relation to e-learning standards and to ICALL

Theseprojectsare variously relatedto ICALL on the
onehandandto e-learningstandardson theother:

� Didax is not an ICALL projectper se, but createsan
infrastructurewhich canbe usedfor ICALL applica-
tions, andthusmustbe ableto accomodatethem. It
usesthe IMS QTI, and the IEEE, IMS, ARIADNE
LOM emergingstandards.

� LingoNet is not an ICALL projecteither, but it goes
withoutsayingthatamongthemoreexciting possibil-
ities for a web-basedlanguagelab arelanguagetrain-
ing applicationsbuilt on LT methodsand resources;
hence,we must take this into considerationin de-
signingtheunderlyinglanguagelab format. Like Di-
dax,LingoNet canbe consideredasan infrastructure
project which shouldbe able to accomodateICALL
applications.ThestandardsinvolvedareIMS Content
Packaging,andIEEE, IMS, ARIADNE LOM.

� Squirrelis anICALL project,whichdoesnot(yet)uti-
lize any of the proposede-learningstandards,but we
seehow e.g. the LOM could be usedto mark up the
locatedtext resources,e.g. for inclusionin something
like theLingoNetdatabase.

� SVANTE formsanintegral partof anICALL project,
namely the CrossChecksecondlanguagegrammar
checkingproject, but SVANTE itself is more in the
way of a linguistic resourceproject, whereLT stan-
dardsfor basicmarkupandlinguisticannotationof the
textsareimportant.

� ‘IT-basedcollaborative learningin Grammar’is very
muchan ICALL project. At this initial stageof the
project (it startedin January2002), thereare still a
numberof implementationaldetailsleft to bedecided.



However, wewouldcertainlyliketo makeourlearning
resourcesaswidely usefulaspossible,meaning,i.a.,

1. that they shouldbe—wholly or in part—easyto
integrateinto othere-learningenvironments,but
also

2. thatit shouldbeeasyto usecorpusresourcesfor
otherlanguagesthanSwedishin ourapplication.

The first requirementimplies the existenceand use
of generalstandardsfor e-learningapplications,while
the fulfillment of the secondrequirementcertainly
wouldbefacilitatedby standardizationof languagere-
sources.

5. So, where will the Standards for ICALL
Come from?

Summingup the foregoing,we may saythat thereare
threecommunitieswhich would benefitfrom closerinter-
action,becauseof aconsiderableoverlapin theirgoals,but
which thusfar havepursuedthesegoalsseparately:

1. The ‘ordinary’ CALL community—includingthose
researchersworking with learner corpora—hasex-
tremelytenuouslinks to LT (seee.g. Chapelle(2001,
32ff.)), and,asfarasI havebeenableto acertain,none
at all to the ongoinge-learningstandardizationwork
mentionedin section3.1.above.

2. Nor is the e-learning community working on any
standardizationfor language learning (asopposedto
learning in general).For example,the IMS Question
andTestInteroperability(QTI) proposalspecifiesfive
testquestionresponsetypes,whichcanberenderedin
up to threedifferent formats(SmytheandShepherd,
2000, 17). However, for the ‘IT-basedcollaborative
learningin Grammar’application,aswell asfor many
otherof thecorpus-basedCALL applicationsfoundin
the literature,a responsetype “select(portion/sof) a
text” wouldcertainlybegoodto have.2

3. TheLT communityis not involvedin any standardiza-
tion effort for language learning information(asop-
posedto language informationin general).Thekinds
of standardsthat cometo mind first arethoseinvolv-
ing linguistic annotationschemes,with regardto both
their contentandtheir form:

So-calledlearner interlanguage is characterizedby a
numberof linguistic featuresabsentfrom the native-
speaker version of the target language(and some-
times absentfrom the learner’s native languageas
well (RichardsandSampson,1974,6)). Interlanguage
goesthrougha numberof stages,terminatingin a fi-
nal (hopefullyclose)approximationof the target lan-
guage. This hassomeimplicationsfor linguistic an-
notationsof learnerlanguageproduction,whetherin

2In theQTI specification,thereisactuallyasixthresponsetype
response-extension, intendedfor proprietary responsetypes,
but the predefinedtypeswill alwaysdeterminethe ‘path of least
resistance’,at leastfor many users.

learnercorpora(longer texts) or in analyzersof free
learnerlanguageproductionin ICALL languageex-
ercises.Thus,part-of-speech(POS)taggingor pars-
ing of learners’interlanguagemay have to dealwith
categoriesabsentfrom the canonicaltarget language
grammarasreflectedin anLT standard,etc.,but which
canberelatedeitherto categoriesin the learner’s na-
tivelanguage,to universallyunmarkedcategories,to a
conflationof target categories,to the pedagogyused,
to some combinationof these,etc. (Cook, 1993,
18f.). The statusof a given linguistic elementcan
changefrom onelanguagelearningstageto another,
e.g. theunmarkedform in a morphologicalparadigm
becomingfunctionally more and more specified,as
the learneracquiresthemarkedformsandtheir func-
tions.3

Hence,multiple linguisticannotationsof thekind pro-
posedfor XCES (Ide et al., 2000)andATLAS (Bird
etal.,2000;CottonandBird, 2002)areanecessityfor
languagelearningapplicationsof e.g. languagecor-
pora.4 In addition to providing multiple annotations
of the samelinguistic object (a word, phrase,etc.),
theannotationsshouldalsoberelatableto eachother,
making it possibleto relatean analysisof a form in
learnerproductionto the(inferred)intendedinterpre-
tationof this form, for providing appropriatefeedback
to the learner. The linguistic categoriesprovided by
annotationstandardswould needto bedifferentfrom
the onesusedby native speaker experts(which is ar-
guably most often the kind of annotationaimedfor
now) if they areto beusedfor formulatingfeedbackto
languagelearners.They would alsohave to bediffer-
ent for differentkindsof learners,dependingon their
level, background,native language,etc.

Standardizationof (formats for) error typologies
wouldalsobedesirable.Again,thisdesideratumis not
exclusive to languagelearningapplications;work on
grammarandstylecheckersfor nativespeakerswould
also benefit from standardizedformats for error ty-
pologies.

In the sameway asthe learner’s languageprogresses
throughsuccessively more advancedstages,the au-
thenticlanguagethat the learneris exposedto aspart
of her learningprocessshouldbe successively more
complex, in a linguistic sense.This is the main mo-
tivation for the Squirrel web searchapplicationde-
scribedabove (NilssonandBorin, 2002). Here,there
is consequentlya needfor a classificationand con-
comitantannotationschemewhich relateslinguistic
complexity to languagelearningstages,for applica-
tions wherecorporaareusedfor e.g. generatinglan-

3Here I have in mind casessuch as when e.g. learnersof
Englishinitially usethe infinitive (or sometimesgerund)astheir
only—andhenceextremelypolyfunctional—verb form, andthen
graduallystartusingotherforms (tensedforms in finite clauses,
etc.),which thenusurp,as it were,someof the functionsof the
initial forms.

4Multiple annotationsactuallyseemnecessaryfor other rea-
sonsaswell, seee.g.Sampson(2000).



guagelearningexercises.

In languagelearning applications,the needto cater
for bilingual andmultilingual text materialsis evident,
whichraisestheissuesof how to handlemultiplewrit-
ing systemsin a standardizedway, e.g. left-to-right
andright-to-left writing in the sametext corpus(the
latterissueis raisedby CottonandBird (2002)asstill
not having beendeterminedfor ATLAS).

Hopefully, thestateof affairsdepictedhereis reallydue
more to lack of interactionthananything else,and if the
presentpapercanbeinstrumentalin bringingaboutthis in-
teraction,it will haveservedits purpose.
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Abstract 

In this paper, the author surveys how the proportions of etymological type have changed in current computer-related terms of 
Japanese. As a result of inquiry regarding recent computer terminology, the fact that the decreasing of Sino-Japanese words and 
the increasing of Alphabetical words has confirmed. 

 

Introduction 
Japanese words are conventionally divided into three 
etymological types, known as goshu in Japanese, 
according to whether they are of pure Japanese, Sino-
Japanese or Western-loans.  In this paper, the author 
surveys how the proportions of each type have changed 
in current computer-related terms, and considers what 
the future may hold for Japanese technical terms.   
 
First, some technical terms required for the analysis are 
explained, and previous studies introduced. The 
materials and analytical method are then described, and 
the results reported.  The results of opinion polls on 
people’s thoughts regarding the use of foreign words 
are also introduced, and a proposal on word coining is 
presented. 
 

1 "GOSHU " in Japanese Linguistics 
The term goshu refers to a basic convention used in 
classifying the parts of the Japanese vocabulary. It is 
the taxonomical concept for defining words according 
to their etymological source.  The three basic types 
that are taken to constitute the Japanese vocabulary are 
the words of pure Japanese, Sino-Japanese and 
Western-loan.  
 
The pure Japanese words, wago, are the words of 
traditional Japanese origin. These are frequently found 
in terms that express fundamental concepts in Japanese. 
They are written in hiragana syllabary or kanji 
(Chinese characters) in general. 
 

The Sino-Japanese words, kango, can primarily be 
described as words that are borrowed from Chinese. 
However, the kango are read in a Japanese, not a 
Chinese way, despite the use of the Chinese characters.  
(This is similar to the many different pronunciations of 
the word euro, which varies so much from language to 
language.)  
There is also the concept of wasei-kango, namely Sino-
Japanese words created in Japan, as a subdivision of 
kango. These are unique Japanese coinages that use 
Chinese morphemes.  
The traditional scientific terms include many Sino-
Japanese words. It is usual to use Chinese characters 
when writing these Sino-Japanese terms. It has been 
observed that weight of the Sino-Japanese words in 
Japanese language is similar to that of words of Latin 
origin in English (Miyajima, 1995). 
 
The Western-loans, called gairaigo, are mostly loan 
words from Western languages (mainly English), and 
sometimes the words of not-western origin are also 
included exceptionally. The newest terms include many 
words of western origin. It is usual to use katakana 
syllabary when writing these Western-loans, but the 
alphabet is also used in some cases. 
 
These three types compose the fundamental taxonomy 
of Japanese etymological word types. 
 
In addition, some new words are formed by combining 
the different types.  These hybrid words are called 
konshugo. 
 



2 Previous research  
It has been shown in quantitative terms that the use of 
kango, Sino-Japanese words, was chiefly utilized in 
new coinages around 1900, and that ratio gradually 
decreased thereafter (Miyajima, 1967). This tendency 
has continued in recent years and the word-formation 
capability of kango fell sharply in the very short period 
from 1960 to 1980 (Nomura, 1984). As for writing 
means, it has been predicted that the use of Chinese 
characters will decrease and that of the alphabet will 
increase from now on (Kabashima, 1981).  
 

3 Purpose of inquiry 
In order to predict future transitions in Japanese 
terminology, the present situation was gauged with 
reference to the following points: 
 
1. It has been observed that the word-formation 
capability of kango has been decreasing. What is the 
rate of this decrease? 
 
2. It is known that the proportion of Western-loans is 
increasing in Japanese. The author believes that the 
increase may be greatest for alphabetical words. Can 
this be demonstrated quantitatively?  
 
In this paper, the author reports the results obtained 
regarding computer terminology. 
 

4 Procedure of inquiry 
Subject of inquiry: 
 "Gendai Yoogono Kiso Chisiki  (Basic knowledge of 
contemporary words)" 1985, 1990, 1995, 2000: Tokyo, 
Jiyuu Kokuminsha. 
 
This book is a single volume encyclopedia published 
annually.  It provides rich data for considering the 
status and progress of new words from year to year. For 
this study, the entries related to the computer field 
(computer terms, office automation terms, etc.) were 
extracted.  
Each entry was classified according to the goshu 
category.  
 
1. We observe the transitions of Sino-Japanese and 
Western-loans in the first, goshu classification phase. 
Since there are very few pure Japanese words, these are 
disregarded here. "Katakana words" and "alphabetical 
words" are provided as sub-classifications of Western-

loans, and the transitions for each are noted. Here, we 
only observe the number of entries belonging to single 
goshu categories.  Konshugo are taken up in the 
second phase below. 
 
2. Next, consideration is also given to the hybrid words, 
konshugo. (This can be described as classification by 
goshu element). Since there are also very few elements 
of pure Japanese words here, these are again 
disregarded.  
 
A hybrid word consisting, for example, of one Sino-
Japanese and one Western-loan is counted once in each 
of the Sino-Japanese element and Western-loan element 
categories.  For convenience, however, a term 
consisting of multiple Sino-Japanese elements is 
counted only once in the Sino-Japanese element 
category.   
 
Examples:  
「情報検索」(information retrieval): 
  Scores 1 for the Sino-Japanese element 
「エレクトロニック・バンキング」 

(electronic banking): 
Scores 1 for the Katakana word element 

「磁気ディスク装置」 (magnetic disk unit): 
  Scores 1 for the Sino-Japanese element 

Scores 1 for the Katakana word element 
「ＯＣＲ」(Optical Character Recognition): 
  Scores 1 for the alphabetical word element 
「双方向ＣＡＴＶ」(two-way CATV): 
  Scores 1 for the Sino-Japanese element 

Scores 1 for the alphabetical word element 
 

5 Results and discussion  

5.1 1st phase (classification by goshu) 
 
      1985  1990  1995   2000 
Total    398  344  357    402 
Sino-Japanese 54(13.6%) 46(13.4) 51(14.3) 37( 9.2) 
Katakana  136(34.1) 108(31.4) 114(31.9) 118(29.4) 
Alphabetical  19(4.8) 30( 8.7) 27( 7.6)  66(16.4) 

(see Figure 1) 
→ The rates for Sino-Japanese words and alphabetical 
words were substantially reversed from 1995 to 2000. 
 



5.2 2nd phase (classification by goshu 
element) 
 
      1985  1990  1995   2000 
Total    398  344  357    402 
Sino-Japanese218(54.8) 186(54.1) 193(54.1) 155 (38.6) 
Katakana  305(76.6) 239(69.5) 251(70.3) 270(67.2) 
Alphabetical  66(16.6) 86(25.0) 79(22.1) 158 (39.3) 

(see Figure 2) 
→ The rates for Sino-Japanese and alphabetical 
elements drew much closer to each other in the data for 
1995 to 2000. 
 
Prospect: The likelihood of a further increase in the rate 
of use of alphabetical words appears to be quite strong. 
 
 
 
 
 

 

6 Views on Western-loans 
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Figure 1: The transition by GOSHU in computer ter
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　　　　　＝Katakana Words
　　　　　＝Alphabetical Words

The excessive use of words of foreign origin can hinder 
communication.  We next introduce some results on 
this subject from public opinion polls. 
 
"Do you feel that many loan words and other foreign 
words are used in everyday Japanese?" 
   Frequent: 51.6% 
   Occasional: 32.2% 

(Agency for Cultural Affairs, 2000) 
"Have you been troubled because you cannot 
understand the meaning of a katakana word in 
newspaper or TV?" 
   Frequently : 17.1% 
   Occasionally : 37.5% 

(Agency for Cultural Affairs, 1997) 
 
The entry of new foreign terms cannot be prevented. 
But, as these surveys indicate, we should be aware of 
the dangers of excess.   
 

7 Concluding remarks 
It has been observed that one of the merits of the 
increase in foreign words is the acceptance of terms 
that are understood internationally (Ishiwata, 2001). 
Alphabetical words, in particular, can be read and 
understood by those who cannot read Japanese script, 
so the level of international communicability is very 
high. The risk is that more fluent international 
communication may be matched by weaker internal 
communication.  The use of such words as technical 
terms has clear merits, but thought is also required to 
the selection of words that are best able to acquire 
general acceptability within the specific language-
speaking group concerned. We should remember that 
not all the people understand English.   

218 239
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Figure 2: The transition by GOSHU element

1985 200019951990

　　　　　＝KANGO (Sino-Japanese)
　　　　　＝Katakana  Words
　　　　　＝Alphabetical Words

 
Some technical terms do gradually come to be used as 
general terms in each language. Those who coin new 
terms or standardize the terminology would, therefore, 
be well advised to consider their suitability for both 
international and internal communication purposes, 
with the awareness that these decisions may have some 
future influence on general terms kept clearly in mind.   
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Abstract 

In this paper, a corpus-base approach is presented in the construction of the information science and 

technology term bank in which domain classification, reference and part of the definition are extracted from corpus. 

Farther experiments show that the structure analysis of the terms can be helpful in the corpus-based domain 

classification of the terms. 

 
1. Introduction 

Currently, a joint project is under way 
between China National Institute of 
Standardization(CNIS) and the Institute of 
Computational Linguistics(ICL), Peking 
University to construct a term bank in the field 
of information science and technology. The 
project aims at : 
1. an ontology system 
2. a corpus for term bank construction 
3. a corpus-based terminology extraction 

program 
4. a constructed term bank and the related 

specifications and standards, and others for 
terminologies in the field of information 
science and technology 

The implementation of the whole project 
features various approaches, among which the 
corpus-based one constitutes our present focus. 
The corpus in this project consists of two parts, 
an essential corpus of 15 million Chinese 
characters and an extension corpus of 60 million 
and more, responsible for different tasks 
respectively. The corpus-based approach enables 
us to address the goals of our project by the 
following schemes: 
1. Categorization of the terminologies in our 
term bank 
2. Assistance for defining the terminologies in 
our term bank 
3. Training and testing of the automatic 
extraction program 

Now, initial plans have been made for the 
implementation of these schemes, with 
experiments conducted in support of our further 
efforts. 

2. The Classification Scheme of 
Information science and Technology  

An ontology system is very important for 
the standardization of the term bank 
establishment. Up to now, there still do not have 
a ready-made classification scheme of 
information science and technology, not to say 
to put each specific terminology into one 
specific domain category. So the first thing for 
constructing the term bank in the field of 
information science and technology is to build 
an appropriate knowledge category system or 
concept system.  

The information science and technology 
field contains not only the computer and 
communication subjects. In general, this field 
includes all subjects relative to information. 
Now there is no acknowledged opinion that 
bounds this field. We intend to set up an 
appropriate and practical classification while 
make it integrated with the some existed 
international or national standards. We have 
referred to the ACM Computing Classification 
System, ICS(the International Classification for 
Standards), CLC(the Chinese Library 
Classification), computer encyclopedias, and 
some technical dictionaries. After we have 
consulted many materials, we classify the 

mailto:baixj, hujf, zanhy}@pku.edu.cn


knowledge of information science and 
technology field into five subjects:  
1. pandects of information science and 

technology 
2. computer 
3. automatization 
4. telecommunication 
5. electronics 
under each subject we provide four subclass: 
theory, technology, application and product & 
material. We also have set up a mapping between 
ICS and our classification. For example, 
ICS:35:220 are integrate into our classification 
in data storage device(its classification number 
is 020403). 
Generally, our classification is on the second 
level of subjects, and some detail on the third or 
fourth level. Frankly, Our knowledge 
classification system has fewer hierarchical 
levels. The reason is that we plan to get a more 
general and shallow classification and to avoid 
the frequent modification of the structure of the 
term bank due to the slight change of term 
category. The change of terms’ intension and 
extension will be reflected through some 
attributes in our term bank. The attributes in the 
term bank are very easily modified or expanded.  

3. Corpus Compilation 
For the essential corpus, we turn to experts 

in the field of information science and 
technology. All the texts are chosen and 
provided by experts of specified branches. 

In the meaning time, with the help of a 
program, field experts will tag all the terms and 
the related information in the corpus, i.e., 
categorize them into the very branches of the 
field they belong to. The essential corpus is built 
for data training in the automatic extraction 
program. 

For the extension corpus, the size is more 
than 60 million Chinese characters. In this 
corpus, we can get concordance and collocation 
information about the terms, as automatic 
processing will be possible for this part, and 

further, considerable amount of useful 
information, which can facilitate the definition 
of the terms, can be extracted from the corpus. 
Moreover, this corpus will serve as a test set for 
the terminology extraction program. 

4. Corpus-based Categorization of  
Terminologies 

Up till now, a basic framework has been 
drafted out for the purpose of categorization, 
while the terminologies available now are more 
than 70,000. Given the possibility that the initial 
framework can be developed to a sound system 
for categorization, locating the Terms into this 
system will still be a hard job. 
It is in this consideration that we come up with 
the corpus-based approach. The essential corpus 
provided by various field experts carries the field 
information and the terminology tagging. 
Terminologies tagged by field experts are to be 
compared with the Terms. This is designed to be 
a process of matching, after which the Terms can 
be put into their respective categories. In other 
words, we try to classify the terms according to 
their distribution in the corpus. For the first step, 
as a test, we obtained 100 texts (258,045 
characters in total) about Computer Network, 
with 2,486 different terms tagged out (i.e., 2,486 
terminologies are regarded as valid). 
Considerable terms, which are unlikely network 
ones, proved otherwise in the corpus. 
For example:缓冲/cache, which does not seem 
to be an OS term in Chinese, is a true network 
concept in the following sentence: “与我们熟

悉的磁盘缓冲技术类似，Internet 缓冲是在一

台本地服务器上开辟一块缓冲区，保存访问

Internet 时获得的数据，这样在以后的浏览过

程中如果还是访问那些网页，就不需要再次访

问Internet ，而直接从缓冲中获得数据就可以

了”.  
That means corpus based categorization can 

give a more accurate description of the field 
information about the terms. This will benefit 
not only the term categorization, but also the 
definition of the terms. In some cases, it can 



even give us clues to find out terms with 
different shades of meaning. 
5. Corpus-based Reference for 
 Terminology Definition 

Accuracy and standardization in defining 
terminologies also attract our attention and 
efforts. In the database of our term bank, there is 
a field named Reference, storing contexts of the 
Terms from the whole corpus, which are deemed 
as competent reference. Reference for 
terminology definition can be at various levels, 
namely, it can be sentence(s), paragraph(s) or 
even full text(s). Here the role of the corpus is 
significant, as it contains all the information that 
will be filled into the Reference field, and what 
is more, we are expecting templates for 
terminology reference or even for terminology 
definition, to be learned from the essential 
corpus and then applied to the extension part, 
thus achieving the corpus-based automatic 
referencing. In addition to category and 
terminology tagging, our field experts also have 
to tag the text contents that they regard as the 
competent references for terminologies. A 
program is designed to extract a language unit 
bearing a reference tag (starting with 
<Reference> and ending with </Reference>) 
containing or following a terminology tag 
(starting with <Term> and ending with 
</Term>), which is recognized as the reference 
information for the tagged terminology and will 
then be stored in the Reference field accordingly. 
The following are three examples. 
Example 1: (a single sentence) 
<Reference><Term>Vo I P </Term>可以定义

为以IP 包交换的方式传输话音。</Reference> 
Example 2: (a paragraph) 
<Reference><Term>Vo I P 网关</Term> 
主要提供PSTN 电话通信网络与IP 网络的接

口和转换。目前，一般采用H.323 作为IP 网
络信令和SS7 作为PSTN 的信令。在这个市场

的设备提供商中既有传统的数据网络公司如 
3Com 、Cisco 等，也有老牌的电信设备提供

商如Alcatel 、Ericsson 、Nortel 、Lucent 等，

以及Sonus 、Clarent 、convergent network 、
Nuera 等公司。</Reference> 
Example 3: (a full text) 
<Reference>何谓<Term>DHCP</Term>？ 
动 态 主 机 配 置 协 议 （ Dynamic Host 
Configuration Protocol ，DHCP ）从原有的

BootP 协议发展而来，原来的目的是为无盘工

作站分配IP 地址的协议，当前更多地用于对

多个客户计算机集中分配IP 地址以及IP 地
址相关的信息的协议，这样就能将IP 地址和

TCP/IP 的设置统一管理起来，而避免不必要

的地址冲突的问题，因此常常用在网络中对众

多DOS/Windows 计算机的管理方面，节省了

网络管理员手工设置和分配地址的麻烦。中继

代理服务器必须知道DHCP 服务器的地址，还

要知道如何把接收到的报文转发给该服 
务器</Reference> 

Sufficient data will avail us of the 
opportunity to learn reference templates, like 
“XX 可以定义为/can be defined as XX” in 
Example1; “XX 主要提供/is mainly for XX” in 
Example 2 etc. These are sample templates that 
can be used to extract the definition of the terms 
from corpus. Surely there can only have small 
number of the terms that can find definition 
directly from corpus, but the corpus-based 
contextual information, such as concordance and 
collocation are also helpful for experts to 
analysis the meaning and give the proper 
definition of the terms.  
6.  Automatic Extraction of  
Terminologies from Corpus 

The third scheme is based on the 
understanding that the internal structure of 
terminologies is also a source of valuable 
knowledge for term bank construction. In this 
project, the internal structure of a terminology 
consists of three elements: 1) term constituents, 
including prefixes, suffixes, words and phrases 
that are frequently used in related technical 
documents, e.g., “性” and “接口”; 2) POS; and 3) 
semantic categories, each describing the 
common feature of a group of term constituents, 
like 



the semantic category “equipped with/without a 
system of wires” derived from “无线” and “有
线 ”. Patterning the internal structure of 
terminologies is a prerequisite to the automatic 
extraction of terminologies from the corpus. On 
the one hand, we analyze the Terms, together 
with those from the essential corpus and tagged 
by our field experts, and pattern their structures, 
using term constituents and POS information, 
e.g., “noun + 接口”. On the other hand, we 
generate new terms, replacing term constituents 
of the same categories in exiting terms with the 
other. 

With “有线通讯”, “有线电视”, “有线电

报”, for instance, we generate “无线通讯”,“无
线电视”, “无线电报”. The automatic extraction 
program will then use the structure patterns and 
the new terms generated to extract terminologies 
from the extension corpus, either by character 
matching or by POS matching, or both. Large in 
amount as they are, the terminologies we have 
obtained r reach up till now. In this sense, the 
extension corpus is both a test set for the 
automatic extraction program and a source for 
additional terminologies by using the program. It 
therefore are still far from being enough. 
Considering the limited sources, we have to rely 
on the extension corpus for the automatic 
extraction of terminologies that remain out of 
oucalls our attention to the competence and 
performance of our corpus, and especially, the 
extension part. 

7. Conclusion 
We have devised the initial schemes for the 

application of the corpus-based approach to  
1. the categorization of existing terminologies in 
our term bank 
2. the learning of reference templates and the 
extraction of reference information from the 
corpus 
3. the modeling of automatic terminology 
extraction 
Experiments show that corpus can be very useful 
to illuminate the meaning of terms, which will 
help a lot to standardize the terms in the future. 
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Abstract
This paper presents an abstract data model for linguistic annotations and its implementation using XML, RDF and related standards;
and to outline the work of a newly formed committee of the International Standards Organization (ISO), ISO/TC 37/SC 4 Language
Resource Management, which will use this work as its starting point. The primary motive for presenting the latter is to solicit the
participation of members of the research community to contribute to the work of the committee.

1. Introduction
The goal of this paper is two-fold: to present an

abstract data model for linguistic annotations and its
implementation using XML, RDF and related standards;
and to outline the work of a newly formed committee of
the International Standards Organization (ISO), ISO/TC
37/SC 4 Language Resource Management, which will use
this work as its starting point. The primary motive for
presenting the latter is to solicit the participation of
members of the research community to contribute to the
work of the committee.

The objective of ISO/TC 37/SC 4 is to prepare
international standards and guidelines for effective
language resource management in applications in the
multilingual information society. To this end, the
committee will develop principles and methods for
creating, coding, processing and managing language
resources, such as written corpora, lexical corpora, speech
corpora, dictionary compiling and classification schemes.
The focus of the work is on data modeling, markup, data
exchange and the evaluation of language resources other
than terminologies (which have already been treated in
ISO/TC 37). The worldwide use of ISO/TC 37/SC 4
standards should improve information management within
industrial, technical and scientific environments, and
increase efficiency in computer-supported language
communication.

2. Motivation
The standardization of principles and methods for the

collection, processing and presentation of language
resources requires a distinct type of activity. Basic
standards must be produced with wide-ranging
applications in view. In the area of language resources,
these standards should provide various technical
committees of ISO, IEC and other standardizing bodies
with the groundwork for building more precise standards
for language resource management.

The need for harmonization of representation formats
for different kinds of linguistic information is critical, as
resources and information are more and more frequently
merged, compared, or otherwise utilized in common
systems. This is perhaps most obvious for processing

multi-modal information, which must support the fusion
of multimodal inputs and represent the combined and
integrated contributions of different types of input (e.g., a
spoken utterance combined with gesture and facial
expression), and enable multimodal output (see, for
example, Bunt and Romary, 2002). However, language
processing applications of any kind require the integration
of varieties of linguistic information, which, in today’s
environment, come from potentially diverse sources. We
can therefore expect use and integration of, for example,
syntactic, morphological, discourse, etc. information for
multiple languages, as well as information structures like
domain models and ontologies.

We are aware that standardization is a difficult
business, and that many members of the targeted
communities are skeptical about imposing any sort of
standards at all. There are two major arguments against
the idea of standardization for language resources. First,
the diversity of theoretical approaches to, in particular, the
annotation of various linguistic phenomena suggests that
standardization is at least impractical, if not impossible.
Second, it is feared that vast amounts of existing data and
processing software, which may have taken years of effort
and considerable funding to develop, will be rendered
obsolete by the acceptance of new standards by the
community. To answer both of these concerns, we stress
that the efforts of the committee are geared toward
defining abstract models and general frameworks for
creation and representation of language resources, rather
than specific formats. These models should, in principle,
be abstract enough to accommodate diverse theoretical
approaches. The model so far developed in ISO TC/37 for
terminology, which has informed and been informed by
work on representation schemes for dictionaries and other
lexical data (Ide, et al., 2000) and syntactic annotation
(Ide & Romary, 2001) demonstrates that this is not an
unrealizable goal. Also, by situating all of the standards
development squarely in the framework of XML and
related standards such as RDF, DAML+OIL, etc., we
hope to ensure not only that the standards developed by
the committee provide for compatibility with established
and widely accepted web-based technologies, but also that



transduction from legacy formats into XML formats
conformant to the new standards is feasible.

ISO/TC 37/SC 4 will liaison with ISLE (International
Standards for Language Engineering), which has
implemented various recent efforts to integrate EC and US
efforts for language resources. Where possible, these and
other standards set up in EAGLES will be incorporated
into the ISO standards. ISO/TC 37/SC 4 will also broaden
the work of EAGLES/ISLE by including languages (e.g.
Asian languages) that are not currently covered by
EAGLES/ISLE standards.

At present, language professionals and standardization
experts are not sufficiently aware of the standardization
efforts being undertaken by ISO/TC 37/SC 4. Promoting
awareness of future activities and rising problems,
therefore, will be a crucial factor in the success of the
committee, and will be required to ensure widespread
adoption of the standards it develops. An even more
critical factor for the success of the committee's work is to
involve, from the outset, as many and as broad a range of
potential users of the standards as possible. This
presentation serves as a call for participation to the
linguistics and computational linguistics research
communities.

3. Objectives
ISO TC37/SC 4’s goal is to develop a platform for the

design and implementation of linguistic resource formats
and processes in order to facilitate the exchange of
information between language processing  modules. This
will be accomplished by defining a common interface
format capable of representing multiple kinds of linguistic
information. The interface format must support the
communication among all modules in the system, and be
adequate for representing not only the end result of
interpretation, but also intermediate results.

A well-defined representational framework for
linguistic information will also provide for the
specification and comparison of existing application-
specific representations and the definition of new ones,
while ensuring a level of interoperability between them.

3.1. Requirements
Very generally, a linguistic representation framework

must meet the following requirements:

• Expressive adequacy: the framework should be
expressive enough to represent all varieties of
linguistic information;

• Semantic adequacy: the representation structures
should have a formal semantics, i.e., their definition
should provide a rigorous basis for further processing
(e.g., deductive reasoning, statistical analysis,
generation, etc.).

Providing interface formats within a system
architecture demands that “incremental” construction of
intermediate and partial representations be supported. In
addition, if the construction of a final representation does
not succeed, the representation must capture the
information required to enable appropriate system action.
This dictates additional requirements:

• Incrementality: support for the various stages of input
interpretation and output generation, allowing both
early and late fusion and fission.

• Uniformity: the representation of various types of
input and output should utilize the same “building
blocks” and the same methods for combining
complex structures composed of these building
blocks.

• Underspecification and partiality: support for the
representation of partial and intermediate results,
including the capture of  unresolved ambiguities.

Finally, the representational framework must be
accommodate the developing field of language processing
system design by satisfying these further requirements:

• Openness: the framework should not depend on a
single linguistic theory, but should enable
representations based on different theories and
approaches;

• Extensibilty. The framework should be compatible
with alternative methods for designing representation
schemas (e.g., XML) rather than being tied to a
specific schema.

3.2. Methodology
A working group of SC 4 (WG1/WI-1) has been

charged with the task of defining a linguistic annotation
framework, which will be used by other SC 4 working
groups to develop more precise specifications for
particular annotation types. The full list of SC 4 working
groups is as follows:

• WG1/WI-0: Terminology for Language Resources
• WG1/WI-1: Linguistic annotation framework
• WG1/WI-2: Meta-data for multimodal and

multilingual information
• WG2/WI-3: Structural content representation (syntax

and morphology)
• WG2/WI-4: Multimodal content representation
• WG2/WI-5: Discourse level representation
• WG3/WI-6a: Multilingual text representation
• WG4/WI-7: Lexicons
• WG5/WI-8: Validation of language resources
• WG5/WI-9: Net-based distributed cooperative work

for the creation of LRs

We focus here on the work of WG1/WI-1, which will
serve as the starting point for that of most of the others.
This group will propose a data architecture consisting of
basic mechanisms and data structures for linguistic
annotation and representation, comprised of the following:
• Basic components: the basic constructs for building

representations of linguistic information; specifically,
identification of types of building blocks and ways to
connect them.

• General mechanisms: representation techniques that
make the annotations more compact and flexible and
enable linking them to external sources of
information; for example, sub-structure labeling,
argument under-specification, restrictions on label
values and/or disjunctions or lists to represent
ambiguity or partiality, structure sharing; linking to



domain models, linking to other levels of annotation,
etc.

• Contextual data categories: administrative (meta-)
data relevant for processing, such as environment data
(e.g., time stamps, spatial information); processing
information (e.g., module that produced the
representation; confidence level); interaction
information (speaker, audience, etc.).

The following section outlines a linguistic framework
which will serve as the starting point for development
within SC 4. The current model is based on work on
development of annotation formats for lexicons (Ide,  et
al., 2001), morphosyntactic and syntactic annotation (Ide
& Romary, 2001a;  Ide & Romary, 2001b; Ide & Romary,
forthcoming), and which has been further developed
within TC37/SC4 for the definition of TMF
(Terminological Markup Framework; ISO 16642, under
DIS ballot).

4. A Framework for Linguistic Annotation

Our fundamental assumption is that representation
formats for linguistic data and its annotations can be
modeled by combining a structural meta-model, that is, an
abstract structure shared by all documents of a given type
(e.g. syntactic annotation), with a set of data categories
that are associated with the various components of the
meta-model. Our work in SC4 is concerned, first, with
identification of a reduced set of meta-models that can be
used for any type of linguistic data and its annotations.
Data categories, on the other hand, are defined by the
implementer; interoperability among formats is ensured
by providing a Data Category Registry in which the
categories and relations required for a particular type of
annotation are precisely defined.

The model for linguistic annotation must satisfy two
general criteria:

1. It must be possible to instantiate it using a standard
representational format;

2. It must be designed so as to serve as a pivot format
into and out of which proprietary formats can be
transduced, in order to enable comparison and
merging, as well as operation on the data by common
tools.

4.1. Abstract model for annotation
At its highest level of abstraction, an annotation is a

set of data or information (in our case, linguistic
information) that is associated with some other data. The
latter is what could be called “primary” data (e.g., a part
of a text or speech signal, etc.), but this need not be the
case; consider, for example, the alignment of parallel
translations, where the "annotation" is a link between two
primary data objects (the aligned texts). Typically,
primary data objects are represented by “locations” in an
electronic file, for example, the span of characters
comprising a sentence or word, or a point at which a given
temporal event begins or ends (as in speech annotation).
As such, at the base primary data objects are relatively
simple in their structure; more complex data objects may
consist of a list or set of contiguous or non-contiguous
locations. Annotation objects, on the other hand, often
have a more complex internal structure: syntactic

annotation, for example, may be expressed as a tree
structure, and may include more elemental annotations
such as dependency relations (which is itself an annotation
relating two objects, where the relation is directional
(dependent-to-head)).

Thus, we can conceive of an annotation as a one- or
two-way link between an annotation object and a point (or
a list/set of points) or span (or a list/set of spans) within a
base data set. Links may or may not have a semantics--
i.e., a type--associated with them. Points and spans in the
base data may themselves be objects, or sets or lists of
objects. This abstract formulation can serve as the basis
for defining a general model for linguistic annotation that
can be realized in a standard representational format. In
fact, this model is consistent with well-established data
modeling concepts used in diverse areas, including
knowledge representation (KR), object-oriented design,
and database systems, and which inform fundamental data
structures in computer science (trees, graphs, etc.) and
database design (notably, the Entity-Relationship (ER)
model). As such, the model provides us with established
means to describe our data objects (in terms of
composition, attributes, class membership, applicable
procedures, etc.) and relations among them, independent
of their instantiation in any particular form. It also ensures
that standardized representation formats exist that can
instantiate the model.

One way to represent linguistic annotation in terms of
the abstract model is as a graph of elementary structural
nodes  to which one or more information units are
attached. The distinction between the structure of
annotations and the informational units of which it is
comprised is, we feel, critical to the design of a truly
general model for annotations. Annotations may be
structured in several ways; perhaps the most common
structure is hierarchical. For example, phrase structure
analyses of syntax are structured as trees; in addition,
hierarchy is often used to break annotation information
into sub-components, as in the case of lexical and
terminological information.

There are several special relations among annotations
that must be represented in the model, including the
following:

• Parallelism: two or more annotations refer to the
same data object;

• Alternatives: two or more annotations comprise a set
of mutually exclusive alternatives (e.g., two possible
part-of-speech assignments, before disambiguation);

• Aggregation: two or more annotations comprise a list
or set that should be taken as a unit.

Information units or data categories provide the
semantics of the annotation. Data categories are the most
theory and application-specific part of an annotation
scheme. We do not attempt to define the relevant data
categories for given types of annotation. Rather, we
propose the development of a Data Category Registry to
provide a framework in which the research community
can formally define data categories for reference and use
in annotation. To make them maximally interoperable and
consistent with existing standards, data categories can be
defined using RDF schemas to formalize the properties
and relations associated with each. Note that RDF
descriptions function much like class definitions in an



object-oriented programming language: they provide,
effectively, templates that describe how objects may be
instantiated, but do not constitute the objects themselves.
Thus, in a document containing an actual annotation,
several objects with the same type may be instantiated,
each with a different value. The RDF schema ensures that
each instantiation is recognized as a sub-class of more
general classes and inherits the appropriate properties.

A formally defined set of categories will have several
functions: (1) it will provide a precise semantics for
annotation categories that can be either used “off the
shelf” by annotators or modified to serve specific needs;
(2) it will provide a set of reference categories onto which
scheme-specific names can be mapped; and (3) it will
provide a point of departure for definition of variant or
more precise categories. Thus the overall goal of the Data
Category Registry is not to impose a specific set of
categories, but rather to ensure that the semantics of data
categories included in annotations (whether they exist in
the Registry or not) are well-defined and understood.

5. An Example
We illustrate a simple application of the framework

presented above for the domain of morpho-syntactic
annotation. For the purposes of illustration, it is necessary
to make technical choices concerning the representation
format. XML and related standards developed by the
World Wide Web consortium appear at present to provide
the best means to represent information structures
intended to be transmitted across a network. For the
purposes of linguistic resource representation, XML
provides several important features:

• it is both Unicode and ISO 10646 compatible;
• XML namespaces provide the options of combining

element definitions from multiple sources in an XML
document, thereby fostering modularity and reuse;

• XML schemas provide a powerful means to define,
constrain, and extend definitions of the structure and
contents of classes of XML documents and document
sub-parts;

• W3C has defined accompanying standards for inter-
and intra-document linkage (XPath,  XPointer, and
Xlink) as well as document traversal and
transformation (XSLT);

• XML is fully integrated with emerging standards such
as the Resource Definition Framework (RDF) and
DAML+OIL, which can be “layered” on top of XML
documents to provide a formal semantics defining
XML-instantiated objects and relations.

We have defined an XML format for representing
linguistic annotations called the Generic Mapping Tool
(GMT). The GMT defines XML elements for encoding
annotation structure (primarily, a nestable <struct>
element) and data categories (a nestable <feat> tag). A
<seg> element provides a pointer to the annotated data
using XPointers. Relations among objects can be specified
explicitly using a <rel> element or  may be implicit in
the hierarchical nesting of <struct> elements. The GMT
is described in detail in Ide & Romary, 2001b. We stress,
however, that the details of the XML format—in
particular, element names—is arbitrary; the only

requirement is that the underlying data model can be
expressed using the format.

5.1. Morpho-syntactic annotation
Morpho-syntactic annotation provides a good example

of how the data model instantiated in the GMT is applied,
and demonstrates some of the mechanisms required for
representing annotations in general. Morpho-syntactic
annotation involves the identification of word classes over
a continuous stream of word tokens. The annotations may
refer to the segmentation of the input stream into word
tokens, but may also involve grouping together sequences
of tokens or identifying sub-token units (or morphemes),
depending on the language under consideration and, in
particular, the definitions of “word” and “morpheme” as
applied to this language. The description of word classes
may include one or several features such as syntactic
category, lemma, gender, number etc., which is again
dependent on the language being analyzed.

Morpho-syntactic annotation can be represented by a
single type of structural node (named W-level)
representing a word-level structure unit. One or several
information units are associated with each structural node.

For the purposes of illustration, we identify the
following data categories (in practice these would be
defined in reference to categories in the Data Category
Registry):

• /lemma/: contains or points to a reference word form
for the token or sequence of tokens being described;

• /part of speech/: a reference to a morpho-syntactic
category;

• /confidence/: a confidence level assigned by the
manual or automatic annotator in ambiguous cases.

• /gender/: the grammatical gender information
associated with a word token or a sequence of word
tokens;

• /number/: the grammatical gender information
associated with a word token or a sequence of word
tokens;

• /tense/: the grammatical tense information associated
with a word token or a sequence of word tokens;

•  /person/: the grammatical person information
associated with a word token or a sequence of word
tokens.

The following provides an example of the morpho-
syntactic annotation of the sentence “Paul aime les
croissants” in the GMT format:1

<struct type=”MSAnnot”>
<struct type=”W-level”>
<feat type=”lemma”>Paul</feat>
<feat type=”pos”>PNOUN</feat>

<seg target=”#w1”/>
</struct>
<struct type=”W-level”>
<feat type=”lemma”>aimer</feat>
<feat type=”pos”>VERB</feat>
<feat type=”tense”>present</feat>
<feat type=”person”>3</feat>
<seg target=”#w2”/>

</struct>

                                                        
1  For brevity, we use an abbreviated pointer syntax to refer to
the primary data in this example.



<struct type=”W-level”>
<feat type=”lemma”>le</feat>
<feat type=”pos”>DET</feat>
<feat type=”number”>plural</feat>
<seg target=”#w3”/>

</struct>
<struct type=”W-level”>
<feat type=”lemma”>croissant</feat>
<feat type=”pos”>NOUN</feat>
<feat type=”number”>plural</feat>
<seg target=”#w4”/>

</struct>
</struct>

Note that there is no limit to the number of information
units that may be associated with a given structural node
(as opposed to the text based representations that are
usually provided by available POS taggers). It is also
possible to structure the annotations by embedding
<feat> elements to reflect a more complex feature-based
annotation, or by pointing to a lexical entry providing the
information.

In some cases, the morpho-syntactic annotation of a
word or sequence of words requires a hierarchy of word
level structures (e.g., when a word token results from the
combination of several morphemes that must be annotated
independently). For example, some occurrences of the
token “du” in French can be analyzed as the fusion of the
preposition “de” with the determiner “le” (as in “la queue
du chat”). This is handled by embedding word-level
structures as follows:

<struct type=”W-level”>
<seg target=”#w1”/>
<struct type=”W-level”>

<feat type=”lemma”>de</feat>
<feat type=”pos”>PREP</feat>

</struct>
<struct type=”W-level”>

<feat type=”lemma”>le</feat>
<feat type=”pos”>DET</feat>

</struct>
</struct>

Conversely, annotation of compound words may
involve associating a single lemma to a sequence of word
tokens at the surface level. In this case, the lemma is
attached to the higher level of embedding and reference to
the source is given at the leaves of the hierarchy, as in the
following representation of the compound “pomme de
terre” in French :

<struct type=”W-level”>
<feat type=”lemma”>

          pomme_de_terre</feat>
<feat type=”pos”>NOUN</feat>
<struct type=”W-level”>

<seg target=”#w1”/>
<feat type=”lemma”>pomme</feat>
<feat type=”pos”>NOUN</feat>

</struct>
<struct type=”W-level”>

<seg target=”#w2”/>
<feat type=”lemma”>de</feat>
<feat type=”pos”>PREP</feat>

</struct>
<struct type=”W-level”>

<seg target=”#w3”/>
<feat type=”lemma”>terre</feat>
<feat type=”pos”>NOUN</feat>

</struct>
</struct>

The ability to specify a hierarchical structure where
needed enables specification of the level of granularity
required. This is especially critical for a representation
scheme, since the granularity of the segmentation in (or
associated with) the primary data may not directly
correspond to the level of granularity required for the
annotation.

5.1.1. Alternatives
Morpho-syntactic annotation can be used to illustrate

the representation of both structural and informational
alternatives, which arises when a given word token is
associated with two or more word classes. For example,
the French word “bouche” which can be derived both
from the verb “boucher” and the noun “bouche”, which
can be represented as follows:

<struct type=”W-level”>
<seg target=”#w1”/>
<alt>

<feat type=”lemma”>boucher</feat>
<feat type=”pos”>VERB</feat>
<feat type=”tense”>present</feat>
<feat type=”confidence”>0.4</feat>

</alt>
<alt>

<feat type=”lemma”>bouche</feat>
<feat type=”pos”>NOUN</feat>
<feat type=”confidence”>0.6</feat>

</alt>
</struct>

5.1.2. Relating annotation levels
We assume the use of stand-off annotation; that is, an

annotated corpus is represented as a lattice of stand-off
annotation documents pointing to a primary source or
intermediate annotation levels.  However, depending on
the point of view, the relations between various annotation
levels can be more or less explicit. It is possible to identify
three major ways to relate different levels of annotation:
temporal anchoring, event-based anchoring, and object-
based anchoring.

Temporal anchoring associates positional information
to each structural level. This positional information is
typically represented as a pair of numbers expressing the
starting point and ending point of the segment being
described. To do so in our framework, we introduce two
attributes for the <seg> element:
• /startPosition/: the temporal or offset position of the

beginning of the current structural node;
•  /endPosition/: the temporal or offset position of the

end of the current structural node.
For example, the following associates a phonetic

transcription with a given portion of a primary text:

 <struct type=”phonetic”>
<seg startsAt=”2300”
      endsAt=”3200”/>
<feat type=”phone”>iy</feat>

 </struct>

We also define an event-based anchoring, which
effectively introduces a structural node to represent a
location in the text, to which all annotations for the object



at that location can refer. This strategy is useful in two
cases:

• Situations where it is not possible or desirable to
modify the primary data by inserting markup to
identify specific objects or points in the data (e.g.,
speech annotation, associated with a speech signal, or
in general any “read-only” data).

• Primary data marked with “milestones”, such as time
stamps in speech data, where spans across the various
milestones must be identified. In this case, the
<struct>  elements represent the markup for
segmentation (e.g., segmentation into words,
sentences, etc.).2

To represent this, we introduce a specific type of
structural node, named landmark, which is referred to by
annotations for the defined span, as follows:

<struct type=”landmark”>
<seg startsAt=”2300”
      endsAt=”3200”/>

 </struct>

The third mechanism, object-based anchoring, enables
pointing from a given level to one or several structural
nodes at another level. This mechanism is particularly
useful to make dependencies between two or more
annotation levels explicit. For example, syntactic
annotation can refer directly to the relevant nodes in a
morpho-syntactically annotated corpus, in order, for
example, to identify the correct NP “le chat” in “la queue
du chat”, as shown below:

<!-- Morphosyntactic level -->
<struct type=”W-level”>
   <seg target=”#w3”>
   <struct type=”W-level”>
     <seg target=”#w3.1”>
     <feat type=”lemma”>de</feat>

  <feat type=”pos”>PREP</feat>
  </struct>

     <struct type=”W-level”>
<seg target=”#w3.2”>

       <feat type=”lemma”>le</feat>
    <feat type=”pos”>DET</feat>
    <feat type=”gender”>masc</feat>
  </struct>
</struct>

   <struct type=”W-level”>
<seg target=”#w4”>
<feat type=”lemma>chat</feat>
<feat type=”pos”>NOUN</feat>

</struct>
</struct>
<!-- Syntactic level (simplified) -->
<struct>
   <feat type=”synCat”>NP</feat>
   <seg targets=”w3.2 w4”/>
</struct>

                                                        
2 The annotation graph (AG) formalism (Bird and Liberman,

2001) was explicitly designed to deal with time-stamped data.
However, we feel the AG is  not sufficiently general because (1)
AG reifies the “arc” and distinguishes it from identification of
spans via, e.g., XML tags;  and (2) AG requires ad hoc
mechanisms to deal with hierarchically organized annotations. In
both cases,  AG requires different mechanisms to treat analogous
constructs.

5.2. Summary
The framework presented here for linguistic annotation

is intended to allow for variation in annotation schemes
while at the same time enabling comparison and
evaluation, merging of different annotations, and
development of common tools for creating and using
annotated data. We have developed an abstract model for
annotations that is capable of representing the necessary
information while providing a common encoding format
that can be used as a pivot for combining and comparing
annotations, as well as an underlying format that can be
manipulated and accessed with common tools. The details
presented here provide a look “under the hood”  in order
to show the flexibility and representational power of the
abstract scheme. However, the intention is that annotators
and users of annotation schemes can continue to use their
own or other formats with which they are comfortable; as
long as the underlying data model is the same, translation
into and out of this or any other instantiation of the
abstract format will be automatic.

Our framework for linguistic annotation is built around
some relatively straightforward ideas: separation of
information conveyed by means of structure and
information conveyed directly by specification of content
categories; development of an abstract format that puts a
layer of abstraction between site-specific annotation
schemes and standard specifications; and creation of a
Data Category Registry to provide a reference set of
annotation categories. The emergence of XML and related
standards, such as RDF, provides the enabling technology.
We are, therefore, at a point where the creation and use of
annotated data and concerns about the way it is
represented can be treated separately—that is, researchers
can focus on the question of what to encode, independent
of the question of how to encode it. The end result should
be greater coherence, consistency, and ease of use and
access for linguistically annotated data.

6. Conclusion
ISO TC37/SC4 is just beginning its work, and will use

the general framework discussed in the preceding sections
as its starting point. However, the work of the committee
will not be successful unless it is accepted by the language
processing community. To ensure widespread acceptance,
it is critical to involve as many representatives of the
community in the development of the standards as
possible, in order to ensure that all needs are addressed.
This paper serves as a call for participation to the
language processing community; those interested should
contact the TC 37/SC 4 chairman (Laurent Romary:
romary@loria.fr).
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