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The Workshop Programme

14:30-14:45 Opening Address, Introduction and Summarization
————— Christian Galinski, Key-Sun Choi
14:45-15:00 General View of TC37/SC4
----- Laurent Romary
15:00-15:20 General Methodology for TC37/SC4
————— Nancy lde
15:20-15:40 Terminology of Language Resources
————— Klaus-Dirk Schmitz
OpenNetTerminologyManager - a Web and Standards based OpenSource
15:40-15:55 Terminology Management Tool
————— Klemens Waldhor
An XML Markup Language Framework for Lexical Databases Environments:
15:55-16:05 the Dictionary Markup Language
————— Mathieu Mangeot-Lerebours, Frédéric Andres
16:05-16:10 Towards a generic architecture for Lexicon Management
————— Cristina Vertan, Walther Von Hahn
16:10-16:25 Management of Language Resources with Metadata

----- Peter Wittenburg, Daan
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16:25-16:45

Discussion
16:45-17:00
Coffee Break
17:00-17:15 Towards Multimodal Content Representation
----- Harry Bunt, Laurent Romary
17:15-17:30 Where will the Standards for Intelligent Computer-Assisted Language

Learning Come From?

----- Lars Borin

17:30-17:50 Standards for the Localization Industry

----- Alan Melby

17:50-18:05 Personal Names in Unrestricted Chinese Texts: Nature and Identification

————— Benjamin K. TSOU, Lawrence Y.L.Cheung

18:05-18:10 Changes in the Etymological Type of New Terminology in Japanese
- The Decrease of Sino-Japanese and Increase of Alphabetical Terms-

----- Takehiro Shioda

18:10-18:15 A Corpus-based Approach to Term Bank Construction

----- Bai Xiaojing, Hu Junfeng, Chen Yuzhong, Yu Shiwen

18:15-18:35
Discussion
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* Provisiona Chair: Laurent Romary
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What about gestures?
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— Meta-data
— Multilingual lexica

OLIF
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TC37/SC4 Work Items

» WI-1: Linguistic annotation framework

» WI-2: Linguistic resource documentation

» WI-3: Structural content representation scheme
* WI-4: Multimodal content representation sheme
» WI-5: Discourse level representation scheme

» WI-6: Multilingual text representation scheme

WI-1

 Linguistic annotation framework
— Basic mechanisms and data structures for linguistic annotation and
representation [data architecture]

« Structural nodes and information units
« Data category specification
« Methods and principles for the design of an annotation scheme
¢ Linking mechanisms
» Feature Structures

— Possible sources:
¢ TMF, is012620-revised, Mate (genera methodol ogy)
« TEI (Linking mechanisms, feature structures)




WI-2

e Multimodal and multilingual information
documentation

— Description of a meta-data representation scheme to
document linguistic information structures
» Genera content description

 Local content description
— Possible sources:

* Mile, OLAC
 Data category specifications...

WI-3

e Structural content representation scheme
— Definition of two annotation/representation schemes for morpho-syntax
and syntax, to be used for annotation and interchange puposes
« Meta-model for morpho-syntactic annotation

* Meta-model for syntactic annotation (lexicalized grammar, elementary trees,
dependancy structures)

« Data category registry for morpho-syntactic annotation
« Data category registry for syntactic annotation
— Possible sources:
« Eagles
« TAGML
« Working group with representatives from existing TreeBanks initiatives




WI-4

» Multimodal content representation sheme
— Representation scheme for the integration of the semantic content
of multimodal information (spoken, graphical and gestural)
« Meta-modal for contant representation (Events, participants)
» Data category registry for multimodal content
— Possible sources:
* SIGSEM working group on semantic content

WI-5

» Discourse level representation scheme
* Meta-model for discourse and dialogue representation
* Meta-model for discourse level annotation (e.g. reference annotation)
— Possible sources:
* Mate




WI-6

» Multilingual text representation scheme
— Framework for representing bi- or multi-lingual textual
information

¢ Trandation Memory
e Alignment — Parallel Corpora

— Possible sources:
e TMX for trandation memories
¢ TEI based linking mechanism (or see WI-1) for Parallel texts

L REC Thematic session

» Special session on linguistic resource
representation (chair K-S Choi)
— Submitted papers - in concertation with LREC
program committee

— 30-45 minutes open discussion on main
priorities for linguistic resource standardization




LREC Workshop

» Standardizing Linguistic Resources - Past
activities & new prospects
— Submitted papers

— Round table + discussion on the definition of
the work item, possible sources, etc.

Contacts

DE: Alexander Geyken (Annotation
schemes), Gunter Neumann

SP: NuriaBel (POS/Syntax)
NL: Harry Bunt (Semantics, SIGSEM)
JP: Hashida Koichi
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Terminology and
Data Categories of
Language Resources

Klaus-Dirk Schmitz

University of Applied Sciences, Cologne, Germany
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Terminology Standards

Two meanings of "Terminology Standard"

e "Vocabularies" are terminology standards that
contain subject-field-specific concepts and terms
produced by terminology sub-committees on
national, regional and international level

e Terminology-principles-and-methods standards
produced by specific committees on national and
international level (ISO/TC37, DIN-NAT, ...)

04/2002 Klaus-Dirk Schmitz 2
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TC 37
Terminology and other language resources

Example 1:

Vocabularies

04/2002 Klaus-Dirk Schmitz 3

TC 37

Terminology and other language resources

e ISO 1087-1: Terminology - Vocabulary - Part 1

e ISO 1087-2: Terminology work - Vocabulary -
Part 2: Computer applications

04/2002 Klaus-Dirk Schmitz 4
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Terminology Standards
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ISO/FDIS 1087-1: 2000(E)

Contents

Foreword iv
Intreduction v
1 Scope 1
2 Normative references 1
3 Vocabulary. 2
3.1 Language and reality. 2
3.2 Concepts 2
3.3. Definitions 5
3.4 Designations 5
3.5 Terminology 8
3.6 Aspects of terminology work 9
3.7 Terminological products 10
3.8 Terminological data 1
Annex A [informative) Concept diagrams 13
Annex B (informative) Alphabetical index 15

04/2002 Klaus-Dirk Schmitz 5

3 Vocabulary

3.1 Language and reality

3141
object
anything perceivable or conceivable

NOTE Ohjects may be material (.g. an engine, a sheet of paper, a diamond), immaterial (2.9. conversion ratio, a project
plan) or imagined (e.g. a unicom)

312

subject field

domain

field of special knowladge

NOTE The barderlines of a subject field are defined from a purpose-related point of view

313
special language
language for special purposes

LSP
language used in a subject field (3.1.2) and characterized by the use of specific linguistic means of expression

NOTE The specific linguistic means of expression atways include subject-specific terminology (3.5.1) and phraseoiogy
anid also may cover stylistic or syntactic features.

3.2 Concepts

3.21
concept
unit of knowledqge created by a unique combination of characteristics (3.2 4)

NOTE Concepts are not necessarily bound to particular languages. They are, however, influenced by the social or
cultural background often leading to differsnt categorizations.
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Terminology Standards
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A.2 Language and reality
ohject designation
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conceivale cotwept by 4 dgn which
characteristic concept definition
abstraction of a unit of knowledge regresertantion of a
e +«—
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comept which concept which
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\ common properties
sup erordinate concept subordinate concept

concept which is either a
et consept ot &
comprehensive concept
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specific sonsept of

pattitive concept
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Concept Orientation

“machine translation”

04/2002

Klaus-Dirk Schmitz 8
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Concept Orientation

“machine translation” object

04/2002 Klaus-Dirk Schmitz 9

Concept Orientation

term object

04/2002 Klaus-Dirk Schmitz 10

Terminology Standards
© 5/2002 - Las Palmas
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Concept Orientation

concept

term object

04/2002 Klaus-Dirk Schmitz 11

Concept Orientation

object Any part of the perceivable or conceivable world
Objects may be material (e.g. engine) or immaterial (e.g.
magnetism)

concept  unit of thought made up of characteristics
that are derived by categorizing objects having

a number of identical properties
Concepts are not bound to particular languages. They
are, however, influenced by social or cultural background

term Designation of a defined concept in a special
language by a linguistic expression
A term may consist of one or more words

04/2002 Klaus-Dirk Schmitz 12
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Concept Orientation

e All terminological information pertaining to

one concept including all terms (designing this
concept) in all languages and all descriptive and
administrative data must be handled as one
terminological unit.

04/2002 Klaus-Dirk Schmitz 13

Terminological Entry

Graphic adopted from
Sue Ellen Wright

Term < — Term
' N
Term Term
Term Term

04/2002 Klaus-Dirk Schmitz 14
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Terminological Entry

only one (preferred) term !

In standardized terminology:

Graphic adopted from
Sue Ellen Wright

Term <« — Torq
' ~a
(Term) Tor
a
(Term) Terq
TC37 /SC4

It is important to develop a standard for the
terminology used in SC 4, i.e. the
terminology of language resources and
language processing !

Preferably as the first work item in SC 4

Data analysis material: LSP texts; websites
Data analysis method: term extraction / term mining

04/2002 Klaus-Dirk Schmitz 16
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Concepts in the Lexicon: Introduction

John F. Sowa

The lexicon is the bridge between a language and the knowledge expressed in that language. Every langnage has a different vocabulary, but every language provides
the grammatical mechanisms for combining its stock of words to express an open-ended range of concepts. Different languages, however, differ in the grammar, the
words, and the concepts they express. The differences arise from three kinds of variation:

* Accidental The most obvious differences result from arbitrary choices of sounds, such as hard m Enghsh and mane i Italian, Other vanations depend on
arbitrary choices of where to draw boundaries. In Enghsh, awnd refers to the part of the body fom the fingertips to the wrist. But m Russian, the
corresponding word ruka extends all the way to the elbow.

Systematic. The grammar of a language determines how the conceptual structures are linearized as strings of words in a sentence. English and Chinese, for |
example, put the subject first, the verb m the mddle, and the object at the end for an 3WO word order. Insh and Biblical Hebrew are V3O languages that put

the verb first. Latin and Japanese are 30V languages that put the verb at the end. The grammar also determines how the units of meaning, called morphemes,

are combined to form words. Chinese is an extreme example of an gualytic language n which almost all the morphemes can be used as stand-alone words.
German is an agglutinaiive language, which forms compound words like ' (life insurance e

employee). Old English was an agghtinative language like German, but as it evolved into modern English, it became almost as analytic as Chinese

Culiural. The concepts expressed by a language are determined by the environment, activities, and culture of the people who speak the language. Since
French, Chinese, and Indian cusines are based on very different ingredients, methods of preparation, and cooking utensils, the people who cook and eat each
kind of food use words for it that have no counterparts in the other cultures. The specialized concepts, however, can be transterred with the culture whenever
a cook opens a new restaurant in a foreign land. Culhiral and conceptual shifts occur across time as well as space. A book on science or business, for
example, is easier to translate from modern Enplish to modern Japanese than from modern English to the language of Shakcespeare

Grammars and words belong to the province of inguistics, but the concepts they express belong to the extra-lnguistic knowledge about the world. For each
language, the lexicon must prowide the links that enable a language processor to carry messages fom one province to the other.

Besides accommodating the idiosyneracies of each language, the lexicon must support all the possible uses of language. Each use has a different purpose, which =
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TC37 /SC4

e It is important to use a web-based tool for
managing terminology

e This tool must follow the basic principles of
terminology management and the specific needs
of ISO technical (sub-)committees standardizing
the terminology of a specific domain

e In order to speed up the work between and in
meetings

04/2002 Klaus-Dirk Schmitz 20
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TC 37
Terminology and other language resources

Example 2:

Principles and Methods

04/2002 Klaus-Dirk Schmitz 21

TC 37

Terminology and other language resources

e ISO 12620: Computer Applications in Terminology
- Data categories

04/2002 Klaus-Dirk Schmitz 22
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ISO 12620 (Data Categories)

e Inventory of more than 200 data categories used

in terminological data collections:
e Al term
e A.2 term-related information
e A.3 equivalence
e A4 subject field
e A.5 concept-related description
e A.6 concept relation
e A.7 conceptual structures
¢ A8 note
¢ A.9 documentary language
e A.10 administrative information
¢ Annex B (informative): Bibliographical data categories

04/2002 Klaus-Dirk Schmitz 23

ISO 12620 (Data Categories)

A.2.2.1 part of speech
NONADMITTED TERM1: grammatical category
NONADMITTED TERM2: word class

DESCRIPTION: A category assigned to a word based on its grammatical and
semantic properties.

PERMISSIBLE INSTANCES: Examples of parts of speech commonly
documented in terminology databases can include:

a)noun
b)verb
¢) adjective
¢ On the basis of a study and analysis of a great
variety of practical applications; can be amended

04/2002 Klaus-Dirk Schmitz 24

Terminology Standards
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ISO 12620 new

Metadata Registry

contains terms that describe database fields
for describing and comparing databases
for human use

"concept-oriented" but referring to objects
(fields) that are IT representations of (real)
objects/concepts

ISO JTC1/TC32 provides a standard for metadata
registries

04/2002 Klaus-Dirk Schmitz 25

ISO 12620 new

Converting ISO 12620:1999 data category
description into metadata registry format

Using the DCS-Editor, developed within the
framework of the SALT Project, for the description
of the data categories

Create the list of datCats and the description of
datCats directly by the DCS-Editor as a normative
annex of the new ISO 12620

The body defines the (metadata) description format

04/2002 Klaus-Dirk Schmitz 26
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ISO 12620 new

180 12620

Expanded ISO 12620 Name DataType Reshaet
A 0207 ararnmar [ |oT
A0202.01 part of speech plaintext s, TC DT
14020202 grammatical gender picklist 2 15, TC DT
ADZ20203 arammatical number icklist 3 T, TC CT
A.02.02.04 animacy picklist 4 TS, TC CT
A02.02.05 noun class DT
A.02.02.06 adjective class DT
A 020207 T grammatical walency plainText TS T
A020Z2.08T inflection TS, TC DT
04/2002 Klaus-Dirk Schmitz 29

part of speech

Identifying and Definitional Attributes

Data Element ID:150126204020201 Version No @ 1
Data Element Name:part of speech
Type :Data Element
Status :Current 12-DEC-1592
Admitted Name:
Non-admitted Name 1:grammdical category

Hon-admitted Name 2:word class

properties.
Source-related Comment:
Concept-related Comment:
Example:

Dictionary ID 4221

Definition:A category assigned to a word based on its grammatical and semantic

15
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Retationat und Representational Attributes
Datatype :Plain Text {or user-defined picklist)
Representational Form ;77
Representation Layout ;77
Minimum Size :
Mazimum Size :

Guide for Use :In a given database, it is wise to configure this category as a user-defined picklist in
order to avoid the proliferation of alternate forms, etc. For a global interchange
format, however, it is important to specify this item as plainText because it is
impossible to predict all the possible options that might occur in all possible

language combinations

Validation Rules :

Data Domain Details|

Examples of parts of speech commaonly documented in terminology databases can include:

Permissible value D in Meaning Definition Text Example

naun Acword that refers to a person, place, thing,  'Doctor', tree’, ‘party’, ‘coal’ and ‘beauty’ are
event, substance ar quality. all nouns.

verbh A word or phrase that describes an action, The words 'run’, 'keep' and feel” are all verbs.

condition or experience.

adjective Acword that describes a noun or pronoun. ‘Big', boring', 'purple’, "quick’, ‘obvious"and
‘silvery' are all adjectives.

etc

TC37 /SC4

It is important to develop a standard for data
categories used in typical "SC 4 applications"

May-be with different parts for different types of
language resources (NLP lexica, texts, speech etc.)

Data analysis material: language data collections
Data analysis method/tool: (mod.) SALT's DCS-Editor

04/2002 Klaus-Dirk Schmitz 32
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Terminology Standards

Thank you for your attention!

e MARTIF, ISO 12620 Data Categories, MSC, Meta-
Model, TBX: www.ttt.org

e SALT Project: www.loria.fr/projets/SALT

klaus.schmitz@fh-koeln.de

04/2002
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Tidbit: Internet Users by Native Language - 2005
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Japanese |
German | :|
]

French |
Spanish |
ltalian ||

30 Others : |

Source: IDC Internet Commerce Market Model, V7.1 (c/o Rose Lockwood)
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Overview of Presentation

. Definition of localization as part of GIL
Brief history of LISA and OSCAR
Layers of Localization standards

. XLIFF for text and source code

TMX for trandation memory exchange
TBX and OLIF for terminology

. Unresolved issue: segmentation
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Melby

[A] GIL

lobalization (G11N)
nternationalization (118N)

ocalization (L10N)

Las Palmas Language Resources -
Melby




[A.1] Globalization

e Globalization (G11N)

— Globalization is the business process of taking products
and servicesinto various new markets around the globe

— A localeisthe geographic region and language of a
particular market

nternationalization (118N)

ocalization (L 10N)
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[A.2] Internationalization

lobalization (G11N)

* | nternationalization (118N)

— Internationalization is the engineering process
of generalizing a product or service so that it
can handle multiple languages and cultural
conventions

ocalization (L10N)

Las Palmas L anguage Resources - 6
Melby




[A.3] Localization

lobalization (G11N)
nternationalization (118N)

* | ocalization (L1ON)

— Localization is the cross-cultural communication
process of preparing locale-specific versions of a
product or service and consists of translation of textual
material and adaptation of non-textual material.

Las Palmas Language Resources - 7
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[B] Brief History of LISA and
OSCAR

o LISA (Localization Industry Standards
Association) — see
http://www:.lisa.org/info/about.html

* OSCAR (Open Standards for
Container/content Allowing Re-use)

« OSCAR isaLISA specid interest group for
|anguage resource data standards
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L ocalization-related
Technologies

Text Representation (Unicode and XML)
Tranglation/Localization Container (TLC)

Trandation Tools (specialized)
— Segmentation, alignment, encapsulation
— Termbase setup or enrichment
— Translation memory and machine translation
— Terminology lookup
— Missing segment and markup check
— Term check (consistency, false friends, and variants)

Las Palmas Language Resources - 9
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[C] Layers of Localization
Standards

Unicode

XML (including language/locale ids)
XLIFF

e TMX

TBX and OLIF
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[D] XLIFF

» XLIFFisaformat to store extracted text and
carry the data from one step to another in the
localization process

e see http://www.opentag.com/xliff.htm for
more information
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[E] TMX

* The purpose of TMX isto allow easier
exchange of trandlation memory data
between tools and/or translation vendors
with little or no loss of critical data during
the process.

e See http://www.lisa.orag/tmx/ for more
Information
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[F] TBX and OLIF

 TBX and OLIF alow the representation and
exchange of terminological data, with a
focus on human-oriented and NL P-oriented
data, respectively

» See http://www.lisa.org/tbx/ for more on
TBX

e See http://www.olif.net/ for more on OLIF
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[G] Unresolved Issue

» Segmentation of words, sentences, and
other linguistic units has not yet been
standardized for the localization industry

» This means that word counts are not
standard

» This also means that tranglation memory
lookup may not detect some matches

Las Palmas Language Resources - 14
Melby




OpenNetTerminologyManager- a Web and Standards based OpenSource
Terminology Management Tool

Klemens Waldhor*

* Friedrichstr. 17, 90574 Roftal, Germany, dr.klemens.waldhoer@waldhor.com

Abstract
OpenNetTerminologyManager is a privately started Open Source project which aims at developing a freely available pure web based
concept terminology management system. It runs with any browser supporting JavaScript. The server side requires MySQL, Apache
Web Server and Perl. The system is currently available through sourceforge.net at http://openwebterm.sourceforge.net.
OpenNetTerminologyManager supports different terminological models. A version which is based on MARTIF has been

implemented.

1. Introduction

Through the years the world has seen the attempt to
establish several different terminology standards starting
from MARTIF, Geneter to TBX, XLT (SALT), TMF (ISO
16642) and so on. The author himself was part of one of
the older efforts which started 1990 where within the
MULTILEX project a first try was made to create a
standard exchange description for areas like mono- and
multilingual dictionaries, machine translation etc. The
basic idea there was to use SGML as the description
language. This was followed up in projects like EAGLES,
Otelo (OLIF) etc. In parallel other attempts have been
made like Geneter. Sometimes one is really puzzled how
creative the terminology community is in inventing new
ideas and standards. Often it is really hard to follow what
is going on. This is the one side of the coin. On the other
side the industry uses "quasi standards" like the export
format used in MultiTerm™ from Trados™. Several
products of competitors like TermStar™, UniTerm™ and
others provide import and export features from and into
the MultiTerm™ format, simply because MultiTerm™ is
the market leader in this area. Otherwise getting into this
application field for new systems is nearly impossible as
most customers either use MultiTerm™ or at least provide
their data in this format.

Interestingly enough Open Source terminology
software was never really part of the terminology game, in
contrast to other areas like web servers where open source
software like Apache is the dominating software (60 % of
the world web server market). If one searches for “open
source terminology management” in Yahoo and inspects
the returned results in detail there are only two other
relevant matches, the ForeignDesk and OpenGALEN
match. In the last half year Lionbridge has made its
software ForeignDesk available through open source.
Another notable effort is RosettaWerks which deals
implementing a set of tools for the localisation process.

But what is really missing is a terminology tool which
is available on several operating systems (not just
Windows™) and can be used through the web and itself is
built on free available software. This is not the place to
discuss the advantages of the open source model. A lot of
discussion is going on this area, but I just want to add that

one clearly has to distinguish the open source model from
models which are offered by software suppliers where one
can get the executables for free, but has no access to the
source code. Several providers of terminology software
supply down-graded or full versions of their tools —
mainly viewers - e.g. UniLex™ from Acolada GmbH, but
this does not bring any advantage to the user as he still
relies on the provider to fix bugs etc. In addition it is hard
to check if there are any hidden traps in the software. As
professional terminology management contains company
or customer information security aspects and the ability to
check this will be an important aspect of choosing a
system in the future. Based on this observations — and
being also a fan of the open source community - I started
developing a terminology management software which
should fill this gap.

2. OpenNetTerminologyManager
Terminology Model

The basic idea of the system architecture is the
capability to support different terminology models. The
user should have the option either to create his own model
or to adapt an existing model by sub-classing it or adding
his own fields. It should also be possible to keep track
with on-going changes in the standardisation community.
This has been realised in the system in the following way:
attributes (elements) of the terminology model are not
directly mapped to database tables, but this information is
kept in a specific column where the structure can be freely
defined. The actual mapping of these content of this
column to attributes is defined in model files. Each
database represents one model. The advantage of this
approach is a) that it keeps the number of databases tables
to a minimum, b) as a result the system is quite fast in
searching and reading entries and c) adaptations of
attributes can be made easily.

The basic OpenNetTerminologyManager approach is
concept oriented as it used in most modern terminology
systems. In this approach a concept corresponds to one
meaning of a word. The language specific parts of a
concept are called "language terms" or simply "terms".
Each concept is tagged with an unique identifier, while
each term related to the concept uses the concept identifier
plus a language identifier and an internal term counter as
identifier.



Example: The German term "Birne" (three meanings:
Gliihbirne, Frucht, Kopf = bulb, pear, nut) will be
represented by creating three concepts (Figure 2):

a) one with the meaning of "Frucht = fruit" and

b) one with the meaning of "Gliihbirne = bulb" and

¢) one with the meaning of "Kopf = head".

The kernel of OpenNetTerminologyManager consists
of several tables:

a) A MONOTERM table which holds all relevant
information for a term including term attributes

b) A MULTITERM table which links entries in the
MONOTERM table to a concept and also also stores
concept related attributes.

c¢) A DETAILS table which contains links from
attributes to terms and concepts. This table is only used to
optimise the speed when searching with attributes.

d) A LINK table which establishes links between
either concepts or term (e.g. in order to express a relations
like “synonym”).

Different terminology models are now mapped to the
kernel model in a model file. This model file defines:

The names (e.g. “Gender”) to be used for the
attributes of the terminology model into an internal
name. This association differentiates between concept
related and term related attributes.

The values and forms to be associated with a such
names. As an example associate the attribute “Gender”
with three possible values (“male”, “female”, “neuter”)
and display them in the browser as a select box.

Table 1 shows a simple section for the MARTIF
model. Models can further be differentiated into two
classes: “full models" and “sub-models”. A sub-model is
defined as a subset of attributes of a full model. This is
mainly necessary if for a given model (e.g. MARTIF) only
specific attributes should be shown or if specific
restrictions may apply for attribute values. The system

contains some additional fixed attributes like the owner of
the concept, read and write accesses etc.

3. OpenNetTerminologyManager Features

The following functions are currently supported:

o Constraints between attributes can be realised with
JavaScript

e New models and sub-models can be created by the
user (see Figure 1).

Attributes can be defined by the user.
Different types for attributes like option fields, text
fields, select etc. are supported.

e Multiple databases; multi-user read/write support
(locking at concept level). Different right
combinations can be used. Databases are either private
(with user and password protection) or public.

e Partial Unicode support. Unicode characters above
Ascii 255 are stored as SGML entities in the database.
This will be removed once MySQL supports directly
UTF8 or a similar Unicode encoding scheme.
Languages like Arabic, Chinese, Japanese etc. can be
used through this approach. Once a Unicode
implementation of MySQL is available this
representation will be changed to an internal Unicode
character set.

Terminalogy Model

GEMETER
SIMPLE

Figure 1: Models

Currently one terminology model based on MARTIF
has been (partially) implemented. It normalises the XML
definitions into the relational (table based) approach
defined above. Others like Geneter are under way.

opwdetail40=Grammatical Gender
opwdetail4l=Term Type
opwdetaild4=Grammatical Number CHTmEzl | ra— 'I
Gender
- na
<tr> J Walenoy W
<td> masculine
<fieldset> Animacy neuter
<legend>Grammar</legend> other
<table>
<tr>
@tdopwdetaild43=Part Of Speech?l0<select!noun|verbladjective|other
@tdopwdetail40=Grammatical Gender?10<select!na|feminine|masculine|neuter|other
</tr>
<tr>
@Qtdopwdetail4l=Term Type?l0<select!...|variant
@tdopwdetaild6=Valency?10<input
</tr>
<tr>
@tdopwdetail44=Grammatical Number?l0O<select!na|dual|mass]|other|plural|singular
@tdopwdetaild45=Animacy?1l0<select!animate|inanimate|other
</tr>
</table>
</fieldset>
</td>
</tr>

Table 1: OpenNetTerminology Manager GUI description
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Quick Search |
Search Concept |
Add Concept I
Create Database I
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Import a Term. File |
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Management |

OpenNetTerminologyManager

[1/17 Birne
Abstract Concept Mame: Glihbime

Concept Search Results

Concept Refated Attributes: Subyect Field: Leuchtkorper

Term Related Attributes: Creation Author: klemens CGreation Date: 2002-04-03 074723 Change Author klemens Change
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Date: 2002-04-09 07 47:23

[EMNest] bulb

Term Related Attributes: Creation Author: kle
Date: 2002-04-09 07 47:23

[2/2] Birne

Abstract Concept Name: Bime

Concept Related Attrbutes: Subject Field: F
Term Related Attributes: Creation Author: kle
Date: 2002-04-09 07:42:33

[ENiftest] pear

Term Related Attributes: Creation Author: kle
Date; 2002-04-09 07:42:33

(3/3) Birne

Abstract Concept Name: Kopf

Concept Refated Attributes: Subject Fiald: K
Term Related Attributes: Creation Author: kle
Date; 2002-04-09 07:50:07

[EMNest] nut

Term Related Attributes: Creation Author: kle
Date; 2002-04-09 07:50:07

Term Datahase MNumber of matche
All terms All Databazes 3
Birne test 3

-]

Start search at 2002-04-09 075211

3 Details about Birne - Microsoft I

>

Termid

Term

Language
Creation Authar
Creation Date
Change Author
Change Date
Fart Of Speech

Term "Birne™

4

Birne

DE

klemens
20020409 07:49:33
klemens
20020409 07:49:33
noun

F

:Ei Fertig I_I_I_ (5 Lokales Inkranet

Kl

@ Homepage of the author of OpenietT

errminalogyManager

’_ l_ ’_ (B Lokales Intranet

Figure 2: OpenNetTerminology Manager User Interface

Openlet
TerminologyMana

Login |
Quick Search |

Search Concept

ger

displayed etc.

Add Concept |

Create Databaze

the database.

Delete Databasze

Login allows the user to define default values like his preferred databases,
languages, attributes to be displayed for a model, how search results should be

Quick Search offers a simplified search mode which simply looks up the
database for a specified term independently of the language.
Search Concept supports more detailed search options like languages to be
| searched and displayed etc. Through this item the user also can edit concepts in

Add Concept adds new concepts to the database.

The user can create new databases using Create Database where he also
| specifies the model and access rights for the database.

| Databases can be deleted using Delete Database.

Impart 3 Term. File

| Import Term File allows existing terminology files to be imported in

Export Dratabaze

Management |

various formats supporting double detection during import,
| while Export Database exports databases into various formats.

Management is mainly intended to give an overview of current system
settings and databases. It also supports recreating the database structure.

Figure 3: OpenNetTerminologyManager Commands




4. The Basic User Interface of
OpenNetTerminologyManager

Figure 2 shows the basic web based user interface. It
consists of a main window where the results of queries
etc. are shown and a navigation window (left). Optionally
additional concept or term related information can be
displayed in a separate browser window. Figure 3
describes the basic functions of the navigation window.

Concepts can be edited by first searching them with
the Search Concept function and using the “Edit Mode”
(not choosing “Dictionary View” option). See figure 4.
Results are then displayed in a tabular like format (figure
5). Clicking on “Edit” will then display the full entry
(figure 6) in an editable format. Results can also be
displayed in a “Dictionary View” mode (figure 7). In this
mode concepts found with the same name for a given
language may optionally be collapsed into one output
entry. This displays the entry in a similar way as they are

show in printed dictionaries. Depending on the user search
result display settings attributes will be displayed either
directly in the main window as part of the entry or the
term name is realized as a hyperlink and when clicking on
it is displayed later in a separate browser window (figure
2). In addition the user can configure for each database
which attributes should be shown. The query itself
supports various search options like full text search,
regular expressions, the LIKE operator etc.

5. Software requirements

OpenNetTerminologyManager requires the following
software components: Perl > 5.0 (with some additional
modules installed), Apache Web server or a compatible
server, MySQL and a JavaScript enabled Web Browser.
Tests have been done with Internet Explorer 5.0, 6.0®,
Netscape® and Opera® . The system has been tested both
on Windows (NT® and 2000®) and LINUX.

Search Result Display
Search Concepts in Concept Databases || W Sort Results
# Concepts to search Source Language I Dictionary “iew
1 IBirne DE German Germany W Cnllapse concepts
I Display details in separate windows
2 I DE Gerran Germnany . o ,,
™ Restrict search to user "klemens
Figure 4: Searching concepts
- D/ Source Translation
No C Language Language |Database Operation
oncept DE Term
141 ‘3180?1404|Bime |n_ut ‘EN |meine | Editl Delete | Copy Concept |
- 284021368 [ _ .
212 Glihbime Eirne bulb = meine Edltl Delete | Copy Concept |
@‘31223?593 |E=ime |m ‘EN |meine (Edit| Delete | Copy Concept |

Figure 5: Searching result display

Ahbstract Concept Name: IGIﬂhhirne Database meine

# Concept to edit Language

Term Relaty

1 IBime IDE German Germany j —lSEIVE Details rAdministration Information
2 |bulb | EN English UK ~|  Save Details | Creation Awthor | | crd
3] [EM English UK =] SaveDetails | | change autnor | o
Concept Related Details ~Term Type
Synomym I ]

Concept Related Description

ILeuchﬂc(:ilper

. . Classification
Subject Field

el ® System
Classification

Mumber

—

International
Scientific Term

e
| 3

| ———

Full Farm

Figure 6: Editing concepts



(1/1)Planet [DE] [EN meine] terrestrial planet ;giant planet

:Planet

4
57 Planeten [DE] [EN/meine] Planets

2/ )Planet (innererfauberer) [DE] [ENmeins] planet (inner or inferior/superior or outer)

JPlanet
)
(3/5)Planetarischer Hebel [DE] [ENmeine] planetary nebula
fB1Planetarium [DE] [ENmeine] planetariurm
JPlaneten

Figure 7: Dictionary View display with no attributes displayed searching for “Planet%”

(30/31)Unearned finance income [EN|

Concept Related Attnbutes: Liassification System: 1AS Classfication Number: 17 39.b
Term Related Attributes: Cragtion Author: Pwl Creation Date: 2002-03-29 21:18:46
[FRTransAccount] produits financiers non acouis

Tern Related Attributes: Greation Swthor PwC Creation Date: 2002-03-29 21:19:45
Initial Matches Back 10 Matches Mext 10 Matches

Figure 8: Result of a TransAccount terminology database full text query (searching for the term “finance”) with attributes
displayed.

6. Application Scenario

The TransAccount project (MLIS 5016) deals with the
need for a multilingual translation system allowing the
translation and interpretation between the annual accounts
of a member state of the European Union (France) and
IAS (International Accounting Standards) statements.
Within this project the XBRL (eXtensible Business
Reporting Language) IASCF taxonomy has been
translated from English to French by one of the partners.
The resulting 2000 concepts have been imported into a
TransAccount terminology database. In addition about
2000 other general financial terms have been converted
from a Geneter based format which have been produced
by another partner at the start of the project. An example
of the results of a query is shown in figure 7.

7. Next Steps

An important feature which is currently under
development is an advanced link concept. This link
concept will not only support links in the way as TBX
defines them but will allow to create complex typed links
between concepts and terms and databases. This will
allow the user to search the databases not only as a simple
term-lookup tool but to browse through it in a kind of
semantic net and to find related concepts.

A concept is also developed which supports "similarity
queries". It is intended to introduce a “stemming based
index” by applying the Porter stemming algorithm to
terms for some languages automatically (Porter, 1980).
Other developments concern additional import / export
formats and simplified form handling for attributes.

As there are several opens source project on mapping
xml to relation databases on the way (e.g. XML-DBMS) I
am currently also looking into replacing the internal
structure of the database by a full xml database approach.
This will heavily depend on the access speed compared to
the current implementation.
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Introduction

Lexical data resources are growing rapidely thanks to
the Internet. Unfortunately, despite numerous existing
standards like TEI, MARTIF, GENELEX,
EAGLES/PAROLE, etc. each resource has its own
format and own structure. Furthermore, the existing
lexical data is generally developed for a specific
purpose and can’t be reused easily in other
applications.

In this paper, we intend to define a complete
framework for developing multilingual lexical
database for multipurpose. The framework is generic
enough in order to accept a wide range of dictionary
structures and  proposes for  manipulating
heterogeneous dictionaries a set of common pointers
into these structures.

We will first present the organisation of Dictionary
Markup Language (DML) framework.

Then we will describe more precisely the DML
language based on XML schemata.

Next, we explain how to describe dictionary macro
and microstructures with the DML.

Lastly, we will explain our concept of common
pointers defined in a Common Dictionary Markup
(CDM) set.

1. Presentation of the DML Framework

The DML Framework described first by
Mangeot-Lerebours (2001) is a complete framework
for the consultation of heterogeneous dictionaries,
cooperative construction of new dictionaries and
communication with other lexical databases or lexical
data client and supplier applications. The framework
is completely generic in order to manage
heterogeneous dictionaries with their own proper
structures.

The consultation of heterogeneous dictionaries is
possible as soon as they are encoded in XML,
consultation of other resources via remote servers
through API, possibility of adding pre-consultation
help modules such as spell checking and
morphological analysis before consultation or
post-consultation ~ modules  like  syntethisers,
conjugation of verbs, learning drills, etc. Possibility of
automatic consultation of the database via client API.

The construction of new dictionaries can be done by a
community of contributors and validated by a group of
head lexicographers specialists.

The management of user profiles, preferences and
weights for consultation, annotation and edition of
lexical data with inheritance and sharing possibilities
among groups of users is also handled by the
framework.

The <dat abase> element describes a lexical
database and lists the dictionaries that are stored in it.

4// \\
Client | |Supplier|
, User API API
History

CDM set
Yheadword

— tree X ¥pos
link Basic Types Ypronunciation
. Yool ;
automaton function o oo ¥ranslation
¥integer Yexample
Y¥date Ydiom

Figure 1. Logical Organisation of a Lexical Database
The <di ct i onar y> element describes the metadata
linked to ther dictionary. It links all the volumes of the
dictionary.

The <vol ume> element describes a dictionary part.
The content is principally a list of dictionary entries.
For example, a bilingual bidirectional French-English
dictionary will be described by only one
<di ctionary> element. The French->English
entries will be in one <vol une> element and the
English->French entries in another <vol ume>
element

2. The DML Language

2.1. The DML Namespace

To describe the structure of all the documents,
elements, attributes and XML types, we use an XML
namespace [XML Namespaces]. Our namespace is
called DML for Dictionary Markup Language. The




namespace URI points to an XML schema [XML
Schemas] describing the contents of the namespace. It
is available online! to allow users to edit and validate
their files online with an XML schema validator.
<M/El enent

xm ns:dm ="http://wwclips.img.fr/
get a/ servi ces/dm ">

<dm : MyDescendant / >

</ nyEl enent >
Figure 2: Usage Example of the DML Namespace

2.2. DML Common Types and Attributes

For some information, we define type and attributes
common to all DML elements. It allows to standardize
the data. The XML schemata have originally simple
predefined types. We selected and reused some in our
definitions.

2.2.1. Dates and Time

Dates are represented by the dat e DML attribute of
the XML schema type dateType taken from the
extended format of the ISO 8601 standard.

2.2.2. Response Delay

The del ay DML attribute of an element indicate the
response delay when a request has been launched on
this element.

This delay is a duration of the XML schema
dur ati onType type. For example, 5 seconds and
10 cents will be indicated : "5.10S".

2.2.3. Unique ID

The i d DML attribute of an element is a unique ID in
all the lexical database. It allows to create links
between elements. It redefines the XML schema ID
simple type.

2.2.4. Modifications History

The modifications history of an element has a unique
ID. The element links to its history thanks to the DML
attribute hi st or y that gives the value of the history
ID. The type redefines the XML schema ID simple

type.
2.2.5. Languages Notation

To note the wvarious languages, we use the
ISO-639-2/T (T for Terminology) [ISO98] standard
that defines a 3 letter code for each language
(French->fra; English->eng, Malay->msa, etc.). It is
far more complete that the two letters code standard
ISO-639-1. We also add our proper codes like "unl"
for the UNL language. This codes list represents the
lang DML type. The | ang DML attribute is from this

type.

! http://www-clips.imag.fr/geta/services/dml/

2.2.6. Documents Encoding

To note the encodings of the various documents in the
database, we define the encodi ngType. DML type.
The values are those described by the IANA (Internet
Assigned Number Authority) for the encodings. These
are also the values used for MIME types
(Multipurpose Internet Mail Extension). Among the
most used, we find ASCII on 7 bits, ISO-8859-1 on 8
bits for latin languages, Shift-Jis on 8 or 16 bits for the
Japanese, UTF-8 on 8 bits for UNICODE characters,
etc.

2.2.7. Status of an Element

The st at us DML attribute is used to indicate its
status. The values can be among others aut o if the
element has been obtained automatically, r ough if
the element has not been revised and r evi sed if so,
etc.

3 DML Architecture

3.1. Macrostructure Definitions

To describe the macrostructure of our dictionaries as
well as our lexical database, we use XML elements.
We principally based our definitions on the LEXARD
language defined by Serasset (1994) and added some
information

3.1.1. Description of a Lexical Database

To describe a lexical database, we use the
<dat abase> element formally described inthe
DML schema.

The modifications of the <dat abase> element and
its descendants are stored in a document linked with
the hi st ory-ref atttribute.

We add to LEXARD the possibility to define various
users and groups in the database. At the beginning
three groups are predefined : uni ver se contains all
the users of the database, adm ni strators
contains the administrators of the database and
| exi col ogi st s contains the users in charge of the
control of the data.

The information relative to each user are stored in
another element referenced by the <user-ref>
element.

All the dictionaries of the database are referenced by
pointers on XML documents that describe them. The
pointers are the hr ef attributes of the <di ct - r ef >
elements grouped in the <dictionaries>
element.

3.1.2. Description of a Dictionary

To describe a dictionary, we use the <di cti onary>
element. The modifications information is stored in a
document pointed by the hi st ory-r ef attribute.
We indicate meta-information on the resources.

The elements <category>, <type> and
<l i nks> describe the dictionary macrostructure.
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The <cat egor y> element indicates the dictionary
type (monolingual,  bilingual, multilingual,
interlingual). The <t ype> element indicates if the
dictionaries are unidirectional, bidirectional or pivot
based.
The <l i nks> element indicates the links between
the volumes of the dictionary. For example, if a
dictionary is pivot based with 3 languages English,
French and Malay, it contains 4 volumes Interlingual,
English, French and Malay linked as follows:
<li nks>

<link fron="English"
to="Interlingual"/>

<link from="French"
to="Interlingual"/>

<link frone"Ml ay"
to="Interlingual"/>
</links>
The dictionary volumes are referenced by their unque
name. The <vol unes> eclement gathers all the
reference to the volumes files noted with the
<vol ume-r ef > element.
The source and target languages are indicated with the
3 letter code DML lang type.
The <cont ent > element describes the content of the
dictionary. The <domai n> element indicates the
domain covered by the dictionary (general, medecine,
computer, etc.)
We indicate also the size of the dictionary in bytes by
<bytes>, and the headword number by
<hw nunber >.
For the version management, we indicate the version
number (<version>), the creation-date of the
dictionary (<cr eat i on- dat e>) and the date of the
integration of the dictionary into the database
(<installation-date>).
For the non-DML resources, we need to indicate the
file format (<format>) and the encoding
(<encodi ng>). The encoding values are
determined by the DML type encodi ngType.
We also indicate meta-information on the dictionary
like the resource supplier (<sour ce>), the owner
(<owner >), the responsible at the database level
(<responsi bl e>), the rights attached to the
dictionary ( <l egal >) and miscellaneous comments
(<comrent s>).
The CDM (see chapter 4) elements list
(<cdm el enents>) is stored with for each
element, its real name in the resource and the maximal
response delay. The ( <cor pus>) element is special,
it allows to indicate that we search a string anywhere
in the dictionary.

3.1.3. Description of a Volume

The <vol unme> elements gathers dictionary entries
with the same source language. The modificaitons
history is referenced with the hi story-ref
attribute.

3.2. Microstructure Definitions

To represent dictionary microstructures, we propose
to redefine in XML the structures defined with
LINGARD (see serasset (1994).

3.2.1. Trees

To represent a dependance tree associated to the
sentence "Le chat mange une souris.", for example, we
can use a “decorated node” <dn> with attributes
corresponding to the grammatical variables.
<dn ul ="manger" tinme="present”
aspect ="inperfectif">

<dn ul ="chat" determ="defini"
gnr="masc" pos="-1"/>

<dn ul ="souris" determ="indefini"
gnr="fen' pos="+1"/>
</ dn>

3.2.2. Links

The definition of a link is done with the xlink standard
[XLink 1.0]. We alslo add our attributes:

e The attribute
type="bidirectionnal " or
type="orient ed" indicates if the link is
bilingual or not;

e The attribute i d is of the DML id type. It
allows to attribute a unique id for each link;

e The content text of the element allows to tag
the links.

Here is a link example:

<li nk type="orient ed" i d="1001"
hr ef =" exanpl e. xm #xpoi nter (// node[ x|
;1 abel = n002' 1) "/ >

The reference to the external element is done with the
hr ef attribute. The reference is noted as a URI. If the
object does not have a unique id (id), the link is
described with the [XPointer] standard. Otherwise, it
is pointed as follows:

<l i nk type="orient ed"
hr ef =" exanpl e. xm #n002"/ >

i d="1001"

3.2.3. Graphs and Automatons

The xlink standard [XLink 1.0] is used to describe arcs.
The arcs type is oriented t ype="ori ented" or
bijective t ype="bi j ecti ve". The source and the
target of the arc are noted with the node identifiers
frons"n001" andt 0="n002".

The definition of an automaton follows the definition
of a graph. The starting node is noted with the
xl:title="starting-node" attribute. The
ending nodes are noted with the
xl:title="endi ng- node" attribute.

3.2.4. Functions

The following example represents the lexical function
[l anmbda] x1 ( CausOper ,x0x1) . The results of
its application to the French lexie DESESPOIR are the
following: pousser, réduire quelqu'un au désespoir,



jeter quelqu'un dans le désespoir, frapper quelqu'un de
désespoir. The function is noted in XML as follows:
<functi on nanme="CausQper ">
<ar gunent s>
<first val ue="desespoir"/>
</ ar gunment s>
<val gr oup>
<val ue>pousser </ val ue>
<val ue>réduire [gqun au
désespoir] </ val ue>
<val ue>jeter [qqun dans le
désespoi r] </ val ue>
<val ue>f r apper
désespoir] </ val ue>
</ val group>
</ function>

[gqun de

3.2.5. Feature Structures

If the features are typed, the type is noted with an
attribute. If the feature has several values, the element
is duplicated.

<featurel

type="typel">val eur 1</ feat urel>
<featurel
type="type2">val eur 2</ featurel>

3.2.6. Sets and Disjonction

Sets and disjunctions are defined directly at the XML
schema level with the two elements <xsd: choi ce>
and <xsd: sequence>

3.2.7. Basic Types

The basic type of an XML document is the character
string. Thanks to XML schemata, we can use many
other basic types like boolean, entity, decimal,
float,etc.

4. The Common Dictionary Markup Subset

We defined a subset of DML element and attributes
that are used to identify which part of the different
structures represent the same lexical information. This
subset is called Common Dictionary Markup (CDM).

4.1. Definition of the Subset

The DML framework may be used to encode many
different dictionary structures. Indeed, two dictionary
structures can be radically different. So, in order to
handle such heterogeneous structures with the same
tools, we need a common formalism. Standards like

TEI [Ide95], MARTIF [Melby94], [ISO99];
GENELEX/EAGLES [GENELEX93] and

[GENETER] aim to be universal but very few
resources implement them.

We made a more pragmatic work with identifying the
information in the existing resources as well as their
meaning and naming them ina unique way in the DML
namespace

This hierarchized subset is called Common Dictionary
Markup and comes principally from the detailed
examination of the FeM, DEC, OHD, OUPES, NODE,
EDict, ELRA-MEMODATA dictionaries and the 12th
chapter of the TEI about dictionaries. It contains the
most frequent elements found in these resources like
the headword, the pronunciation, the part-of-speech,
the examples, the idioms, etc. These elements have
always the same semantics. For example,
<dmnl : ent r y> always refer to a dictionary entry and
<dml : headwor d> to the headword.

For some elements with closed lists of values, we
define a list representing the intersection of the values
and conversion rules for each resource. An example is
the list of parts-of-speech for each language.

This set is in constant evolution. If the same kind of
information is found in several dictionaries then a new
element representing this piece of information is
added to the CDM set. It allows tools to have access to
common information in heterogeneous dictionaries by
way of pointers into the structures of the dictionaries.
The table 1 lists a first version of the CDM subset.

<CDM tag> (TEI equivalent)
<entry> (entry)
<headword hn=""> (hom)(orth)
<headword-var> (oVar)
<pronunciation> (pron)
<etymology> (etym)
<syntactic-cat> (sense level="1")
<pos> (pos)(subc)
<lexie> (sense level="2")
<indicator> (usg)
<label> (Ibl)
<definition> (def)
<example> (eg)
<translation> (trans)(tr)
<collocate> (colloc)
<link href=""> (xr)
<note> (note)

Table 1: CDM Elements Subset

4.2. CDM Correspondance Examples

When a resource is recuperated, a correspondance
table is established between the original element
names and CDM elements. The table 2 has been used
for the FeM, OHD and NODE dictionaries.

| CDM |  FeM | OHD | NODE
|<entry> |<fem—entry> |<se> |<se>
\<headword> |<entry> <hw>  |<hw>




|<pronunciati0n> |<french _pron> |<pr><ph> |<pr><ph>

|<etymology> | | |<etyrn>

<syntactic- <sense <>

sense> n=1>

|<pos> |<french_cat> |<pos> |<ps>

. <sense

<lexie> 1> <§2>

|<indicat0r> |<gloss> |<id> |

<label> <label> I<li> <la>
<

<example> sgﬁ:ﬁ&; <ex> <ex>

<definition> | | <df>

. <english _equ>
<translation> <m aglay chLll> <tr>
|<collocate> | |<co> |
. < <xg>

Jink> cross_ref x> Xg
_entry> <vg>

<note> | <ann> |

Table 2: Equivalents of the CDM elements in the
FeM, OHD and NODE

Conclusion

This framework has been extensively used for the
Papillon project (see Serasset & Mangeot-Lerebours
(2001)) of mutualized construction and consultation of
a pivot multilingual lexical database. This
experiments allowed us to correct and adapt some
parts of the DML.

Nevertheless, the framework need to be opened to the
public in order to receive feedback and comments. We
plan to open a web site dedicated to the DML soon.
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Annexs

Annex 1: XML Document Describing a Database

<dat abase xsi:schemalLocation="http://ww®clips.inmag.fr/getalservices/dm
http://clips.img.fr/getalservices/dm/dm . xsd"
name="GETA Lexi cal Database"
creation-date="22/10/99"
owner =" GETA" >
<partner-servers>
<user-ref name="XRCE Anal yser" href="xrce.xm"/>
</ partner-servers>
<users>
<user -ref nanme="Mat hi eu. Mangeot" href ="nangeot.xm "/ >
<user -ref name="Mit suko. Tormoki yo" href ="t onoki yo.xm "/ >
</ users>
<gr oups>
<group nane="uni verse" >
<user -ref nanme="Mat hi eu. Mangeot "/ >
<user -ref name="Mit suko. Tonoki yo"/ >
</ group>
<group nane="I exi col ogi st s"><user-ref nanme="Mit suko. Tonoki yo"/ ></ gr oup>
<group nanme="admi ni strators"><user-ref nanme="Mathi eu. Mangeot "/ ></ gr oup>
</ groups>
<di ctionari es>
<di ct-ref nane="FeM' href="FeM xm"/>
<di ct-ref name="Papillon" href="papillon.xm"/>
</dictionaries>
</ dat abase>

Annex 2: XML Document Describing a Dictionary

<di ctionary
xsi :schemaLocation="http://clips.img.fr/getalservices/dmn
http://clips.img.fr/getal/services/dm/dm .xsd"
category="mul tilingual "
creation-date="21/1/97 00: 00: 00"
encodi ng="1 SO 8859- 1"
format="rtf"
hw nunber =" 192460"
install ation-date="23/06/99 15: 04: 00"
ful |l name="di cti onnai re francai s-angl ai s-nal ai s"
nane="FeM'
owner =" GETA"
type="unidi rectional"
version="1">
<l anguages>
<sour ce-| anguage | ang="fra"/>
<target -1 anguage | ang="eng"/>
<target -1 anguage | ang="msa"/>
</ | anguages>
<cont ent s>general vocabulary in 3 | anguages</contents>
<domai n>gener al </ domai n>
<byt es>9106261</ byt es>
<source>M., YG PL, Puteri, Kiki, CB M, Kinx/source>
<l egal >all rights belong to ass. Chanpollion</Iegal >
<cdm el ement s>
<headwor d del ay="1s"/>
<pronunci ati on del ay="5s"/>



<part - of - speech del ay="5s"/>
<transl ation | ang="eng" del ay="5s"/>
<transl ation | ang="nsa" del ay="5s"/>
<cor pus del ay="10s"/>
</ cdm el enent s>
<adni ni strators><user-ref nane="Kim M."/></adni ni strators>

<vol umes><vol une-ref nanme="FeM href="fem fr_en_ms.xm "/ ></vol unes>

</ dictionary>
Annex 3: XML Document Describing a Volume

<vol une
xsi :schemaLocation="http://clips.img.fr/getalservices/dmn
http://clips.img.fr/getalservices/dm/dm .xsd"
name="FeM fr_en_ns"
sour ce-| anguage="fra">
<entry>.</entry>
</ vol une>
Annex 4: XML Document Describing a User
<user
xsi:schemaLocation="http://wwclips.img.fr/getalservices/dm
http://ww-clips.img.fr/getal/services/dm/dm .xsd"
nanme=" Mat hi eu MANGEOT"
creation-date="22/10/2001">
<l ogi n>Mat hi eu. Mangeot </ | ogi n>
<passwor d>t ot o</ passwor d>
<emai | >Mat hi eu. Mangeot @ mag. fr </ enai | >
<profil es>
<conpet ences>
<eng | evel ="good" >t ransl ati on</ eng>
<fra | evel =" not her tongue">phonetic, collocations, exanples,
<jpn | evel ="begi nner"/ >
<spa | evel ="good" >t ransl ati on</ spa>
</ compet ences>
<interests><interest |ang="hun,jpn"/></interests>
<activities>
<activity dictionary="FeM >i nterface</activity>
<activity dictionary="Papillon">adm nistration</activity>
</activities>
</profil es>
<credi ts>10</credits>
<annot at i ons hr ef =" nangeot - ann. xm "/ >
<contributions>
<contribution source="French.xm " href="mangeot-cnt1.xsl"/>
</contributions>
<request s hr ef =" nangeot -req. xm "/ >
<xm -styl esheet type="text/css" href ="nmangeot-sty.css"/>
<gr oups>
<group-ref nane="universe"/>
<group-ref name="adm ni strators"/>
</ groups>
</ user>

Annex 5: XML Document Describing a supplier API

<api type="supplier" category="consul tati on" nane="JMDi ct _en-ja">
<i nfo>Di cti onnai re japonais-anglais de Ji mBreen</info>

gramar </ fra>

<url href="http://ww. csse. nonash. edu. au/ cgi - bi n/ cgi wrap/j wb/ wwyj di c"/>



<protocol type="get"/>
<del ay mi n="1s" aver age="1s" max="2s" ti neout =" 10s"/ >
<encodi ng i nput =" UTF- 8" out put =" EUC- JP"/ >
<format i nput="txt" out put="htm "/ >
<ar gunent s>
<el ement nanme="sour ce-| anguage" >
<conpl exType>
<restrictionbase="string">
<enurmer ati onval ue="j pn"/ >
<enuner ati onval ue="eng"/ >
</restriction>
</ conmpl exType>
</ el ement >
<el ement nanme="headword" type="string"/>
<el ement nane="regex" type="bool ean"/ >
</ ar gunent s>
<resul t ><el ement nane="out put" type="string"/></result>
</ api >

Annex 6: XML Document Describing a client API

<api type="client" category="consul tati on" nane="get abase" >
<i nfo>APlI de consultation de |a base |exicale du GETA</info>
<url href="http://ww~clips.img.fr/cgi-bin/getal/di coneb
mai | t o: di coneb@ mag. fr
telnet://wweclips.img.fr:2628"/>
<protocol type="post get mailto DI CT" | ogi n="anonynous"/ >
<encodi ng i nput ="ASCI | |SO 8859-1 UTF-8" out put =" UTF-8"/>
<format i nput="txt xm " output="xm htm txt"/>
<ar gunent s>
<el ement nane="nane" type="string"/>
<el ement nane="sour ce-| anguage" type="1ang"/>
<el ement nanme="wor d-order" type="string"/>
<el ement nanme="cdm el enents" type="string"/>
<el ement nanme="context" type="positivelnteger"/>
<el enment nane="i nput" type="string"/>
</ ar gunent s>
<result>
<el ement nane="out put ">
<conpl exType>
<sequence><el ement nane="article" type="articl eType"/></sequence>
</ conpl exType>
</ el enent >
</result>
</ api >
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Abstract
In this paper we propose an architecture for a lexicon management tool MANAGELEX. This tool aims at a genera environment for
reading, updating and combining lexicons in different formats. The starting point is the already existing lexicon models MULTILEX
and GENELEX. Each functionality (reading, updating and combining) is based on a corresponding model, which can be configured

and maintained coherently.

1. INTRODUCTION

A large amount of lexical resources was developed during
the last 15 years. Unfortunately, in the absence of a stan-
dard each application produced and used its own lexicon
in a specific format and a specific model, according to
particularities of language, system functionality and
available physical resources. Reusable lexical resources,
however, could noticeably reduce the cost of development
of NLP applications. Moreover, during research projects,
lexicon reguirements may change over the run time of
the project, and maintaining a suitable lexicon is expen-
sive and time-intensive work.

The problem of standardization appeared as an absolutely
and urgent necessity, and several projects were carried out
in this sense (v.Hahn 2000). The task is quite difficult
because it implies at least two components : standardiza-
tion of the format and standardization of the model.
Moreover, these two components are not completely inde-
pendent. For the former it is general agreed today, that the
starting point is a SGML —based format. Several SGML-
lexicon standard formats were aready proposed (EA-
GLES, OLIF, SALT) (Lieske & al. 2001, Melby 1999). It
is, however, necessary that we have not only a standard
set of tags but also a standard model of a lexicon repre-
sentation. As aresult of thisinsights, several projects tried
to develop a standard and general model for lexicons. The
most well-known formalisms after this phase are Genelex
and Multilex.

2. STANDARD LEXICON MODELS.
STATE OF ART

Although having many architectural features in common,
Genelex is abstracted basically from a French monolin-
gual lexical model, whereas the Multilex architecture is
genuinely designed as a multilingual language-
independent general structure, trying to include all lan-
guage specific models (EAGLES 1996). At least, as
guoted in one of the fina reports (Praprotté & al. 1993),
Multilex “is based on a consideration of the following
languages: English, German, French, Spanish and Ital-
ian, and to lesser degrees Dutch and Greek”. Compared
to the multitude of (at least) European languages we ob-
serve that the Slavonic family was not taken into consid-
eration, and aso a lot of other languages which bring in
new linguistic features (for example Romanian, athough

it belongs to the Latin languages, it has several important
characteristics, due to the Slavonic influence).

The MULTILEX architecture presented a generic model
for a lexical entry, which can be used as a starting point
for further developments. However MULTILEX, as other
similar projects “imposes constraints on the linguistic
level. Each of these projects imposes its own notion of
‘lexical unit’ (lemma, word-sense, concept) and its own
logical structure (Typed Feature Structures, Entity-
relationship model, automata, trees,...)” (Sérasset 1996).

With these constraints, a user at the moment cannot use
the same system to manipulate two lexicons coming from
different places. Some steps in this direction were done in
MULTILEX, which originally proposed the development
of tools to convert lexicons into MULTILEX format. The
proposal was not further developed because, quoting the
same final report (Praprotté & al. 1993) “ copyright prob-
lems, problems in converting and correcting dictionary
data, a lack of consistency in the data” made this proposal
unreachable.

Much lexica work from completed projects cannot be
used in follow-up projects because of one of the following
reasons.

»  The lexicons were produced with the help of systems
that are not any longer maintained; thus nobody can
provide an export facility.

* In some cases, lexicon definitions contain procedural
elements, which cannot be used without the hosting
system,

* Lexicons may contain too rich features, which are too
expensive to remove from the files.

»  Experimental lexicons may be inconsistent or contain
entries with different granularity,

* Lexicons may be stored in a data base, whereas others
are plain files and the export formats do not match,

* Lexiconsdiffer in their linguistic classes, i.e., thereis
a more-to-more mapping between feature classes.

From another point of view the use of a specific format
(for example MULTILEX) means to adapt a posteriori
other systems’ processes to read and work which such
external formats. Thisis usually quite cost-expensive.

The situation is much more critical for small languages,
and languages from Central and East Europe, for which



lexical resources were developed quite ad hoc as they
were needed for a certain project.

Although a lot of resources after a few years may be lin-
guistically and technically outdated, about 60% of a dic-
tionary with approx. 80 000 entries comprises the lexical
core of very high and rather high frequency words, which
remain stable in their syntactic and semantic properties
over along period of time. The other part (especialy ter-
minology) from time to time must undergo revision, up-
dating or even replacements.

3. MANAGELEX A GENERIC LEXICON
MANAGEMENT MODEL

Following the above considerations, we assume that for a
rather long time from now, NLP applications will still
have to deal with manipulations of non-standard lexical
resources.

However, this is only possible with rather general lexical
management tools for acquisition, comparison, manipula-
tion and validation of lexicons, based on severa abstract
models.

In this section we propose a new architecture for alexicon
management tool (MANAGELEX), a tool, which is able
to read, convert and combine lexicons, independent of
their format, language or system requirements.

The general architecture of such a system includes (as
shown in figure 1) 3 levels of abstraction (which follow
the ANSI(1999) data modeling specifications): the meta
model level, the model level and the real world level.

* Therea world level identifies real (present), distinct
objects, their concrete features, and the actual relation
among them. In figure 1 this corresponds to the en-
coded lexicons (DocA, DocB) and their structure
(StructA, StructB)

* The model level groups real world objects and pres-
ent features into object and attribute classes and rec-
ognizes possible relationships among object classes.
On thislevel our architecture has 3 tools:

- Atool for reading and updating a lexicon (acqui-
sition and editing tool),

- atool for encoding and decoding (encoding / de-
coding tool) and

- atool for mapping two lexicons, possibly with
different structure (mapping tool)

» The meta model level, classifies types of elements
appearing on the model level and the abstract rela-
tions among them, situation independent. Accord-
ingly, we propose

- A generic lexicon model (LexMod) which pro-
vides a rather rich model of possible lexica in-
formation. Here, every linguistic feature, with
their possible values which may occur in a set of
languages (at least European) are specified
(MULTILEX together with the MILE (Calzolari
& a. 2001) model (defined in the frame of the
ISLE project) are a good starting point). A flexi-

ble formal specification will be provided for this
model. The model will aso alow for new cate-
gories, joining as well as splitting of existing
categories.

- A generic encoding model (Encod), which speci-
fies the way of combining the linguistic informa-
tion in a specific entry and lexicon structure. The
model should also include options for encoding
files in the new generaly agreed SGML-
standards as OLIF or SALT (Lieske & al. 2001;
Melby 1999).

- A mapping model (MAP), that specifies modali-
ties of combining two lexicons and takes into ac-
count problems like mutual gaps and complex
categories.

Given this architecture, we now explain the functionality
of the envisaged system in three situations:

1. Building / updating a lexicon.

Input: Lexicon definition from LexMod, Encoding
Model Encod,
Output: Lexicon interface, lexicon file

The operation is mainly performed by the acquisi-
tion/editing tool. The interface of this tool is built
automatically according to the characteristics selected
from LexMod for this particular lexicon. The output of
this tool is a data structure recording the structure of
the lexicon LexA. The encoding / Decoding Tool uses
this data structure and the Encoding module and pro-
duces and encoded lexicon DocA.

2. Reading alexicon.
Input: Lexicon file, Encoding Model Encod,
Output: -

This operation requires first the identification of the
encoding and the generation of the corresponding lin-
guistic structure (StructB). Responsible for al these is
the encoding tool

3. Join of two lexicons (LexA and LexB)

Input: General Lexicon definitions from LexMod,
lexicon definitions from StructA and StructB, mapping
models MAP

Mapping models MAP

Output: Lexicon file

This is the most challenging operation. The mapping
tool has to use not only the structure of the two lexi-
cons (StructA and StructB) and the mapping model
(MAP) but also the generic lexicon model (LexMod).
Thisisrequired for example in case of different names
for the same linguistic feature. The resulting structure
contains data consistent with both lexicons. Further-
more a new lexicon can be encoded as described
above.




4. CONCLUSIONS

In this paper we described a model of a possible lexicon
management tool, which can deal with frequent problems
in lexicon acquisition / maintenance. The presented ar-
chitecture is till in prototyping phase. We envisage to
develop it in the frame of an European project. How ever
for the moment we will take into account the European
languages. Extensions to other language should be possi-
ble one the system reaches a stable version. The system is
not intended to replace the actual already defined stan-
dards, but to supply the use and reuse of the aready de-
veloped non-standard lexical resources
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Abstract

Technology development allows many more researchers than before to create language resources especially with multimedia
extensions. This creates a resource management problem that exceeds the boundaries of established resource centers. Metadata
environments such as the one proposed by IMDI that offer a metadata set and also tools to operate on them have a strong potential to
help the individual researcher to carry out his resource management tasks. In addition, it allows him to easily integrate his resources
into a large distributed domain of resources. The work at the Max-Planck-Institute for Psycholinguistics to establish a large multimedia
language corpus helped to understand the needs and requirements. Due to this experience the IMDI environment has reached a state of

maturity, but still some important features have to be added.

1. Introduction

Researchers and developers in the area of language
resources are faced with four very dominant trends in the
recent years: (1) The number and complexity of language
resources stored in digital archives is growing fast, (2)
there is an increasing acceptance of the need to improve
the availability of the resources, (3) the Internet now
connects many archives storing such resources and this
asks for interoperability and (4) for many language
resources need to be stored in archives for a large period
of time due to economical and ethical reasons.

An impression about this explosion of resources can be
given by the example of the multimedia/multimodal
corpus at the Max-Planck-Institute for Psycholinguistics
where every year around 40 researchers carry out field
trips, do extensive recording of communicative acts and
later annotate the digitized audio and video material on
many interrelated tiers. The institute now has already
more than 7000 annotated sessions - the basic linguistic
unit of analysis - and we foresee a continuous increase. It
was usual that researchers managing their resources with
individually designed Excel-Sheets eventually were not
able to keep control of them and that the institute
effectively lost all access to resources when a researcher
left. Thus the individual researcher as well as the institute
was both faced with a resource management problem. It is
known that in other research centers, universities and also
in industry similar situations occur.

The increase of the amount of resources was paralleled
by an increase in the variety and complexity of formats
and description methods. Moving from purely textual to
multimedia resources with multimodal annotations caused
this. Media can include not only several audio and video
tracks, but also increasingly often other information such
as for example from eye trackers, data gloves and brain
image recorders.

In many areas resources were seen as the private
capital of a researcher or a specific project that served
only to investigate a limited number of research questions.
Therefore, the need to make resources available for other
research was not seen. However, researchers now
understand the potential of modern technology to
immediately access the raw material, which enables for
example re-coding, or incremental annotation procedures
that can be part of collaborations. These opportunities
increase the individual researchers willingness to share his

resources and to invest time to create publicly available
descriptions. We clearly recognize a trend towards
making the resources themselves available via the Internet
or at least indicating what resources exist by creating
structured descriptions available on the Internet.

The usage of the Internet demands for interoperability
on various levels. Therefore new technologies devoted to
the special requirements of the Internet such as RDF
(Resource Description Framework), XML and UNICODE
are have been developed to improve the exchange and re-
usage of data. The usage of open standards is even more
important when repositories of language resources have to
support long archive periods. The Internet also adds
another dimension of complexity since people want to
create distributed repositories where the resources of a
corpus can be scattered over different locations,
nevertheless requiring transparent access to them.

Summarizing we can say that a much broader group of
researchers besides the experts who have always handled
expensive resources are now involved. They are managing
larger amounts of more complex structured resources,
making them available in standardized formats and
descriptions via the Internet. Now that resource creation
has become much more easy many individual researchers
are also coping with resource management problems
pushing the management task beyond the experts at large
data centers.

2. Resource Management

The increased relevance of resource management can
best be seen in the document domain by the emergence of
various sorts of commercial Content Management
Systems. It is widely understood that only improved
management concepts will allow us to prevent a chaotic
situation where we will have an increasing amount of data
on our storage devices, but don’t know about them nor
know how to access them.

We can identify at least four different groups of people
involved in resource management each one with their own
views: (1) the computer system specialists have to be able
to manage data on a physical level. They allocate physical
resources, define structures in file systems and take care
of redundant copies for secure data storage. (2) The
producer of resources wants to integrate his resources into
the repository in an easy way and describe them easy and
correctly to facilitate retrieval. (3) The user wants to deal
with data on a domain-oriented level, i.e. a level where the



well-established concepts and terminology of a domain
are used. He is not interested in file system details. This
view includes distributed scenarios where the user wants
to combine resources from different institutions without
having to know where exactly the resources reside. Often
the producer is himself a user. (4) The archive manager
acts as an interface between system specialists and
producers and also prefers to manage data at the level of
domain concepts. At least he has to know how the system
managers handle the resources since he has to draw the
links between logical and physical structure and influence
for example the policies for protecting the data. In many
cases the producer/user is also the archive manager, since
there is no support stuff. Management has to consider all
views.

The following is a non exhaustive list of points to be
addressed by modern resource management (resource
discovery is in general seen as being a component of
resource management, but in this paper we will mention it,
but not focus on it).

*  How to store resources such that they can survive
for many years independent from technology
changes.

*« How to protect resources against unauthorised
access

* How to create personalized views on resource
repositories to facilitate easy and optimised
navigation

e How to offer easy and immediate access to
resources after access is approved?

* How can descriptions of sets of resources be
modified easily?

* How to easily integrate new resources into the
distributed resource repository?

¢ How to keep track of old versions?

¢ How to make such a management scheme
available to interested parties.

* How to easily move groups of resources to other
locations transparent to the user/producer?

¢ How to achieve hardware and operating system
independent operation within the resource
domain?

e How to easily integrate different data types that
belong together and allow access while hiding
the complexity?

¢ How to inform people about the existence of a
resource and its major characteristics?

¢ How to easily discover resources in a distributed
scenario from a conceptual perspective?

In this paper we will focus on the resource manager
and user views. This although many important problems
such as for example the problems of long-term archiving
of digital media are not at all solved.

3. Pillars of Management

As already indicated, industry delivers a wide range of
software solutions that are meant to cover documents of
all sorts. In this paper we will not discuss Document
Management Systems although they may deliver much
functionality, but focus on the key pillars of open
distributed solutions aimed at our specific environment
and data types.

3.1. Standards

Open standards are very important to achieve
interoperability, to build up long-term archives and to
produce long-term available tools. Especially in the
domain of computer-based language resources, however,
we are faced with an extremely dynamical situation. This
means we are confronted with a multitude of standards
making many people turn over to use the word “best
practice guidelines” instead. For multimedia resources for
example we are confronted with a long list of media
compression methods (MPEG1/2/4, Cinepak, Sorensen,
MP3, ATRAC etc) all emerging within the last decade.
Each having its advantages and disadvantages dependent
on the field of application. For an archive one has to
decide about major backend standards (such as MPEG2)
which allows creating other representations for specific
applications on the fly.

Referring to the earlier questions we need a couple of
standards. We claim that many of the management
problems can be solved with the help of establishing a
suitable metadata environment existing of a metadata
element set and appropriate tools. Tools themselves are
not subject of standardization per se, since it is good to
have competing solutions. With respect to the metadata set,
however, we need agreements on various levels. The
metadata elements are the dimensions of how to
characterize a resource and it is clear that each choice for
a set of dimensions limit the expressiveness for other
groups of users. Therefore, we can expect that there will
be different sets of dimension to describe
multimedia/multimodal language resources. Important for
the community is that we have open accessible definitions
of the elements such that schemes can refer to them. They
should be described as Data Categories if this will be the
common practice for terminology repositories.

In addition, in the case of non-orthogonal spaces as
the one we need to describe, these dimensions can only be
defined appropriately by specifying suitable controlled
vocabularies. They are the values that a specific
dimension can take. Also these controlled vocabularies
have to be openly accessible and should be defined in the
same way. Both elements and their controlled
vocabularies, have to be known exactly to achieve
interoperability. Of course, it makes sense to use just one
controlled vocabulary for example for language codes, but
also here we are faced with different (quasi) standards
such as ISO 639-2, the Ethnologue list from SIL'[1,2]
and the various lists handled by specific projects. Also
here we must accept that different vocabularies will exist.

Consequently, we are faced with mapping problems on
different levels. RDF will be the primary language to try
and bring all the different pieces of the mosaic together.
This problem has not been tackled yet with the exception
of a few cases such as in the Harmony project and in the
mapping proposal from IMDI* to DC’/OLAC*. MPEG7’
categories were mapped on Dublin Core categories in a
very restricted way and the element relations are described

! Summer Institute of Linguistics

2 ISLE Metadata Initiative

* Dublin Core Metadata Initiative

* Open Language Archives Community

> MPEGY is the standard for media annotation within the
family of MPEG standards in the film and media industry



with the help of the RDF formalism. Such a formal
framework has not yet described the IMDI to OLAC
mapping. At the moment we don’t know which
expressional power the community will need to
accomplish the big task to create such a mapping for the
language resource domain. The emergence of DAML/OIL
[3] indicates, however, that RDF itself will probably not
be sufficient.

It is assumed here without further comment that XML
is our common language, i.e. all definitions and
frameworks to be used should be based on XML.

3.2. Metadata Descriptions

The usage of metadata descriptions for improving the
management of documents is not a new concept.
Librarians are used to describe their documents with cards
since many years. Linguists and speech engineers were
used to describe characteristics of their resources and put
these in file headers - mostly project specific formats. The
community learned a lot from the TEI® work about
standards for resource headers (later adopted by the CES’)
and it is still used as a reference to look at. Also in some
projects such as CGN® the TEI recommendations were
followed to a certain extent.

TEI is a comparatively exhaustive descriptor set meant
to describe the characteristics and structure of a resource.
Newly developed metadata sets do not want to describe
the resource in a too great detail, but address the problem
of easy discovery primarily, i.e. a resource would be
described sufficiently well, if a user manages to find it.
Metadata sets such as DC, OLAC and IMDI follow this
approach. DC tries to address the discovery problem with
15 sloppily defined categories ordered in a flat structure.
In doing so DC allows the user to describe resources about
steam engines as well as resources about Sign Language
both on a very general level. For many DC categories it is
not clear how they can be applied to different domains,
therefore refinements are defined as was done by the
OLAC initiative. The “DC:Type” element that defines the
resource type is refined by the characteristic “CPU” to
describe the type of CPU a NLP tool can run on. The
semantics of such an element are stretched extremely.

MPEG7 and IMDI followed another approach since
they started with studying the domain specific
requirements. For MPEG?7 it is essentially the production
process of movies that has to be covered to later be able to
retrieve relevant segments that are covered by the
metadata set in addition to the ordinary elements such as
“Creator”. The basis of IMDI was an extensive survey of
the different ways in which linguistic resources in all their
variety have been described. Often this was done in the
form of a proprietary “file-header” that contained
metadata information about the annotation as a whole
such as for instance the CHAT file format [4]. CES (being
TEI compliant with respect to corpora) suggestions were
applied were useful for discovery, however, we have not
found sufficient support for other types of linguistic data
than text. TEI/CES also mixes metadata and content in the
same way as MPEG7. IMDI has favored a physical
separation of metadata and content allowing

6 Text Encoding Initiative
7 Corpus Encoding Standard
¥ Spoken Dutch Corpus Project

uncomplicated protection schemes which is important for
some groups of users. It also allows separate management
of resources and metadata, usefull because the integration
of legacy data formats has to be supported.

3.3. IMDI

3.3.1. Session Concept

The IMDI set was especially targeted at
multimodal/multimedia resources and their inherent
complexity, i.e. basis is in general the existence of media
recordings. This led to the development of the “Session”
concept. For linguists a session is defined as the basic unit
of linguistic analysis and covers a coherent type of
linguistic action or performance. From a corpus
organization point a session is the leave in the tree. A
session is in general associated with a bundle of tightly
related resources: a video recording of a native speaker, a
set of pictures of that persons house, some field notes
about this scene and afterwards some multimodal
annotations. The IMDI definition of the term “session”
covers this bundling from an access and management
point of view.

In DC one would have to use the “DC:Related”
element to describe the relation between these resources
that is associated with much overhead. This was described
in more detail in the IMDI-OLAC mapping document [5].

From a management point of view the session concept
makes sense since accessing or extracting subcorpora
implies accessing resp. copying of complete sets of related
information.

ET /Z;S;Z;\

Video Notes

Gesture

Audio Transc

Photo

Figure 1 shows a typical session with its related resources
all referring to the same linguistic event. It covers
different types of recordings and different annotations.

In IMDI its the structured metadata set which describes
this relation, i.e. there is only one metadata description (if
the user decides to do it that way) with different sub-
blocks describing the characteristics of the individual
components. This way allows a user to ask questions such
as “give me all resources which have eye movement
recordings and a phonetic transcription of what was
spoken”

3.3.2. Browsable Domain

Next to the “Session” concept, IMDI introduced the
idea of structuring corpora in a conceptual space by
having hierarchies of (sub-) corpora where description
nodes representing a certain level of abstraction with
respect to other (sub-) corpus nodes culminating
eventually in pointers to session nodes (see figure 2). Each
level represents a certain abstraction layer that is
meaningful to the resource manager or user.
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Figure 2 shows a typical hierarchy from field linguistics

Since corpus nodes create logical structures several
parallel hierarchies can be created to structure the same
(sub-)corpus and to express different interests of users.
This allows each user to establish his own preferred view
on the distributed resource domain and by also using
bookmarks to create his own conceptual space (see figure
3). These parallel hierarchies can also be used to support
versioning. Of course, there is no reason for the user to not
create cross-references. For management purposes such
cross-references are of course difficult to handle, i.e. the
resource managers preferably would work with just the
canonical tree.

Figure 3 shows two user defined hierarchies referring to
the same set of session nodes that are at the bottom level.
One view could make a sex distinction, another one by
age groups.

The mechanism by which the (sub-) corpora nodes
refer to each other is to use URL’s. This has the advantage
to support distributed corpora frameworks and create a
unique namespace for all resources.

3.3.3. Data Type Integration

Such a browsable domain as indicated is of course
very useful for integrating various data types that we find
in complete corpora. We already described the integration
on the session level. For many data types however it only
makes sense to associate them with higher nodes in a
corpus tree. Such a node represents an abstraction with
respect to a number of metadata elements (for example
sharing the same language). Lexica can be related to a
sub-corpus associated with a language or a set of
recordings for a language (lexicon of a 3 year old child).
Field notes and comments about dialect variants in general
can appear on all levels of a corpus. In general many of
these data types do not have any definite structure, but are
just prose texts in some general format such as DOC,
HTML or PDF. Corpus management has to provide
mechanisms to include such descriptions in a flexible way.

IMDI allows the resource manager to do so, but of course,
will exclude proprietary formats such as DOC.

3.3.4. Practical Considerations

A strong concern was and still is how one can enforce
creators and managers to adhere to standards with all its
consequences as described above. The stricter the rules are
such as full adherence to the chosen controlled vocabulary
of a certain element, the more sensitive these procedures
will become. Although the IMDI type of operations are
now in operation for 3 years we cannot claim that a
“standard” such as IMDI for describing language
resources will not undergo changes. In IMDI for example
we expect changes with respect to the dimensions and
vocabularies that describe the resource content.

It was found - and this experience is nothing new - that
it is very important to support the creators and managers
with professional tools. Within IMDI it was always tried
to have a balance between the development of the
metadata set and an editor that supports the creation of
IMDI descriptions. The IMDI editor now supports

*  All metadata elements including their controlled

vocabularies in a dynamic way, i.e. if the
definition in the repositories change the editor will
adapt its representations

*  Sub-blocks which allow the user to save and reuse

reoccurring information such as participant or
project information

Version changes in the metadata set can of course lead
to severe problems for corpus management and metadata
usage. There efficient tools are of the greatest importance
to modify all whole sets of existing metadata descriptions.
Currently, a script allows the resource managers to change
the values of the elements for a whole set of metadata
descriptions. Of course, such operations are very sensitive
and such a script may not be given to the general user. The
intention is to include such an option in the editor such
that all changes are conforming to the actual IMDI
definitions.

The browser offers the same feature as the editor in so
far that it also uses the actual vocabulary definitions from
the repository. Further, the browser offers the following
management relevant features:

* A user can create new (private) nodes and

therefore define his own view on a sub-corpus

e Itis possible to start the editor from the browser

environment to modify metadata descriptions

e Itis possible for the users (managers) to associate

tools with individual or bundles of resources such
that when a (set of) useful resources was found
immediately a tool can be started to operate on the
resources.

Both tools will have to provide for version conversion
in case they find metadata descriptions in an older format.
They should not however work with old versions without
forcing (if possible) an update.

In the future the editor has to be extended to be able to
create formatted lists (Spreadsheet type) of the content of
a range of metadata descriptions for easy check and input
to for example statistic programs. This is a favorite view
on metadata of many users. The user has to be able to
select the elements he wants to see. One complication is



given through the fact that some elements can occur
several times such as participants, i.e. the number of
entries for the spreadsheet can only be computed by first
reading all selected metadata descriptions.

3.3.5. Difference to Normal HTML Domains

Of course, the basic organization principles sound very
familiar, since we use the same for designing web pages.
Instead of creating XML based descriptions one could
create HTML pages and include all information and data
types as hyperlinks in the usual way. Some archives are
operating this way. Metadata descriptions could be
included in the headers of the HTML files to support
element-based search.

The IMDI team did not choose for this way for the

following major reasons:

e HTML is basically a way to describe how
documents should be displayed and not to
describe data structures.

e Using HTML would not have made sense
without also using HTTPD servers and browsers.
Otherwise HTML is just a much less powerful
version of XML. The current HTML browsers
however are not suited to perform all
computation tasks required of a metadata
browser such as making intelligent choices for
tools to work on resources.

e We needed a format to transfer information.
Tools should be able to interpret this information
either to display parts of it or to offer the user a
choice of tools to work on referenced resources.

4. Conclusions

Based on 3 years of experience with a
multimedia/multimodal corpus which covers already more
than 7000 metadata descriptions and a showcase
application including sample corpora from 6 European
institutions we can draw some conclusions.

1. All questions raised in chapter two are addressed by
the IMDI environment with two exceptions: (1)
Version handling of resources and metadata
description schemes are not yet supported by the tools
by the tools. (2) The tool for extracting complete sub-
trees of a corpus is not yet available.

2. The need to apply the definitions and tools to such a
big and heterogeneous corpus as for example the MPI
corpus was a useful and necessary enterprise. It made
us understand the underlying processes and
requirements to establish an environment such as
IMDI.

3. Corpus management was performed during the
development phase of the IMDI environment. This
meant that frequent updates of the metadata schema
took place that required frequent transformation of
the metadata files.

4. We now have an environment where it is
comparatively easy to integrate or build up IMDI
based archives that supports the creator, the user and
especially the resource manager with suitable
mechanisms and tools.

5. Since all definitions are open everyone can create his
own set of tools to work on the metadata descriptions,

i.e. improve the search engine or write another
browser.

6. Using a file oriented framework for storing metadata
only appears as an advantage when distributing or
integrating small (personal) archives or making
extractions of sub corpora on portable media for off-
line use. It does however create confidence of the
linguists that they can take their metadata descriptions
with them on a floppy and are not dependent on
server bound DBMS‘s.

7. Using metadata in a uniform, controlled and
structured way is a new experience for our linguists.
It did and still costs a large persuasion effort to have
them input their metadata. It has only be since a short
time that they themselves can reap the benefits by
using for instance metadata search, since a critical
mass is necessary and since the improvements for
resource management had to become apparent.

8. The introduction of a complete and operational
metadata environment was the first experience for the
development team of this sort. Often the practical
experience guided us in designing and improving the
tools, since we did not foresee all aspects of efficient
resource management beforehand.

Finally, it seems to be appropriate to add a statement
about future perspectives. We see metadata for language
resources still in its beginning phase, since there are not so
many resource repositories which already created the
appropriate files. Especially there are only few attempts to
do resource management with the help of metadata
environments. We have shown their great potential but
also the difficulties involved. Especially the inclusion of
metadata element and vocabulary definitions in open
repositories and the formulation of their relations with the
help of Semantic Web compliant mechanisms such as
RDF will motivate more groups to contribute and
participate. Interoperability between different metadata
sets will also be facilitated by applying these agreed
standards.

The soon to be started INTERA project is aiming to
realise and work at the above mentioned points.

[17[1SO639-2]

Codes for the representation of names of languages - part
2: alpha-3 code, International Organization for
Standardization (ISO), 1998.
http://lcweb.loc.gov/standards/is0639-2/langhome.html

[2] Ethnologue language name index
http://www.sil.org/ethnologue/names/

[3] DAML/OIL: http://www.daml.org

[4] Childes: http://childes.psy.cmu.edu

[5] IMDI-OLAC-Mapping: http://www.mpi.nl/ISLE
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1. Introduction

Multimodal interfaces, combining the use of speech,
graphics, gestures, and facial expressions in input and
output, promise to provide new possibilities to deal with
information in more effective and efficient ways,
supporting for instance:
= the understanding of possibly imprecise, partial or
ambiguous multimodal input;
= the generation of coordinated, cohesive, and coherent
multimodal presentations;

= the management of multimodal interaction (e.g., task
completion, adapting the interface, error prevention) by
representing and exploiting models of the user, the
domain, the task, the interactive context, and the media

(e.g. text, audio, video).

An intelligent multimodal interface requires a number
of functionalities concerning media input processing and
output rendering, deeper analysis and synthesis drawing at
least upon underlying models of media and modalities
(language, gesture, facial expression of user or animated
agent), fusion and coordination of multimodal input and
output at a semantic level, interpretation of multimodal
input within the current state of the interaction and the
context, and reasoning about and planning of multimodal
messages. This implies an architecture with many
components and interfaces; a reference architecture of an
intelligent multimodal dialogue system was established at
the workshop ‘Coordination and Fusion in Multimodal
Interaction' in Dagstuhl, Germany, November 2001 (see
Bunt, Kipp, Maybury and Wahlster, forthcoming, and
http://www.dfki.de/~wahlster/Dagstuhl Multi_Modality).
The communication between many of the components in a
multimodal interactive system rely upon an enabling
syntax, semantics and pragmatics. A multimodal meaning
representation plays central stage in such a system,
supporting both interpretation and generation. Such a
representation should support any kind of multimodal
input and output, and should, in order to be useful in a
field which is still developing, be sufficiently open to
support a range of theories and approaches to multimodal
communication.

The present document is intended to support the
discussion on multimodal content representation, its

possible objectives and basic constraints, and how the
definition of a generic representation framework for
multimodal content representation may be approached. It
takes into account the results of the Dagstuhl workshop, in
particular those of the informal working group on
multimodal meaning representation that was active during
the workshop (see
http://www.dfki.de/~wahlster/Dagstuhl Multi Modality,
Working Group 4).

2. Scope

To delineate the task of formulating objectives,
constraints and components of multimodal meaning
representation, we must first have a shared understanding
of what is meant by meaning in multimodal interaction.
We propose to define the meaning of a multimodal
“utterance’ as the specification of how the interpretation of
the ‘utterance’ by an understanding system should change
the system’s information state (taken in a broad sense of
the term, including domain model, discourse model, user
model, task model, and maybe more - see e.g. Bunt, 2000).
While formulated with reference to input interpretation
only, this definition can also be related to the generation
of multimodal outputs, by assuming that an output is
generated by the system in order to have an effect on the
user through the interpretation of that output by the user.
(The generation of appropriate outputs thus depends on
the system having an adequate model of what its outputs
may mean to the user — which is exactly as it should be.)

A multimodal meaning representation should support
the fusion of multimodal inputs and the fission of
multimodal outputs at a semantic level, representing the
combined and integrated semantic contributions of the
different modalities. The interpretation of a multimodal
input, such as a spoken utterance combined with a gesture
and a certain facial expression, will often have stages of
modality-specific processing, resulting in representations
of the semantic content of the interactive behavior in each
of the separate modalities involved. Other stages of
interpretation combine and integrate these representations,
and take contextual information into account, such as
information from the domain model, the discourse model
and the user model. A multimodal meaning representation
language should support each of these stages of
interpretation, as well as the various stages of multimodal



output generation. Since we are considering inputs and
outputs from a semantic point of view, the representation
of lower-level modality-specific aspects of interactive
behavior, like syntactic linguistic information or
morphological properties of gestures is not a primary aim,
but some such information may percolate as features
associated with a meaning representation, especially at
intermediate stages of interpretation, where their relevance
for semantic interpretation may not have been fully
exploited. At the other end of interpretation, where
understanding is rooted in information structures like
domain models and ontologies, a multimodal meaning
representation language should support the connection
with frameworks for defining ontologies and specifying
domain models, such as DAML + OIL.

While supporting the linking up of meaning epresen-
tations with ontologies and ‘low-level’ modality-specific
information, the design of multimodal meaning repre-
sentations is to be clearly distinguished from the design of
domain model representations, linguistic morphosyntactic
representations, representations of facial expressions, etc.,
which do not fall within this scope. Also, meaning
representations should not represent the underlying
processes by which they are constructed and manipulated,
although it may be important that they are ‘annotated’
with administrative information relating to their proce-
ssing, such as time stamps.

3. Objectives

The main objective of defining multimodal meaning
representations is to provide a fundamental interface
format to represent a system’s understanding of
multimodal user inputs, and to represent meanings that the
system will express as multimodal outputs to the user.
This interface format should thus be adequate for
representing the end result of multimodal input
interpretation, and for representing the semantic content

that the system will present to the user in multimodal form.

It should therefore allow dialogue management, planning

and reasoning modules to operate on these representations.

In order to be useful for this purpose, this interface format
should support the interfaces of these as well as other
modules that form part of the system, and thus be
adequate not only for representing the end result of
semantic interpretation but also intermediate results.
Something similar holds for generation. This is a second
objective that follows almost immediately from the first.

Another objective in defining a well-defined represen-
tational framework for multimodal communicative acts is
to allow the specification and comparison of existing
application-specific representations (e.g. the M3L repre-
sentation used in the SmartKom project) and the definition
of new ones, while ensuring a level of interoperability
between these.

Finally, the specification of a multimodal meaning
representation should also be useful for the definition of
annotation schemes of multimodal semantic content.

4. Basic Contrains

Given the main objective of defining meaning
representations, the first and foremost basic requirements
of a semantic representation framework are those that we
may call “expressive’ and “semantic’ adequacy:

* Expressive adequacy: the framework should be
expressive enough to correctly represent the meanings
of multimodal communicative acts;

e Semantic adequacy: the representation structures
should themselves have a formal semantics, i.e., their
definition should provide a rigorous basis for
reasoning (whether deductive, statistical, in the form
of plan operators, or otherwise).

The second objective, of providing interface formats
within a multimodal dialogue system architecture, means
that ‘incremental’ construction should be supported of
intermediate and partial representations, leading up to a
final representation or, if the construction of a final
representation does not succeed, leading to negative
feedback or another appropriate system action. This
implies three further basic constraints:

* [Incrementality, in the sense of supporting various
stages of multimodal input interpretation, as well as
of multimodal output generation, allowing both early
and late fusion and fission;

* Uniformity: to make incremental processing feasible,
where possible the representation of various types of
input and output should be uniform in the sense of
using the same kinds of building blocks and the same
ways in which complex structures can be composed
of these building blocks.

e Underspecification and Partiality: to support the
representation of partial and intermediate results of
semantic interpretation, the framework should allow
meaning representations which are underspecified in
various ways, and which capture unresolved
ambiguities.

Finally, the representational framework should take into
account that the design of multimodal human-computer
dialogue systems is a developing area in which new
research results and new technologies may bring new
challenges and new approaches for the representation of
multimodal  meanings. This means that the
representational framework should satisfy the following
two constraints:

* Openness: the framework should not depend on a
single, particular theory of meaning or meaning
representation, but should invite contributions from
different semantic theories and approaches to
meaning representation;

» Extensibilty. The framework should be compatible
with alternative methods for designing representation
schemas (like XML), rather than support only a single
specific schema.



5. Methodology

As a first step in the direction of defining a generic
multimodal semantic representation form, we have to
establish some basic concepts and corresponding
terminology.

First, the action-based concept of meaning mentioned
above, applicable to multimodal inputs in an interactive
situation, means that the meaning of a multimodal
‘utterance’ has two components: one that is often called
‘propositional” or ‘referential’, and that is concerned with
the entities that the utterance refers to and with their
properties and relations that may be expressed in
propositions, and a ‘functional’ component that expresses
a speaker’s intention in producing the utterance: what
effects does he want to achieve (using “speaker’ in a broad,
multimodal sense here)? This distinction is familiar from
speech act theory, where the two components are called
‘propositional content’ and ‘illocutionary force’, and is
also prevalent in other theories of language-based
communication (see Bunt, 2000); it is often viewed as
drawing a border line between semantics and pragmatics.
In the analysis of multimodal interaction it is especially
important to pay attention to both these aspects of
meaning, since different modalities often contribute to
each aspect in different ways; for instance, in spoken
interaction the referential and propositional aspects of
meaning are often expressed verbally, while gestures and
facial expression contribute primarily to the functional
aspects. The term ‘multimodal content’ should not be
confused with ‘propositional content’, and should not
make us forget that multimodal messages have meanings
with functional aspects that are equally important as their
propositional and referential aspects. In this document we
use ‘multimodal content’” as synonymous with
‘multimodal meaning’, including functional aspects, and
we use ‘semantic representation’ as synonymous with
‘representation of meaning’.

A convenient term that has become popular in the
literature on human-computer dialogue is “dialogue act’.
This term is mostly used in an informal, intuitive way, or
as a variant of ‘speech act; it has a formal definition in
terms of the effects that a “speaker’ intends to achieve
through its understanding by the addressee (see Bunt,
2000), which makes it suitably precise for use in the
analysis of the meaning of multimodal inputs and outputs.
Without further going into definitions here, we will use
the term ‘dialogue act’ in the rest of this document.
Definitions of other useful concepts can be found in
Romary (2002).

As a second methodological step, we propose to
distinguish the following three basic types of ingredients
that would seem to go into any multimodal meaning
representation framework. Each of these ingredients is
discussed further in subsequent sections

1. Basic components: the basic constructs for building
representations of the meaning of multimodal

dialogue acts: types of building blocks and ways to
connect them.

2. General mechanisms: representation techniques like
substructure labeling and linking, that make the
representations more compact and flexible.

3. Contextual data categories: types of administrative
(meta-)data that do not, strictly speaking, contribute
to the meanings of semantic representations, but that
may nonetheless be relevant for their processing.

5.1 Basic Components

Initially, the following basic components can be
identified to represent the general organization of any
semantic structure:

1. temporal structures (‘events’),
instance:
* spoken utterances (input or output dialogue acts);
* gestures (same);
¢ noncommunicative action (like
information, making a calculation);
e events, states, processes,.. in the discourse domain,
representing meanings of verbs and possibly other
linguistic expressions;
2. referential structures ("participants’), to represent, for
instance:
* the speaker of an input utterance, or the person
performing a gesture;
« the addressee of a system output dialogue act;
« individuals and objects participating in a semantic
event
3. restrictions on temporal and referential structures, to
represent, for instance:
* the type(s) of dialogue, act associated with an
utterance;
* a gesture type, assigned to a gesture token
4. dependency  structures, representing
relations between temporal and/or
structures, for instance:
* participant roles (like SPEAKER, ADDRESSEE,
AGENT, THEME, SOURCE, GOAL,..)
* discourse/rhetorical relations

* temporal relations.

to represent, for

searching for

semantic
referential

It may be noted that linguistic semantic phenomena that
have been studied extensively in relation to the needs of
underspecific representation, such as quantification and
modification, can also be represented with these basic
components. For instance, a quantified statement like
‘Three men moved the piano' can be represented as a
move-event involving a group of three men and a piano,
where the collectiveness and the group size of the set of
men that form the agent of the event are represented by
means of restrictions on the event.

5.2 General Mechanisms



In addition to these basic components, certain general
mechanisms are important to make meaning represen-
tations suitable for representing partial and underspecified
meanings, to give the representations a more manageable

form, and to relate them to external sources of information.

Examples of such mechanisms are:

1. substructure labeling: assigning labels to subex-
pressions and allowing the use of these labels, instead
of the substructures that they label, as arguments in
other subexpressions;

2. argument underspecification: partial or underspe-
cified representations can be constructed using labels
in argument positions; restrictions on labels can
represent limitations on the ways in which such
variables can be instantiated by labels of substruct -
ures elsewhere in the representation;

3. restrictions on label values: see previous mechanism.
Alternatively, disjunctions, or lists of labels can be
used to represent ambiguity or partiality;

4. structure sharing, as in typed feature structures,
makes it possible to represent that a certain part of the
representation plays more than one role, e.g. a
participant may be both agent and theme in a
semantic event, or may be the speaker of an utterance
and the performer of a gesture, as well as the agent in
a semantic event expressed by the multimodal
dialogue act;

5. linking to domain models (types and instances) to
anchor meaning representations in the domain of
discourse;

6. linking to lower levels, such as syntactic structure,
prosodic cues, gestural trajectories,.. is useful for
tying a purely semantic representation to lower-level
information that has given rise to it, and that may not
yet have been fully interpreted.

5.3 Contextual Data Categories

Finally, meaning representations will need to be
annotated with general categories of administrative
information, both globally and also at the level of
subexpressions, to capture certain information which is
not found inside the elements of interactive behaviour, but
which is potentially relevant for their interpretation and
generation, such as:

1. Environment data, for instance:

- time stamps and spatial information (when and where

was this input received, etc.)

2. Processing information, such as:

- which module has produced this representation; what

is its level of confidence, etc.

3. Interactional information:

6. Technical Backgound: XML

At this stage, we should say a word about what appear
to be the unavoidable technical choices for the definition
of a multimodal content representation format that would
be used, among other possibilities, to exchange
information between processing modules within a man-

machine dialogue system. As a matter of fact, XML, as
defined by the World Wide Web Consortium, appears to
be the best candidate so far (and probably for quite a long
time) to represent information structures intended to be
transmitted across a network. In the following section, we
give a very brief overview of XML, which we will then
use to illustrate some of the principles mentioned above
by means of a concrete example.

XML (eXtended Markup Language) is a simplified (but
also in some respects enhanced) version of SGML. It
provides a syntax for document markup as well as for the
description of the set of tags to be used in classes of
documents (a so-called DTD, Document Type Definition).
An XML document is made of three parts:

* An XML declaration, which, beyond identifying that
the current document is an XML one, allows one to
declare the character encoding scheme used in the
document (e.g. is0-8859-1, utf-8, etc.);

* A document type declaration, which can point to a
DTD. This section can be omitted;

* An XML instance corresponding to the actual data
represented by the document.

XML makes an important distinction between a well-
formed document, which only contains the XML
declaration and a syntactically conformant instance, and a
valid one, where the instance is also checked against the
associated DTD.

Among other characteristics, we mention the following
important properties of XML:

« XML is both Unicode and ISO 10646 compatible'

* XML comes along with a specific mechanism, called
namespaces, allowing one to combine, within the same
document, markup taken from multiple sources. This
very powerful mechanism, which is in particular the
basis for XSLT and XML schemas, allows more
modularity in the definition of an XML structure and
also to reuse components defined in another context;

* XML provides a general attribute ‘xml:lang’ to
indicate the language used in a given element (see
above).

The W3C also provides three very important recom-
mendations for traversing XML documents, namely:

e XPath, which describes a syntax and associated
mechanisms to move within a document instance;

e XPointer, which allows one to indicate a location
within a document and is based upon the XPath
recommendation;

e XLink, which allows one to combine and qualify a set
of pointers to describe a link between them.

' The W3C has put pressure on both ISO and the Unicode
consortium to make sure that they would not diverge in
their parallel work on the definition of a universal
character encoding scheme.



These three recommendations are important for
instance when one wants to relate some information
produced by a given processing level and the information
that has been used as input for those processes.

Still, it should be noticed that the existence of such a
widely recognized metalanguage as XML does not solve
our problems for representing multimodal content. First,
XML by itself does not come with a formal semantics for
its tags, and thus does not satisfy the requirement of
semantic adequancy. Second, the requirements of
flexibility and extensibility forbid us to try to standardize
once and for all a precise XML format, but rather think of
providing concepts and tools for anyone to be able to
design his or her own format, while preserving
interoperability conditions with someone else’s choices.
This is the spirit in which work has already been done
within TC37/SC4 for the definition of TMF
(Terminological Markup Framework; ISO 16642, under
DIS ballot) and which has recently been taken over to deal
with morphosyntactic and syntactic annotation (see (Ide &
Romary, 2001a and Ide & Romary, 2001b, respectively).
The basic assumption that we make is that there exists an
entire class of document formats that can be modelled by
combining a metamodel, that is an abstract structure
shared by all documents of a given type (e.g. syntactic
annotation document), with a choice of the data categories
that may be associated with the various levels of the
metamodel. Such a description can be seen as a
specification of the document format, which can be
instantiated by providing XML representations for the
metamodel and the data categories. In such a view, if a
community of researchers and implementers agrees on the
definition of a reduced set of metamodels for language
resources, the actual choice of data categories is left to the
responsibility of a specific application. In this framework,
the interoperability between formats is ensured by
providing a data category registry which gathers, together
with precise reference and definition, the various data
categories needed for a particular field.

In the case of multimodal content representation we
thus advocate that, beyond agreement on the basic
components and mechanisms for instance as described in
this paper, which could go into the definition of an actual
metamodel for content representation, one should not try
to standardize a particular XML format more precisely
(though we need to make specific choices to illustrate our
approach with concrete examples, see below).

7. A simple example

In the following, we illustrate the possible combination
of basic components, general mechanisms, and contextual
data categories into a multimodal meaning representation.
This representation exemplifies the general methodology
that we suggested here, by taking up a sample semantic
representation derived from an initial example expressed
in the ULF+ format (ULF+ is a slightly updated version of
a semantic representation language that was developed
successively in the PLUS dialogue project, see Geurts and

Rentier, 1993, and in the multimodal DENK project; see
Bunt et al., 1998; Kievit, 1998).

In the XML excerpt below (corresponding to the
sentence “I want to go from Paris to Stuttgart” uttered by a
speaker named Peter), we have extended the original
ULF+ representation to introduce the notion of dialogue
act, whose participants are the speaker and the system.
This example is intended to show how we can
differentiate between three types of information in such a
representation:

= The instantiation of the semantic content
representation metamodel as an XML outline
(shown in underlined characters), which
organizes the general information layout of the
data to be represented,

= The actual information units describing the
various levels in the XML outline (shown in gray
characters);

=  The generic mechanisms used to combine events,
participants, restrictions and relations (indicated
in bold characters).

The specific choices made in this example to represent
the metamodel or the data categories as XML objects are
only one possibility among many, and this does not affect
the formal semantics of the underlying information
structure. More precisely, the following explanation may
help to clarify the example:

* The <semRep> element corresponds to the semantic
representation of one elementary utterance or
dialogue act. It is identified uniquely by an id
attribute;

e The <event> element is used in this example to
represent both the dialogue act proper (“el”) and the
event expressed by the corresponding linguistic
content (“e2”);

e The <participant> element is used to represent the
various entities involved in the events. Events and
participants being related to one another by means of
<relation> elements (with source and target attributes
pointing to the corresponding arguments of the
relation.

The various levels are then further described by a
number of data categories, chosen here to illustrate the
wide variety of possible cases. Notice the use of an <alt>
structure to illustrate the case where an ambiguity would
remain at a given step of analysis, each possibility being
associated with a certainty evaluation (‘cert’ attribute). In
accordance with the methodology developed in TMF, the
name of the corresponding XML elements and attributes
should not be the object of standardization, data categories
being defined by abstract properties.

<semRep id="rep1”>
<event id=*“e(0”’>
<evtCat>utterance</evtCat>
<speaker target="Peter”/>
<adressce target=“System”/>



<alt>
<dialAct cert="0.8">Order</dial Act>
<dialAct cert="‘0.3">Inform</dialAct>
</alt>
</event>

<participant id=“Peter”>
<!-- A description of the speaker that can be
referendum elsewhere in the document -->

</participant>

<event id=“el”>
<tense>present</tense>
<voice>active</voice>
<wh>none</wh>
<evtType>wanttogo</evtType>

</event>

<participant id=“x">
<lex>I</lex>
<synCat>Pronoun</synCat>
<num>sing</num>
<pers>first</num>

</participant>

<participant id=*“y”>
<lex>Nancy</lex>
<synCat>ProperNoun</synCat>
<pers>third</num>

</participant>

<participant id=*z">
<lex>Stuttgart</lex>
<synCat>ProperNoun</synCat>
<pers>third</num>

</participant>

<relation source=“x" target=“el”>
<role>agent</role>
</relation>

<relation source=“y” target=“el”>
<role>source</role>
</relation>

<relation source=“y” target=“el1”>
<role>goal</role>
</relation>

</semRep>

8. Action Plan

The variety of existing theoretical approaches, as well
as the wide number of factors to be considered makes it
very difficult to devise from scratch a truly generic
framework for multimodal content representation. As a
consequence it is necessary to involve, beyond the

possibilities offered by the definition of a working group
on this topic in TC37/SC4, as large a community of
experts as possible in the development of such a
framework. This is why we suggest that the work shall be
initially conducted within a dedicated working group of
SIGSEM (Special Interest Group on Computational
Semantics of the Association of Computational
Linguistics), which would be, right from the beginning, a
liaison with TC37/SC4. This group would prepare a
working draft, which would then be submitted to ISO.

Doing so, it would also be easier to ensure a proper
interaction with other interested communities, in particular
the people working on multimedia representation
(SIGMedia, in complement to the existing liaison between
MPEG and TC37/SC4) and on discourse and dialogue
(SIGDial).

The agenda would thus be the following:

* Refining the workplan on the basis of the present
paper at the TC37/SC4 Preliminary Meeting in Jeju
(Korea) in February 2002.

* Presenting a position paper at the LREC workshop on
“International ~ Standards of Terminology and
Language Resources Management” in May 2002.

* First working group meeting in conjunction to IWCS-
5 (5™ International Workshop on Computational
Semantics) in Tilburg, the Netherlands, in January
2003.
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Abstract
Intelligentcomputerassistedanguagédearning—IntelligenCALL, or ICALL—can bedefinedin anumberof ways,but oneunderstand-
ing of thetermis thatof CALL incorporatinglanguageechnology(LT) for e.g. analyzinglanguagdearners’languageproduction,in
orderto provide thelearnerswith moreflexible—indeedmore‘intelligent—feedbackandguidancen their languagdearningprocess.
However, CALL, ICALL andLT have beenthreelargely unrelatedresearchareas,at leastuntil recently In the world of education,
‘e-learning’and‘ICT-basedearning’ arethe new buzzwords. Generally whatis meantis somekind of web-basedetup wherecourse
materialsaredeliveredvia the Internetor/andlearnersarecollaboratingusingcomputermediatedcommunicatiofCMC). An important
trendin ICT-basedearningis thatof standardizatiofor reusability Standardormatsfor all aspect®f so-calledinstructionalmanage-
mentsystems‘arerapidly gainingacceptancén the e-learningindustry Thus,learningapplicationswill needto supportthemin order
to becommerciallyviable. Thisin turn meanghatthe proposedtandardshouldbe generakenoughto supportall concevablekinds of
educationatontentandlearningsystemsln this paperwe will discusshow ICALL applicationscanberelatedto the variousstandards
proposalshasingour discussioron concretesxperiencegrom a numberof (I)CALL projects wherethesestandardsreusedor where

theirusehasbeencontemplated.

1. Introduction

For someyears,| have beenactively involvedin trying
to combinecomputerassistedanguagelearning (CALL)
with languagetechnology(LT) (a.k.a. computationalin-
guistics(CL), languageengineering(LE), or naturallan-
guageprocessingdNLP)) into whatis often referredto as
“Intelligent CALL” (ICALL), bothasateacheiof CALL to
LT studentsat the university, andasa researcheinvolved
in anumberof researchefforts dealingwith CALL/ICALL
(seebelaw), andalsowith neighboringareassuchascom-
puter supportfor lesserusedand lessertaughtlanguages
(Borin, 2000a; Allwood and Borin, 2001; Nilsson and
Borin, 2002),andcontrastve linguistic studiesusingcom-
putationalmethodqBorin, 1999;Borin, 2000b;Borin and
Priitz,2001;Borin andPriitz,2002).

The presentpaperflows from a desireto make ICALL
benefitfrom, aswell asinform, ongoingstandardizatioef-
forts in the computationalinguistics and e-learningcom-
munities.

The rest of the paperis organizedin the following
way. First, | will try to sort out the relationshipsbe-
tweenCALL, LT, artificial intelligence(Al), and ICALL.
Thenl will describebriefly ongoingstandardizationvork
in the e-learningand CL communities,and someof the
standardgroposalghat this work hasproduced. Follow-
ing that, | will turn to a descriptionof some (I)CALL
projectsin which | have beenor am currently involved,
where these standardsare used or where their use has
been contemplated,namely the SwelLL Didax project,
the LingoNet project, ‘Corpusbasedanguagetechnology

for computerassistedearning of Nordic languages’the
SVANTE learnercorpusproject,and ‘IT-basedcollabora-
tive learningin Grammar’. Finally, | will discussthe sit-
uationof ICALL with regardto this standardizationvork,
in orderto form anunderstandingf wherewe standatthe
moment,but moreimportantly of wherewe would like to
gofrom here.

2. CALL,LTandICALL

Intelligent computerassisted language learning—
Intelligent CALL, or ICALL—has been defined in a
number of ways, but one understandingof the term
relevanthereis thatof CALL incorporatingLT techniques
for e.g. analyzinglanguagdearners’languageproduction
or modelingtheir knowledgeof a second/foreighanguage
in orderto provide themwith moreflexible—indeedmore
‘intelligent—feedback and guidancein their language
learningprocess.

CALL, ICALL andLT havebeenthreelargelyunrelated
researctareasatleastuntil recently:

1. The CALL ‘killer apps’have beene-mail, chatand
multimedia programs, developed and used by lan-
guage teaching professionalswith very little input
from LT researciPennington;1996;Chapelle,1997;
Chapelle, 1999; Chapelle,2001; Levy, 1997; Sal-
aberry 1999). The only kind of LT which hashad
ary kind of impacton the CALL field is corpuslin-
guistics,andevenin this caseit hasbeenthe Human-
ities Computing‘low-tech’kind of corpuslinguistics,



ratherthanthekind pursuedn LT (thelatteris some-
timesreferredto as“empirical naturallanguagepro-
cessing”).

2. ICALL hasoften beenplacedby its practitionersin
the field of artificial intelligence(Al), ratherthanin
LT (e.g. Swartz and Yazdani(1992); Holland et al.
(1995)),morespecificallyin the subfieldof Al known
asintelligent tutoring systemgITS) (e.g. Frassoret
al. (1996);Goettletal. (1998)).Partly for thisreason,
work on ICALL hasproceededby andlarge,without
feedbackinto theLT community

3. Butontheotherhand,in LT in general(human)lan-
guagdearninghasnotbeenseerasanapplicationarea
worth pursuing.In therecentbroadStateof the art of
humanlanguage technology overview editedby Cole
etal. (1996), languagdearning’doesnotappeaeven
oncein the index, andthereis no sectionon CALL.
Certainly there are some exceptionsto this general
trend; therehave beenoccasionalCOLING (Interna-
tional Confeenceon ComputationalLinguisticy pa-
person ICALL, althoughfew and far between(e.g.
Borissova (1988); Zock (1996); Schneiderand Mc-
Coy (1998)),andthereis aresearctgroupin Gronin-
genwhichhasbeernworkingveryactively onLT-based
CALL applicationsfor quite sometime (Nerbonne
and Smit, 1996; Dokter, 1997; Dokter, 1998; Dok-
ter and Nerbonne,1997; Dokter et al., 1997; Jager
etal., 1998). The situationhasbeenchangingsome-
whatonly in the last few years,however, with dedi-
catedworkshopson languagdearningapplicationsof
CL beingarrangedn connectiorwith LT conferences
andthelike (e.g. Olsen(1999);Schulzeetal. (1999);
Efthimiou (2000)).

3. Standardization in e-Learning and
L anguage Technology
3.1. E-learning standardization efforts

In the world of education, ‘e-learning’ and ‘ICT-
basedlearning? are the new buzzwords (see,e.g., Euro-
pean Commission(2000)). Generally what is meantis
somekind of web-basedetup,wherecoursematerialsare
deliveredvia the Internetor/andlearnersare collaborating
usingcomputermediateccommunicatior{CMC) methods.

An importanttrend in ICT-basedlearningis that of
standardizatiorfor reusability Standardformatsare de-

finedfor all aspect®f so-calledinstructionalmanagement

systems’. Thus, not only educationakontentformatsare
agreedupon,but alsocoursestructurformats testformats,
aswell ashow theirinteractionwith recordleepingsystems
usedin educatiorshouldtake place. Thereis a numberof
organizationsvorking on standardsn the e-learningarea,
themostimportantonesbeingIMS (InstructionalManage-
mentSysteminc. htt p: / / www. i nsproj ect. org/),
IEEE’s LTSC (Learning Technology StandardsCommit-
tee; http://1tsc.ieee.org/), the American De-
partmentof DefenceADL (AdvancedDistributed Learn-

1ICT is to bereadout“Information andCommunicatiorTech-
nologies”.

ing; http://ww. adl net. org/) initiative, and the
EuropeanrARIADNE project. Standardseing developed
by theseand other bodiesinclude educationalmetadata
(LearningObjectsMetadata— LOM; AndersonandWason
(2000)),testformats(IMS QuestiorandTestInteroperabil-
ity — QTI; Smytheand Shepherd2000)), contentpackag-
ing formats (IMS ContentPackaging; Anderson(2000)),
modularcoursavare (ADL SCORM; Dodds (2001)), and
others(see,e.g. the IMS and LTSC websitesreferredto
above). At leastsomeof thesestandardsrerapidly gain-
ing acceptancén the e-learningindustry Thus, learning
applicationswill needto supportthemin orderto be com-
merciallyviable. Thisin turn meanghatthe proposedtan-
dardsshouldbe generalenoughto supportall concevable
kinds of educationatontentandlearningsystems.
Thegeneraideais to createstandardsvhich are

“pedagogically neutral, content-neutral, culturally
neutralandplatform-neutral”
(FaranceandTonkel, 1999,9),

andwhich support. .

“common, interoperabletools used for developing
learningsystems. . .]

a rich, searchablelibrary of interoperable,"plug-
compatible'learningcontent]. . . ]

commonmethodsfor locating,accessing@ndretriev-
ing learningcontent”
(FaranceandTonkel, 1999,14)

Onemay certainlyentertaindoubtsasto the generakat-
tainability of thesegoals but onecannotafford toignorethe
hugeamountof time andlaborinvestedin pursuitof their
fulfillment by the organizationamentionedabove andoth-
ers. This beingso, it is of coursenot unimportantf learn-
ing andteachingwithin aparticularfield—suchaslanguage
learning—isadequatelygoveredby the proposedstandards
or not.

3.2. Standardization in Language
Technology/Computational Linguistics

In the LT world, too, standardizatiorfforts arelegion,
anda recurringthemeat the LREC (LanguageResources
andEvaluationConferenceyeriesof conferences.

Thereis LT standardizatiorwork going on at leastin
theareasof

e resourcestorageandexchange:TIPSTER(Grishman
etal., 1997),ATLAS (Bird etal.,2000),XCES(lde et
al., 2000);

e resourceannotation: XCES (lde et al., 2000), EA-
GLES (e.g., tagsets: see Monachini and Calzolari
(1996));

e resourcemetadata:OLAC, ISLE (Wittenkurg et al.,
2000);

e resourcepresentatiorand manipulation.andsoftware
integration: THISTLE, GATE (Cunningham,2001),
KABA (Olsson,2002).



To the bestof my knowledge however, thework within
LT on resourcemarkup and annotationhas not beenin-
formed by languageearningapplicationsor by the work
doneon compiling andinvestigatingso-calledearnercor-
poraby appliedlinguisticsresearcherg¢see,e.g., Granger
(1998)).

4. (1)CALL Case Studies

In this section,we will look at someCALL research
projects,wherethe issueof combining(I)CALL applica-
tionswith e-learningstandard$iasarisenin variousways.

4.1. Didax

Didax — the Digital Interactive Diagnostic Adminis-
tering and Correction System,is a projectin the frame-
work of the SwedishLearning Lab (SwelLL), a research
effort funded by the Knut & Alice Wallenbeg Founda-
tion aspartof the largerWallenbeig Global LearningNet-
work ende&or, wherea numberof centers—ofnodes"—
worldwiderecevefundingfor exploring theuseof ICT and
othernew technologiesn highereducation.

At present,there are three nodesin the WGLN: (1)
SwelL, with threeparticipatinginstitutionsof higher ed-
ucation, (1a) the Royal Institute of Technologyand (1b)
Karolinskalnstitutetin Stockholm,and(1c) UppsalaUni-
versity, (2) the StanfordLearningLab (SLL), at Stanford
University, California, USA, and(3) LearningLab Lower
Saxory (L3S), at the University of Hannwer, Germary.
SwelL researchis currently organizedinto a multi-tiered
structure,with two top-level ‘projects’ subdvided into a
numberof ‘experiments’.Eachexperimentis further sub-
dividedinto ‘tracks’, whereeachtrackin turn typically is
madeup of several researchhteamscooperatingon related
researchissues.Our work on Didax is thuscarriedout in
theDigital Resoucesin the HumanitiesDRHum)track of
theArchives— Portfolios— EnvironmentgAPE) experiment
of the SweLL projectNew meetingplacesfor learning —
New learningervironments

The Didax researchteam currently consistsof three
computationallinguists and one SLA researcherbut we
also cooperateclosely with the other DRHum research
teams,drawing on the other kinds of competencdound
there especiallytheteamsworkingwith digital archivesfor
humanitiegeachingaswell aswith the UppsalaLearning
Lab e-folio projectgroup.

The endresultof the Didax projectis supposedo bea
web-basedanguagetestingenvironment,which will pro-
vide both studentsand teacherswith a more flexible for-
matfor taking, marking,constructingandsettingdiagnostic
languageestsin highereducation.In Figurel, the overall
architectureof Didax is shovn. The three Didax clients
(teacher— settingtest teadher— markingtest andstudeny
runin ordinaryweb browsers. Thereis nothingout of the
ordinaryto be seenin ary of theclientinterfaces.This is
quitedeliberate Most of theinnovationis hiddenunderthe
surface,andtheinterfaceis a familiar onefrom mary web
applications.Didax is describedn moredetailby Borin et
al. (2001).

4.2. LingoNet

LingoNet is a one-yearR&D project funded by the
SwedishAgeng for DistanceEducation. The projectis
a cooperatiorbetweenthe Divison of IT Servicesandthe
Departmentof Humanities,Mid SwedenUniversity, and
the Departmentof Linguistics, UppsalaUniversity (see
http://ww. nitt.mh.se/lingonet/).

Theaim of the LingoNetprojectis to build a ‘language
lab on the Internet’, i.e. a web site with a collection of
languagedrainingresourceso beusedin highereducation,
both locally and in distanceeducation. Even thoughthe
pointof departurdor the LingoNetprojectis thetraditional
languagédab, we actuallyervisionamoregeneralanguage
trainingresourcehanthis, i.e. a ‘computerlanguagdab’,
ratherthan a ‘computerizedversionof the taperecorder
basedanguagdab’, astheideais not only to transferolder
techniquesnto this new technologybut alsoto exploit the
additionalpossibilitiesofferedby thenew technologyitself,
including the incorporationof LT-basedanguagdearning
resource$n theLingoNetlab.

Specifically in the LingoNet project,we malke system-
atic useof quality controlandmetadatalt is awell-known
fact that the information to be found on the web on ary
topicis, notonly abhundantin almostall casesbut also—to
put it mildly—of extremelyvarying quality. At the same
time, web searchenginesare still fairly primitive, so that
finding educationatesourcesappropriateasto their con-
tentandlevel—regardlessof their quality—in itself takes
somework (Howard Chen, 1999, 24f.). It is only after
they have beenfound that the real work begins, however,
whenthe chaf—resourceswvhich are of low quality or of
the wrong kind—is to be separatedrom the wheat—the
resourcesvhich we canusefor our educationalbpurpose,
i.e. educationalvebresourcesvhich arequality controlled
andclassifiedasto their contentandlevel. In theLingoNet
project,the quality controland metadatanarkuparedone
by academidanguageaeachersFor moredetailsaboutthe
LingoNetproject,seeBorin andGustasson(2000).

4.3. Corpusbased language technology for
computer-assisted learning of Nordic languages

‘Corpus based language technology for computer
assistedlearning of Nordic languages’,or in short, the
Squirrelproject,is fundedby the Nordic Council of Minis-
ters,andrepresents collaborationbetweerthe University
of Helsinkiin Finland,the researctfioundationSINTEFin
Norway, andStockholmUniversityin Sweden(seeht t p:
[ Iww. i nformatics. sintef.no/projects/
CbLTCal | Nordi cLang/ squirrel.htm).

One of the aims of the Squirrel project has beento
build a prototypeweb browser for studentsand teachers
of Nordic languagessa secondanguagewhichwill help
themto find practicetexts onthewebaccordingo thethree
parametertanguage, topic, andtext difficulty (Nilssonand
Borin, 2002). For more detailsaboutthe Squirrel project,
seeBorin etal. (2002)
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Figurel: Theanatomyof Didax

44. SVANTE

SVANTE (SVenskaANdraspraks@&xter— SwedishSec-
ond LanguageTexts) is a loosecollaborationbetweenin-
guists, computationallinguists, and teachersof Swedish
as a secondlanguage,with the aim of creatinga versa-
tile learnercorpusof written Swedish,to complementhe
learnercorporaof spolen Swedishthat alreadyexist (see
http://ww. | ing.uu.se/lars/ SVANTE/). The
SVANTE projectis partly fundedby VINNOVA within the
CrossCheclsecondianguageSwedishgrammarchecking
project (see htt p: / / ww. nada. kt h. se/ t heory/
proj ect s/ xcheck/).

45. 1T-based collaborativelearning in Grammar

‘IT-basedcollaborative learningin Grammar’is a col-
laborative project,fundedby the SwedishAgeng for Dis-
tanceEducation,with partnersin the Linguistics Depart-
mentsattheuniversitiesn UppsalaandStockholm andthe
IT Departmentandtwo languagedepartmentsat Uppsala
University This projectrevolvesaroundtwo fundamental
assumptions:

1. Theuseof web-basedommunicatiorandcollabora-
tion technologiewill helpus make make basicgram-
marcoursedetterandmoreeffective for studentsand
teacherslike;

2. Languageesourcesriginally developedn aresearch
setting,suchastaggedandparsecdcorpora(of Swedish
in our case)and grammarwriting workbenchesgcan
be (re)usedn the context of teachinggrammar(Borin
andDahll6f, 1999).

Perhapg shouldclarify at this pointthatthisis not pri-
marily an applicationintendedfor language students but
ratherfor studentsof Linguisticsand ComputationalLin-
guistics,althoughwe believe thatit will be usefulalsoasa
componentn languagecoursegSaxenaandBorin, 2002).

4.6. Relation to elearning standardsand to ICALL

Theseprojectsare variously relatedto ICALL on the
onehandandto e-learningstandarden the other:

e Didaxis notanICALL projectper se but createsan
infrastructurewhich canbe usedfor ICALL applica-
tions, andthus mustbe ableto accomodatehem. It
usesthe IMS QTI, andthe IEEE, IMS, ARIADNE
LOM emeping standards.

e LingoNetis notanICALL projecteither but it goes
without sayingthatamongthe moreexciting possibil-
ities for aweb-basedanguagdab arelanguagdrain-
ing applicationsbuilt on LT methodsand resources;
hence,we must take this into considerationin de-
signingthe underlyinglanguagdab format. Lik e Di-
dax, LingoNet canbe consideredasan infrastructure
projectwhich shouldbe able to accomodatdCALL
applications.The standardsnvolvedarelMS Content
PackagingandlEEE, IMS, ARIADNE LOM.

e SquirrelisanICALL project,whichdoesnot(yet) uti-
lize ary of the proposece-learningstandardsbut we
seehow e.g. the LOM could be usedto mark up the
locatedtext resourcese.g. for inclusionin something
likethelLingoNetdatabase.

e SVANTE formsanintegral partof anICALL project,
namely the CrossChecksecondlanguagegrammar
checkingproject, but SVANTE itself is morein the
way of a linguistic resourceproject, whereLT stan-
dardsfor basicmarkupandlinguisticannotatiorof the
texts areimportant.

¢ ‘IT-basedcollaboratie learningin Grammar'is very
muchan ICALL project. At this initial stageof the
project (it startedin January2002), thereare still a
numberof implementationatletailsleft to bedecided.



However, we would certainlylik eto make ourlearning
resourcesswidely usefulaspossiblemeaningj.a.,

1. thatthey shouldbe—wholly or in part—easyto
integrateinto othere-learningenvironments but
also

2. thatit shouldbe easyto usecorpusresourcegor
otherlanguageshanSwedishin our application.

The first requirementimplies the existenceand use
of generaktandardgor e-learningapplicationswhile
the fulfilment of the secondrequirementcertainly
wouldbefacilitatedby standardizatioof languagee-
sources.

learnercorpora(longertexts) or in analyzersof free
learnerlanguageproductionin ICALL languageex-
ercises. Thus, part-of-speecl{POS)taggingor pars-
ing of learners’interlanguagemay have to dealwith
catgyoriesabsentfrom the canonicaltarget language
grammaiasreflectedn anLT standardetc.,but which
canberelatedeitherto cateyoriesin the learners na-
tivelanguageto universallyunmarledcateyories,to a
conflationof target cateyories,to the pedagogysed,
to some combinationof these,etc. (Cook, 1993,
18f.). The statusof a given linguistic elementcan
changefrom onelanguagdearningstageto another
e.g. theunmarledform in a morphologicalparadigm
becomingfunctionally more and more specified,as
thelearneracquireshe marked forms andtheir func-

5. So, wherewill the Standardsfor ICALL tions3
Come from? Hence multiple linguistic annotation®f thekind pro-
Summingup the foregoing, we may saythat thereare posedfor XCES (Ide et al., 2000)and ATLAS (Bird
threecommunitieswhich would benefitfrom closerinter- etal., 2000;CottonandBird, 2002)areanecessityfor
action,becaus®f a considerableverlapin their goals,but languagdearningapplicationsof e.g. languagecor
whichthusfar have pursuedhesegoalsseparately: pora? In additionto providing multiple annotations

. ) . . of the samelinguistic object (a word, phrase,etc.),
1. The ‘ordinary’ CALL community—includingthose

researchersvorking with learner corpora—hasex-
tremelytenuoudinks to LT (seee.g. Chapelle(2001,
32ff.)), and,asfarasl have beenableto acertainnone
at all to the ongoinge-learningstandardizatiornwork
mentionedn section3.1.above.

. Nor is the e-learning community working on ary
standardizatiorior language learning (asopposedo
learningin general).For example,the IMS Question
andTestInteroperability(QTI) proposakpecifiedive
testquestiorresponseypes,which canberenderedn
up to threedifferentformats (Smytheand Shepherd,
2000, 17). However, for the ‘IT-basedcollaboratve
learningin Grammar'application,aswell asfor mary
otherof thecorpus-base@ALL applicationgoundin
the literature,a responseype “select(portion/sof) a
text” would certainlybe goodto have ?

. TheLT communityis notinvolvedin ary standardiza-
tion effort for language learning information (as op-
posedto language informationin general).The kinds
of standardshat cometo mind first arethoseinvolv-
ing linguistic annotatiorschemeswith regardto both
their contentandtheir form:

So-calledlearnerinterlanguaye is characterizedy a
numberof linguistic featuresabsentfrom the native-
spealer version of the target language(and some-
times absentfrom the learners native languageas
well (RichardsandSampson1974,6)). Interlanguage
goesthrougha numberof stagesterminatingin a fi-
nal (hopefully close)approximationof the targetlan-
guage. This hassomeimplicationsfor linguistic an-
notationsof learnerlanguageproduction,whetherin

theannotationshouldalsobe relatableto eachother,
makingit possibleto relatean analysisof a form in
learnerproductionto the (inferred)intendedinterpre-
tationof this form, for providing appropriatdeedback
to thelearner The linguistic categoriesprovided by
annotationstandardsvould needto be differentfrom
the onesusedby native spealer experts(which is ar-
guably most often the kind of annotationaimed for
now) if they areto beusedfor formulatingfeedbacko
languagdearners.They would alsohave to be differ-
entfor differentkinds of learnersdependingon their
level, backgroundnative languageetc.

Standardizationof (formats for) error typologies
wouldalsobedesirable Again, this desideratunis not
exclusive to languagdearningapplications;work on
grammarandstyle checlersfor native spealerswould
also benefitfrom standardizedormats for error ty-
pologies.

In the sameway asthe learners languageprogresses
through successiely more advancedstages,the au-
thenticlanguagehatthe learneris exposedto aspart
of her learningprocessshouldbe successiely more
comple, in alinguistic sense.This is the main mo-
tivation for the Squirrel web searchapplicationde-
scribedabove (NilssonandBorin, 2002). Here,there
is consequentlya needfor a classificationand con-
comitantannotationschemewhich relateslinguistic
compleity to languagelearning stagesfor applica-
tionswherecorporaare usedfor e.g. generatingan-

Here | have in mind casessuchaswhen e.g. learnersof
Englishinitially usethe infinitive (or sometimegerund)astheir
only—andhenceextremely polyfunctional—erb form, andthen
graduallystartusing otherforms (tensedformsin finite clauses,

2In theQTI specificationthereis actuallyasixthresponséype  etc.), which thenusurp,asit were,someof the functionsof the
response-extension, intendedfor proprietaryresponsetypes, initial forms.
but the predefinedypeswill alwaysdeterminethe ‘path of least “Multiple annotationsactually seemnecessaryor otherrea-
resistance’atleastfor mary users. sonsaswell, seee.g. Sampsor(2000).



guageearningexercises.

In languagelearning applications,the needto cater
for bilingual andmultilingualtext materialds evident,
whichraisegheissuef how to handlemultiple writ-
ing systemsin a standardizedvay, e.g. left-to-right
and right-to-left writing in the sametext corpus(the
latterissueis raisedby CottonandBird (2002)asstill
not having beendeterminedor ATLAS).

Hopefully, the stateof affairsdepictedhereis really due
moreto lack of interactionthan arything else,andif the
presenpapercanbeinstrumentaln bringingaboutthisin-
teraction,it will have senedits purpose.
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Abstract

The detection of personal names as well as proper names, and the identification of unknown words in unrestricted texts are critical
tasks in NLP for East Asian languages, especially for word segmentation, information retrieval and machine translation. This is even
more critical for Chinese which uses almost exclusively only the Chinese script and has little overt morphological markings and no
equivalent use of capital letters for proper nouns as in English. This paper: (1) discusses the extent of the problems in some relevant IT
applications, (2) analyzes the structure of Chinese personal names, and (3) presents some relevant processing strategies and the
supporting language resources in general. Differences among Chinese personal names in Beijing and in Hong Kong are highlighted. It
is argued that the awareness of variation in names across different Chinese communities constitutes a critical factor in enhancing the

effectiveness of Chinese personal name identification algorithms.

Keywords: Chinese, personal name identification, word segmentation, Chinese IT applications, Chinese linguistic differences

1. Introduction

Personal names constitute an important linguistic
symbol in conveying meaning. They are anchors of ideas,
events, cultural artifacts, etc., e.g. Nobel Prize, Newtonian
physics, Clinton-like behaviour and Thatcherism. Personal
names provide a rich source for terminology in many
domains. Efficiency in personal name identification is
important for improving the detection and extraction of
terms in the field of computational terminology. The last
few years have seen the growth of research in this area
(Miller et al., 1999; Cucchiarelli and Velardi, 2001).
Named entity recognition was highlighted as an evaluation
task in the Sixth and Seventh Message Understanding
Conferences (MUC-6 and MUC-7) and First and Second
Multilingual Entity Task (MET-1 and MET-2).

Because of the diverse and important linguistic
differences between Chinese and English, personal name
identification in Chinese involves many more complex
issues than in English, e.g., word segmentation, absence of
capital/small letter distinction, morphological paucity,
syntactic ambiguity, and significant social and cultural
differences among Chinese communities (Tsou and
Kwong, 2001). Recent statistics from Chinese corpora
provides an indicative range of personal names appearing
in different domains (Tsou, 2000; Tsou, 2001). Table 1
shows that personal names account fohas much as 16.8%
of all word types in the 3-year LIVAC-newspaper corpus.

"LIVAC synchronous corpus collects newspaper texts
every four days since 1995 from Chinese newspapers in 6

They represent up to 2.4% of the word tokens in the 29
million character corpus.

Newspaper Newspaper Court
Headlines® Text Proceedings
Hong Taiwan 6 Chlne's§: Hong Kong
% Kong (1 yr) Communities (1 case)
(Lyn) Q3 yrs)
Type 4.5 4.2 12.8 to 16.8 4.6
Token 44 3.7 1.6 to 2.4 0.6

Table 1 Amount of personal names in different domains

Because of the inherent linguistic problems above, the
processing of Chinese personal names (as well as other
named entities) in NLP requires much more than itemized
listing, and poses a serious challenge.

The rest of the paper will be divided into three main
sections: (1) assesses some relevant basic problems
encountered in IT applications, (2) introduces the structure
of Chinese personal names and the relevant processing
strategies, and (3) highlights the importance of building
language resources for personal name extraction.

Chinese communities including Beijing, Hong Kong,
Macau, Shanghai, Singapore and Taiwan.

(LIVAC website: http://www.rcl.cityu.edu.hk/livac)

% The estimation is based on the 3 year data (1995—98) from
the LIVAC corpus. It contains 29 million characters.




2. Significance of Personal Names in IT
Applications

Efficient identification of personal names is crucial in
many IT applications. Poor management of personal
names in these systems can compound the errors in other
NLP modules, resulting in serious deterioration of system
performance. Cheung et al. (2002) conducted tests
showing that poor personal name processing results in
serious webpage retrieval errors.

(1) PO RIS T T4 4 (Sin) B
Chen Zhongjiang will compete with a Russian athlete for
the gold medal for Tackwondo.

(2) AR e L Z IR (Google Chil)’
Admiral Chen Zhongjiang inspected the trainee army
force in Nance centre.

For example, the examined search engines mistook H1jf
zhongjiang in (1) and (2) as the common noun for the
military rank of “lieutenant general”, whereas, in fact,
they represent given names in the above contexts. The
problem is similar to identifying Dean Martin, the well
known American entertainer, as the head of a faculty in a
university.

Tsou and Kwong (2001) also reported t the
Chinese-to-English machine translation systems “ have
serious but unrecognized problems handling personal
names. Table 2 shows that all four machine translation
systems perform rather poorly in personal name
identification. The probable cause for the errors is the use
of static name list to identify personal names. The above
demonstrates that IT applications need far more
sophisticated algorithms than simple character matching

and name database to adequately detect personal names in
Chinese texts.

Data Translation Accuracy
Source [“EWGate | T ongYi | Transtar | WorldLingo
————————————————————————
Hong | y400 | 5% 9% 15%
Kong
Beijing 30% 6% 20% 56%
Taiwan 19% 0% 5% 16%

Table 2 Translation accuracy of personal names

3. Processing Chinese Personal Names:
Challenges and Strategy

3.1. Challenges in Processing Chinese Personal

Names

The basic structure of modern Chinese personal names
is largely similar across different Chinese communities.
Although the frequent length is 2 to 3 characters, the
maximum can be as long as 6 characters. Table 3 shows
the possible structures of Chinese personal name. Chinese
personal names begin with a one- or two-character
surname, followed by a one- or two-character given name.
The name of a married female may be preceded by her
husband’s surname, as in (e) and (f). The unique structure

Full Name Husband's Surname Surname Given Name Length
HI (H2) | + S1 (82) | + Gl (G2)
. 2 % & 5
Li Peng LI Peng
b G/ g /N = 3
' Deng Xiaoping Deng Xiao | Ping
. T # | B 7 5
Zhuge Liang Zhu Ge Liang
. AT W | 5 W B |,
Dongtang Wenying Dong | Fang Wen Ying
. B2 P Ji % & 4
Chen Fang Ansheng Chen Fang An Sheng
L | #EaUmE # | B W | 5 W B
Zhuge Dungfang Wenying Zhu Ge Dong | Fang Wen Ying

Table 3 Structure of Chinese personal names

3 Google [Big5 Chinese] URL: http://www.google.com/intl/zh-
TW and Sina URL: http://www.sina.com.cn

*(1) Transtar V3.0, (2) TongYi *98, (3) WorldLingo
(http://www.worldlingo.com), (4) EWGate:
(http://www.EW Gate.com/ewtranslite.html)



is found in speech or writing of formal register in some
Chinese communities such as Hong Kong.

Apart from variable length, several characteristics
make Chinese personal name processing difficult:

(a) There is no explicit morphological marking or
capitalization for names in Chinese.

(b) Chinese texts do not have explicit word boundary.

(c) The character set for surnames and given names is a
subset of Chinese characters for common Chinese
words, and hence readily gives rise to structural
ambiguity.

(d) Some personal names may be simple mono-syllabic
words.

(e) Some polysyllabic words can be embedded in
Chinese personal names, e.g. FHEAE Wang Chaowen
(FH wangchao = dynasty), BEJEF] Ma Shengli (JF5F1]
shengli = victory) and E%REE Yan Su (BGEE yansu =
serious(ly)).

3.2. Basic Strategies

The complexity of Chinese personal name
identification task calls for a combination of different
processing strategies. They can be broadly divided into
statistical approach and linguistic approach.

3.2.1. Linguistic Approach

Linguistic context provides important cues to locate
Chinese personal names. Syntactic structures and lexical
collocation provide good indication on whether or not the
character string immediately before or after it is a
potential personal name, e.g. HR&GHE LA (Mr. Zhang
Zhiwei) and JEAFEHEIE (Premier Zhu Rongji). Sun et al.
(1995) integrates features to detect frequently used
patterns, lexical items and syntactic structures that are
useful for identifying names. For example, personal names
often precede verbs like &t shuo (say), f&H zhichu (point
out), etc. Li et al. (2001) detect personal names by
evaluating the interaction between potential personal
names and neighbouring words. The POS co-occurrence
restriction is checked and the best segmentation for
potential name string is computed so as to generate the
most probable context. Luo and Song (2001) studied the
structure of personal name and place name formation. The
linguistic knowledge is represented as a set of generative
rules in finite state automata. Additional exceptional
handling is added to deal with easily confused ambiguous
contexts.

3.2.2. Statistical Approach

Statistical approach has been the most popular
approach for name identification task. Previous studies
typically exploited the character distribution frequency in
different parts of a name and designed algorithms to
extract string patterns that match the distributional criteria.
For example, Sun et al. (1995) an%| Song and Tsou (2001)
reported that about 400 characters™ could cover over 99%
of all Chinese surnames in texts. Furthermore, some
character combinations in given names are more frequent
than others. Cheung et al. (2002) also pointed out that
there are significant variations among Chinese
communities. The character preference in given names
varies depending on a range of factors like gender,
geography, character position in a given name, social
changes, etc. The character probability is approximated by
frequency distribution from large text corpora or name
databases.

Sun et al. (1995) and Zheng et al. (1999) evaluated
every candidate string by computing mutually exclusive
probability for the 3 characters in a name candidate string,
as in (6).

(6) Ppn (Cl 2 C3) =P sur (Cl) *p ml (02) *p m2 (03)

where

D pn () = probability of candidate string s being a
personal name

P sur (x) = probability of character x being a surname

P w1 (x) = probability of character x being the first
character of a given name

P m2 (x) = probability of character x being the second
character of a given name

Li et al. (2001) proposed to measure probability of a
potential name string by considering the probability of the
3 characters in a name candidate string as mutually
inclusive events, as in (7) adapted from Lii et al. (2001).

(7) ppn (c1c2c3) = prr(c) + pra(c2) + puz (c3)

where

Pon (8) probability of candidate string s being
a personal name

pir (x) = probability of character x being a
surname

piv (x) = probability of character x being the
first character of a given name

pne (x) = probability of character x being the

second character of a given name

Most Chinese personal name identification algorithms
incorporate linguistic and statistical techniques. These
hybrid systems have been reported to achieve 80—90%
precision and recall rates (Sun et al., 1995; Lii et al., 2001;
Luo and Song, 2001).

> There are 21,886 characters in the GBK Chinese
character set.



4. Personal Name Language Resources for
Terminology Extraction

Statistical frequency data, as discussed in Section 3,
has to be based on empirical data from large text corpora.
Thus relevant personal name databases become a critical
resource to support name identification systems and to
customize algorithms. At least four major dimensions
should be adequately addressed in the construction of
personal name language resources, including: (1)
structural distribution, (2) character frequency of personal
names, (3) character co-occurrence for given names, and
(4) communal differences. The significance and relevance
of appropriate personal name database cannot be
overemphasized because of the rarely understood
magnitude of variation of personal names among Chinese
communities which is much greater than that existing in
English speaking communities. We will illustrate the
differences in personal name patterns by asing name
databases taken from Beijing and Hong Kong.

4.1. Structural Distribution

Single-character surnames predominate both databases,
accounting for over 99%, as in Table 4. This suggests that
double-character surnames may be handled separately
using item listing in view of its very limited number of
types and tokens. The data shows a divergence in the
preference for single- and double-character given names
in Beijing and in Hong Kong. Single-character names
account for 29% of the Beijing database.~In contrast,
single-character given names only cover 2% of the data
for Hong Kong. The findings are crucial to the
prioritization of rules related to the length of personal
names in identification algorithms.

Surname Given Name

% Beijing | HK |Beijing| HK
P e  ————

Single-Character 99.9 99.6 29.1 2.1

Double-Character 0.1 0.4 70.9 97.9

Table 4 Distribution of name structures

% The Beijing name database has 125,033 names, and is drawn
from a county in Beijing. They are representative of names in
Mainland China because the county population is composed of
migrants coming from different provinces of China. The Hong
Kong database contains 11,358 names. They are student and
staff names taken from the Registrar’s Office, City University of
Hong Kong.

7 Sun et al. (1995) reported that single-character given names
account for about 37% of the name database for all students’
names (10 years) at Tsinghua University in Beijing.

4.2. Character Frequency of Personal Names

Not all characters are equally probable in being
different parts of a Chinese personal name. All studies
mentioned in Section 3 have exploited such characteristics
to different extent. Table 5, 6 and 7 show that the ten most
frequently used surnames, first character and second
character of given names.

Beijing Hong Kong
2| g Sl g 5
S| g X = S| g =S g
=3 S |73 3
|
+ bR 10
1 9.1 9.1 1 ) 10.2
Wang Chen
G5 B
2 83 | 174 || 2 6.7 | 169
Zhang Wang
== ==
3 79 | 253 | 3 59 | 22.8
Li Li
2 %
4 6.5 | 318 || 4 4.6 | 274
Lz Liang
GH S
5 32 | 350 5 42 | 31.6
Chen Lin
e} i3
6 32 | 382 6 3.6 | 35.2
Zhao Zhang
% 2
7 30 | 412 | 7 3.0 | 38.2
Yang Liu
R 5
8 20 | 432 | 8 3.0 | 41.2
Sun Wu
& )
9 1.7 | 449 | 9 2.8 | 44.0
Ma He
Bk &
10 1.6 | 46.5 | 10 2.1 | 46.1
Wu Zheng
Table 5 10 most frequent single-character surnames in

Beijing and Hong Kong

(Shaded items appear in both columns.)



Beijing Hong Kong Beijing Hong Kong
4 - 3 > Y .
= — o\c E o\c = - o\c E o\c [=} N oc E oo =} N o E o
E SHEIE S B1S |=|&%|&|® |=|&°
|
W 2 E #
1 32 | 32 1 3.8 | 3.8 1 36 | 3.6 1 3.1 | 3.1
shu Jia hua yi
* {5 B ¥
2 31| 63 | 2 37| 7.5 2 . 341 70 | 2 23| 54
yu wer ying hua
75 = [ B
31 77 129l 91 |3 = 135 110 3 210 91§ 3| 22|76
Xiu Zhi lan ming
i ES g (53
4 26 | 117 | 4 2.8 | 13.8 4 , 19| 11.0 | 4 122198
X120 Jia ping min
5 23 | 140 || 5 2.2 | 16.0 5 1.8 | 128 || 5 2.1 | 119
wen yong zhen wen
beid = | B
6 22 162 6 2.1 | 18.1 6 1.7 | 145 || 6 1.9 | 13.7
Jian hui ming ling
& e it
7 1.9 | 180 || 7 2.0 | 20.1 7 1.6 | 16.1 || 7 1.7 | 15.4
zhi guo rong shan
7N A & fix
8 1.8 | 198 || 8 2.0 | 22.0 8 1.5 | 176 | 8 1.6 | 17.0
xiao wen sheng xin
+ 1l 77 i
9 1.7 | 2151 9 1.9 | 24.0 9 1.3 | 189 ] 9 1.6 | 18.6
gui pei fang hui
& 24 = E3
10 1.4 | 228 || 10 1.9 | 259 10 1.3 | 20.1 || 10 1.6 | 20.1
chun li qin wen

Table 6 10 most frequent first characters (G1) of double-
character given names

(Shaded items appear in both columns.)

The character type for Chinese surnames is fairly
limited in actual data. In Table 5, the ten most frequent
surnames cover over 46% of the name tokens though
the ranking of surnames is quite different in both
databases. For example, the most frequent surname -
Wang in Beijing is ranked as 14th in the Hong Kong. In
contrast, the character types for given names are far
more diverse. In the Hong Kong database, there are
over 820 character types for given names as opposed to

Table 7 10 most frequent second characters (G2) of
double-character given names

(Shaded items appear in both columns.)

257 character types for surnames. As shown in Table 6
and 7, the ten most frequently used G1 and G2 character
cover no more than 26% of all name tokens in both
databases respectively.



4.3. Character Co-occurrence for Given Names

Apart from localized character preference in given
names, our data also reveals that the character
combinations of double-character given names are far
from being random. Previous research tended to consider
the probabilities of each character position in isolation,
and ignored interesting patterns of character co-
occurrence in given names. The information is useful for
resolving ambiguity given rise by the diverse character
types in given names. Here are two examples for the two
most common G1 characters from Hong Kong database:
5% jia and {& wei. Given Gl = 3Z jia / {& wei, there is
about 30% of chance that the given name is one of the
combinations in a—e and f—j respectively. (Table 8)

Combina- o Cum. Combina- o Cum.
tion ’ % tion ’ %
B+ {5 + 50
a 112|112 f 6.4 | 6.4
jia + min wei + giang
BT &+
b 6.5 (177 |¢g 5.7 | 121
Jia + yi wei + wen
e e+
c 4.6 [223|h 5.7 | 17.7
Jia + min wei + xiong
P B+ B
d 43 1266 |1 54 1232
jia + qi wei + jie
A {5+ 1]
e 3.6 {30.1]] 52 | 283
Jjia + wei wei + ming

Table 8 5 most frequent combinations provided G1 =
5 jia | {& wei

4.4. Communal Differences

Previous studies do not seem to pay much attention to
the sociolinguistic aspects of name variation among
Chinese communities. It has been mentioned in Section
4.1 that there are far more single-character given names in
the Beijing database. If we further compare the columns
for Beijing and Hong Kong in Table 6 and 7, only two
characters overlap. The divergence in character preference
is obvious in the two databases. The implication is that
name identification algorithms using statistical approach
should maintain character probability derived from
various Chinese communities in order to maximize the
performance. Other sociolinguistic differences such as
married female’s names, nicknames, etc, have yet to be
studied. The assumption that personal name identification
can be simplistically tackled on the basis of personal name
language resources from a single community will certainly
be problematical for NLP applications that have to process
unrestricted texts from different geographical locations.

5. Further Works

Based on Section 4.2 and 4.3, further investigation into
the statistical distribution of personal names can be done.
First, it seems that previous studies tended to have
overlooked character co-occurrence phenomenon. Co-
occurrence probability can be used to improve existing
algorithms for Chinese personal name tagger. For example,
instead of merely utilizing the probability of a candidate
character being part of a name, the tagger may give a
higher rating to those candidate strings whose G1 and G2
combination is commonly found in Chinese names.
Statistical studies like those in Section 4.3 will be
conducted for all character combination in the two
databases to identify high frequency patterns.

Second, as we mentioned earlier and noted by a
reviewer, gender is a significant factor in character choice
for given names. Such data may find applications in
transcription system and speech recognition application
such as caller name identification. The recognition engine
may first determine the caller’s gender based on the
speaker’s voice pitch and then select the appropriate
probability database for name identification task
accordingly.

Third, the communal differences revealed by our
preliminary analysis suggest that name databases from
other Chinese communities are important language
resources. For example, more name databases will be
collected (e.g. Shanghai, Taiwan and Singapore) for
comparison.

6. Conclusion

Personal names provide an important source for new
terms in text processing. Personal name identification is
crucial to terminology extraction. This paper discusses the
challenge and basic strategies in personal name
identification in unrestricted Chinese texts. The review of
IT applications shows that reliability in the processing of
Chinese personal names is still far from acceptable. This
situation contributes to serious errors in other NLP tasks
such as incorrect data retrieval and parsing. Current
Chinese personal name identification systems capitalize
on linguistic and statistical techniques to deal with the
processing. To adequately support such systems, personal
name language resources are critical. Four dimensions
have been highlighted in the construction of such
resources, including (1) structural distribution, (2)
character frequency of personal names, (3) character co-
occurrence for given names, and (4) communal
differences. Despite the potential contribution to the
identification task, the latter two dimensions seem to have
gone largely unnoticed in the literature. More empirical
study of personal names will be beneficial to the
performance improvement of personal name identification
systems.
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Abstract

In this paper, the author surveys how the proportions of etymological type have changed in current computer-related terms of
Japanese. As a result of inquiry regarding recent computer terminology, the fact that the decreasing of Sino-Japanese words and

the increasing of Alphabetical words has confirmed.

Introduction

Japanese words are conventionally divided into three
etymological types, known as goshu in Japanese,
according to whether they are of pure Japanese, Sino-
Japanese or Western-loans. In this paper, the author
surveys how the proportions of each type have changed
in current computer-related terms, and considers what
the future may hold for Japanese technical terms.

First, some technical terms required for the analysis are
explained, and previous studies introduced. The
materials and analytical method are then described, and
the results reported. The results of opinion polls on
people’s thoughts regarding the use of foreign words
are also introduced, and a proposal on word coining is
presented.

1 "GOSHU " in Japanese Linguistics

The term goshu refers to a basic convention used in
classifying the parts of the Japanese vocabulary. It is
the taxonomical concept for defining words according
to their etymological source. The three basic types
that are taken to constitute the Japanese vocabulary are
the words of pure Japanese, Sino-Japanese and
Western-loan.

The pure Japanese words, wago, are the words of
traditional Japanese origin. These are frequently found
in terms that express fundamental concepts in Japanese.
They are written in hiragana syllabary or kanji
(Chinese characters) in general.

The Sino-Japanese words, kango, can primarily be
described as words that are borrowed from Chinese.
However, the kango are read in a Japanese, not a
Chinese way, despite the use of the Chinese characters.
(This is similar to the many different pronunciations of
the word euro, which varies so much from language to
language.)

There is also the concept of wasei-kango, namely Sino-
Japanese words created in Japan, as a subdivision of
kango. These are unique Japanese coinages that use
Chinese morphemes.

The traditional scientific terms include many Sino-
Japanese words. It is usual to use Chinese characters
when writing these Sino-Japanese terms. It has been
observed that weight of the Sino-Japanese words in
Japanese language is similar to that of words of Latin
origin in English (Miyajima, 1995).

The Western-loans, called gairaigo, are mostly loan
words from Western languages (mainly English), and
sometimes the words of not-western origin are also
included exceptionally. The newest terms include many
words of western origin. It is usual to use katakana
syllabary when writing these Western-loans, but the
alphabet is also used in some cases.

These three types compose the fundamental taxonomy
of Japanese etymological word types.

In addition, some new words are formed by combining
the different types. These hybrid words are called
konshugo.



2 Previous research

It has been shown in quantitative terms that the use of
kango, Sino-Japanese words, was chiefly utilized in
new coinages around 1900, and that ratio gradually
decreased thereafter (Miyajima, 1967). This tendency
has continued in recent years and the word-formation
capability of kango fell sharply in the very short period
from 1960 to 1980 (Nomura, 1984). As for writing
means, it has been predicted that the use of Chinese
characters will decrease and that of the alphabet will
increase from now on (Kabashima, 1981).

3 Purpose of inquiry

In order to predict future transitions in Japanese
terminology, the present situation was gauged with
reference to the following points:

1. It has been observed that the word-formation
capability of kango has been decreasing. What is the
rate of this decrease?

2. It is known that the proportion of Western-loans is
increasing in Japanese. The author believes that the
increase may be greatest for alphabetical words. Can
this be demonstrated quantitatively?

In this paper, the author reports the results obtained
regarding computer terminology.

4 Procedure of inquiry

Subject of inquiry:

"Gendai Yoogono Kiso Chisiki (Basic knowledge of
contemporary words)" 1985, 1990, 1995, 2000: Tokyo,
Jiyuu Kokuminsha.

This book is a single volume encyclopedia published
annually. It provides rich data for considering the
status and progress of new words from year to year. For
this study, the entries related to the computer field
(computer terms, office automation terms, etc.) were
extracted.

Each entry was classified according to the goshu
category.

1. We observe the transitions of Sino-Japanese and
Western-loans in the first, goshu classification phase.
Since there are very few pure Japanese words, these are
disregarded here. "Katakana words" and "alphabetical
words" are provided as sub-classifications of Western-

loans, and the transitions for each are noted. Here, we
only observe the number of entries belonging to single
goshu categories. Konshugo are taken up in the
second phase below.

2. Next, consideration is also given to the hybrid words,
konshugo. (This can be described as classification by
goshu element). Since there are also very few elements
of pure Japanese words here, these are again
disregarded.

A hybrid word consisting, for example, of one Sino-
Japanese and one Western-loan is counted once in each
of the Sino-Japanese element and Western-loan element
categories. For convenience, however, a term
consisting of multiple Sino-Japanese elements is
counted only once in the Sino-Japanese element
category.

Examples:
[ME#M % | (information retrieval):
Scores 1 for the Sino-Japanese element
(L7 hr=v g « NUF T
(electronic banking):
Scores 1 for the Katakana word element
57 « A7 % | (magnetic disk unit):
Scores 1 for the Sino-Japanese element
Scores 1 for the Katakana word element
O CR]J (Optical Character Recognition):
Scores 1 for the alphabetical word element
W HECATV] (two-way CATV):
Scores 1 for the Sino-Japanese element
Scores 1 for the alphabetical word element

5 Results and discussion

5.1 1st phase (classification by goshu)

1985 1990 1995 2000

Total 398 344 357 402
Sino-Japanese 54(13.6%) 46(13.4) 51(14.3) 37(9.2)
Katakana 136(34.1) 108(31.4) 114(31.9) 118(29.4)
Alphabetical 19(4.8) 30( 8.7) 27( 7.6) 66(16.4)

(see Figure 1)
— The rates for Sino-Japanese words and alphabetical
words were substantially reversed from 1995 to 2000.
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Figure 1: The transition by GOSHU in computer te:

5.2 2nd phase
element)

(classification by goshu

1985 1990 1995 2000
Total 398 344 357 402
Sino-Japanese218(54.8) 186(54.1) 193(54.1) 155 (38.6)
Katakana 305(76.6) 239(69.5) 251(70.3) 270(67.2)
Alphabetical 66(16.6) 86(25.0) 79(22.1) 158 (39.3)
(see Figure 2)
— The rates for Sino-Japanese and alphabetical
elements drew much closer to each other in the data for
1995 to 2000.

Prospect: The likelihood of a further increase in the rate
of use of alphabetical words appears to be quite strong.

] =KANGO (Sino-Japanese)
| = Katakana Words

| = Alphabetical Words
305
218 39| g3 [*! =
186 155
J
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Figure 2: The transition by GOSHU element

6 Views on Western-loans

The excessive use of words of foreign origin can hinder
communication. We next introduce some results on
this subject from public opinion polls.

"Do you feel that many loan words and other foreign
words are used in everyday Japanese?"
Frequent: 51.6%
Occasional: 32.2%
(Agency for Cultural Affairs, 2000)
"Have you been troubled because you cannot
understand the meaning of a katakana word in
newspaper or TV?"
Frequently : 17.1%
Occasionally : 37.5%
(Agency for Cultural Affairs, 1997)

The entry of new foreign terms cannot be prevented.
But, as these surveys indicate, we should be aware of
the dangers of excess.

7 Concluding remarks

It has been observed that one of the merits of the
increase in foreign words is the acceptance of terms
that are understood internationally (Ishiwata, 2001).
Alphabetical words, in particular, can be read and
understood by those who cannot read Japanese script,
so the level of international communicability is very
high. The risk is that more fluent international
communication may be matched by weaker internal
communication. The use of such words as technical
terms has clear merits, but thought is also required to
the selection of words that are best able to acquire
general acceptability within the specific language-
speaking group concerned. We should remember that
not all the people understand English.

Some technical terms do gradually come to be used as
general terms in each language. Those who coin new
terms or standardize the terminology would, therefore,
be well advised to consider their suitability for both
international and internal communication purposes,
with the awareness that these decisions may have some
future influence on general terms kept clearly in mind.
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Abstract

In this paper, a corpus-base approach is presented in the construction of the information science and

technology term bank in which domain classification, reference and part of the definition are extracted from corpus.

Farther experiments show that the structure analysis of the terms can be helpful in the corpus-based domain

classification of the terms.

1. Introduction

Currently, a joint project is under way
between  China
Standardization(CNIS) and the Institute of
Linguistics(ICL),

University to construct a term bank in the field

National Institute  of

Computational Peking
of information science and technology. The
project aims at :

1. an ontology system

2. acorpus for term bank construction

3. a

program

corpus-based terminology extraction
4. a constructed term bank and the related
specifications and standards, and others for
terminologies in the field of information
science and technology
The implementation of the whole project
features various approaches, among which the
corpus-based one constitutes our present focus.
The corpus in this project consists of two parts,
an essential corpus of 15 million Chinese
characters and an extension corpus of 60 million
and more, responsible for different tasks
respectively. The corpus-based approach enables
us to address the goals of our project by the
following schemes:
1. Categorization of the terminologies in our
term bank
2. Assistance for defining the terminologies in
our term bank
3. Training and testing of the automatic

extraction program

Now, initial plans have been made for the

implementation of these schemes, with
experiments conducted in support of our further
efforts.

2. The Classification Scheme of
Information science and Technology

An ontology system is very important for
the standardization of the term bank
establishment. Up to now, there still do not have
a ready-made classification scheme of
information science and technology, not to say
to put each specific terminology into one
specific domain category. So the first thing for
constructing the term bank in the field of
information science and technology is to build
an appropriate knowledge category system or
concept system.

The information science and technology
field contains not only the computer and
communication subjects. In general, this field
includes all subjects relative to information.
Now there is no acknowledged opinion that
bounds this field. We intend to set up an
appropriate and practical classification while
make it integrated with the some existed
international or national standards. We have
referred to the ACM Computing Classification
System, ICS(the International Classification for
Standards), CLC(the

Classification), computer encyclopedias, and

Chinese Library

some technical dictionaries. After we have

consulted many materials, we classify the
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knowledge of information science and

technology field into five subjects:

1. pandects of information science and
technology

2. computer

3. automatization

4. telecommunication

5. electronics

under each subject we provide four subclass:

theory, technology, application and product &

material. We also have set up a mapping between

ICS and our classification. For example,

ICS:35:220 are integrate into our classification

in data storage device(its classification number

is 020403).

Generally, our classification is on the second

level of subjects, and some detail on the third or

fourth level. Frankly, Our

classification system has fewer hierarchical

knowledge

levels. The reason is that we plan to get a more
general and shallow classification and to avoid
the frequent modification of the structure of the
term bank due to the slight change of term
category. The change of terms’ intension and
extension will be reflected through some
attributes in our term bank. The attributes in the
term bank are very easily modified or expanded.
3. Corpus Compilation

For the essential corpus, we turn to experts
in the field of information science and
technology. All the texts are chosen and
provided by experts of specified branches.

In the meaning time, with the help of a
program, field experts will tag all the terms and
the related information in the corpus, i.e.,
categorize them into the very branches of the
field they belong to. The essential corpus is built
for data training in the automatic extraction
program.

For the extension corpus, the size is more
than 60 million Chinese characters. In this
corpus, we can get concordance and collocation
information about the terms, as automatic

processing will be possible for this part, and

further, considerable amount of useful
information, which can facilitate the definition
of the terms, can be extracted from the corpus.
Moreover, this corpus will serve as a test set for
the terminology extraction program.
4. Corpus-based Categorization of
Terminologies

Up till now, a basic framework has been
drafted out for the purpose of categorization,
while the terminologies available now are more
than 70,000. Given the possibility that the initial
framework can be developed to a sound system
for categorization, locating the Terms into this
system will still be a hard job.
It is in this consideration that we come up with
the corpus-based approach. The essential corpus
provided by various field experts carries the field
tagging.
Terminologies tagged by field experts are to be

information and the terminology
compared with the Terms. This is designed to be
a process of matching, after which the Terms can
be put into their respective categories. In other
words, we try to classify the terms according to
their distribution in the corpus. For the first step,
as a test, we obtained 100 texts (258,045
characters in total) about Computer Network,
with 2,486 different terms tagged out (i.c., 2,486
valid).

Considerable terms, which are unlikely network

terminologies are  regarded as
ones, proved otherwise in the corpus.
For example:2%{"!/cache, which does not seem
to be an OS term in Chinese, is a true network
concept in the following sentence: 5 FRAT ]
AL SRR, Internet S P EAE—
AARMARSS s IR — RGP X, fRAF VS
Internet I IRAFEHE, IXFEAE LU (30 bE it
R SR & U 0] IS4 0 BT, gl AN 7 2 PR
o Internet , 1Ml EL#% A2 i oh 3R A3 8l ol v A
T

That means corpus based categorization can
give a more accurate description of the field
information about the terms. This will benefit
not only the term categorization, but also the

definition of the terms. In some cases, it can



even give us clues to find out terms with
different shades of meaning.
5. Corpus-based Reference for
Terminology Definition

Accuracy and standardization in defining
terminologies also attract our attention and
efforts. In the database of our term bank, there is
a field named Reference, storing contexts of the
Terms from the whole corpus, which are deemed
as competent reference. Reference for
terminology definition can be at various levels,
namely, it can be sentence(s), paragraph(s) or
even full text(s). Here the role of the corpus is
significant, as it contains all the information that
will be filled into the Reference field, and what
is more, we are expecting templates for
terminology reference or even for terminology
definition, to be learned from the essential
corpus and then applied to the extension part,
thus achieving the corpus-based automatic
referencing. In addition to category and
terminology tagging, our field experts also have
to tag the text contents that they regard as the
competent references for terminologies. A
program is designed to extract a language unit
bearing a reference tag (starting with
<Reference> and ending with </Reference>)
containing or following a terminology tag
(starting with <Term> and ending with
</Term>), which is recognized as the reference

information for the tagged terminology and will

then be stored in the Reference field accordingly.

The following are three examples.

Example 1: (a single sentence)
<Reference><Term>Vo I P </Term>"1] L, & X
HLAIP ELAZ ) T A% i 2 - </Reference>
Example 2: (a paragraph)
<Reference><Term>Vo I P k</Term>

T EHEAPSTN HITLIE AT M2 TP M 25K %
UM HT, —BCRATH323 /E AP ¥
AHAFISST VENPSTN M54 . XA
{1V A i AL i v R AT A e PR B ) 4 2 ) o
3Com . Cisco 5, A ZMIIHIE RAHEHE

fitlAlcatel « Ericsson . Nortel . Lucent %%,

Ll K Sonus . Clarent + convergent network
Nuera %5/2 7. </Reference>
Example 3: (a full text)
<Reference>{" 1§ <Term>DHCP</Term>?
g A& £ L A & P i ( Dynamic Host
Configuration Protocol , DHCP ) MG
BootP MUK RETIK, J5 R H 2 4 Jodit T
Vel 73 BEIP Mbhk IR, 2 i 5 22 M T J50
ZAK P EHUE A ECIP Huhk LU TP b
HEAH GRS B, IXFE R RERIP Mkl
TCP/IP (¥ B 45— BTk, 1 G /N 06 22
BRIk p SR PR ) R, R0 o A P 2% PP RS Ak
%2DOS/Windows THHEMLIVEH 1, 74T
W 28045 B 8 1T RN ) Ok PR BRI o v 4k
ARIEIR S5 25 2R ANTEDHCP IR 45 #5 [ H bk, 16
LN T AT B B PR 4R S R i ik
% #3</Reference>

Sufficient data will avail us of the
opportunity to learn reference templates, like
“XX A LL5E XA /can be defined as XX in
Examplel; “XX 1242 4t/is mainly for XX in
Example 2 etc. These are sample templates that
can be used to extract the definition of the terms
from corpus. Surely there can only have small
number of the terms that can find definition
directly from corpus, but the corpus-based
contextual information, such as concordance and
collocation are also helpful for experts to
analysis the meaning and give the proper
definition of the terms.
6. Automatic Extraction of
Terminologies from Corpus

The third based on the

understanding that the internal structure of

scheme 1is

terminologies is also a source of valuable
knowledge for term bank construction. In this
project, the internal structure of a terminology
consists of three elements: 1) term constituents,
including prefixes, suffixes, words and phrases
that are frequently used in related technical
documents, e.g., “P£” and “#%117; 2) POS; and 3)
semantic  categories, each describing the
common feature of a group of term constituents,

like



the semantic category “equipped with/without a
system of wires” derived from “JG£k” and “f5
¢k ». Patterning the internal structure of
terminologies is a prerequisite to the automatic
extraction of terminologies from the corpus. On
the one hand, we analyze the Terms, together
with those from the essential corpus and tagged
by our field experts, and pattern their structures,
using term constituents and POS information,
e.g., “noun + ¥2[1”. On the other hand, we
generate new terms, replacing term constituents
of the same categories in exiting terms with the
other.

With “FH Ll i, “GLpi”, “HL
Hi”, for instance, we generate “JoZRiliH”,“JC
LA, “TLE . The automatic extraction
program will then use the structure patterns and
the new terms generated to extract terminologies
from the extension corpus, either by character
matching or by POS matching, or both. Large in
amount as they are, the terminologies we have
obtained r reach up till now. In this sense, the
extension corpus is both a test set for the
automatic extraction program and a source for
additional terminologies by using the program. It
therefore are still far from being enough.
Considering the limited sources, we have to rely
on the extension corpus for the automatic
extraction of terminologies that remain out of
oucalls our attention to the competence and
performance of our corpus, and especially, the

extension part.

7. Conclusion

We have devised the initial schemes for the
application of the corpus-based approach to
1. the categorization of existing terminologies in
our term bank
2. the learning of reference templates and the
extraction of reference information from the
corpus
3. the modeling of automatic terminology
extraction
Experiments show that corpus can be very useful
to illuminate the meaning of terms, which will

help a lot to standardize the terms in the future.
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Abstract
This paper presents an abstract data model for linguistic annotations and its implementation using XML, RDF and related standards;
and to outline the work of a newly formed committee of the International Standards Organization (ISO), ISO/TC 37/SC 4 Language
Resource Management, which will use this work as its starting point. The primary motive for presenting the latter is to solicit the
participation of members of the research community to contribute to the work of the committee.

1. Introduction

The goal of this paper is two-fold: to present an
abstract data model for linguistic annotations and its
implementation using XML, RDF and related standards;
and to outline the work of a newly formed committee of
the International Standards Organization (ISO), ISO/TC
37/SC 4 Language Resource Management, which will use
this work as its starting point. The primary motive for
presenting the latter is to solicit the participation of
members of the research community to contribute to the
work of the committee.

The objective of ISO/TC 37/SC 4 is to prepare
international standards and guidelines for effective
language resource management in applications in the
multilingual information society. To this end, the
committee will develop principles and methods for
creating, coding, processing and managing language
resources, such as written corpora, lexical corpora, speech
corpora, dictionary compiling and classification schemes.
The focus of the work is on data modeling, markup, data
exchange and the evaluation of language resources other
than terminologies (which have already been treated in
ISO/TC 37). The worldwide use of ISO/TC 37/SC 4
standards should improve information management within
industrial, technical and scientific environments, and
increase efficiency in computer-supported language
communication.

2. Motivation

The standardization of principles and methods for the
collection, processing and presentation of language
resources requires a distinct type of activity. Basic
standards must be produced with wide-ranging
applications in view. In the area of language resources,
these standards should provide various technical
committees of ISO, IEC and other standardizing bodies
with the groundwork for building more precise standards
for language resource management.

The need for harmonization of representation formats
for different kinds of linguistic information is critical, as
resources and information are more and more frequently
merged, compared, or otherwise utilized in common
systems. This is perhaps most obvious for processing

multi-modal information, which must support the fusion
of multimodal inputs and represent the combined and
integrated contributions of different types of input (e.g., a
spoken utterance combined with gesture and facial
expression), and enable multimodal output (see, for
example, Bunt and Romary, 2002). However, language
processing applications of any kind require the integration
of varieties of linguistic information, which, in today’s
environment, come from potentially diverse sources. We
can therefore expect use and integration of, for example,
syntactic, morphological, discourse, etc. information for
multiple languages, as well as information structures like
domain models and ontologies.

We are aware that standardization is a difficult
business, and that many members of the targeted
communities are skeptical about imposing any sort of
standards at all. There are two major arguments against
the idea of standardization for language resources. First,
the diversity of theoretical approaches to, in particular, the
annotation of various linguistic phenomena suggests that
standardization is at least impractical, if not impossible.
Second, it is feared that vast amounts of existing data and
processing software, which may have taken years of effort
and considerable funding to develop, will be rendered
obsolete by the acceptance of new standards by the
community. To answer both of these concerns, we stress
that the efforts of the committee are geared toward
defining abstract models and general frameworks for
creation and representation of language resources, rather
than specific formats. These models should, in principle,
be abstract enough to accommodate diverse theoretical
approaches. The model so far developed in ISO TC/37 for
terminology, which has informed and been informed by
work on representation schemes for dictionaries and other
lexical data (Ide, ef al., 2000) and syntactic annotation
(Ide & Romary, 2001) demonstrates that this is not an
unrealizable goal. Also, by situating all of the standards
development squarely in the framework of XML and
related standards such as RDF, DAML+OIL, etc., we
hope to ensure not only that the standards developed by
the committee provide for compatibility with established
and widely accepted web-based technologies, but also that



transduction from legacy formats into XML formats
conformant to the new standards is feasible.

ISO/TC 37/SC 4 will liaison with ISLE (International
Standards for Language Engineering), which has
implemented various recent efforts to integrate EC and US
efforts for language resources. Where possible, these and
other standards set up in EAGLES will be incorporated
into the ISO standards. ISO/TC 37/SC 4 will also broaden
the work of EAGLES/ISLE by including languages (e.g.
Asian languages) that are not currently covered by
EAGLES/ISLE standards.

At present, language professionals and standardization
experts are not sufficiently aware of the standardization
efforts being undertaken by ISO/TC 37/SC 4. Promoting
awareness of future activities and rising problems,
therefore, will be a crucial factor in the success of the
committee, and will be required to ensure widespread
adoption of the standards it develops. An even more
critical factor for the success of the committee's work is to
involve, from the outset, as many and as broad a range of
potential users of the standards as possible. This
presentation serves as a call for participation to the
linguistics and computational linguistics research
communities.

3. Objectives

ISO TC37/SC 4’s goal is to develop a platform for the
design and implementation of linguistic resource formats
and processes in order to facilitate the exchange of
information between language processing modules. This
will be accomplished by defining a common interface
format capable of representing multiple kinds of linguistic
information. The interface format must support the
communication among all modules in the system, and be
adequate for representing not only the end result of
interpretation, but also intermediate results.

A well-defined representational framework for
linguistic information will also provide for the
specification and comparison of existing application-
specific representations and the definition of new ones,
while ensuring a level of interoperability between them.

3.1. Requirements

Very generally, a linguistic representation framework
must meet the following requirements:

e  Expressive adequacy: the framework should be
expressive enough to represent all varieties of
linguistic information;

*  Semantic adequacy: the representation structures
should have a formal semantics, i.e., their definition
should provide a rigorous basis for further processing
(e.g., deductive reasoning, statistical analysis,
generation, etc.).

Providing interface formats within a system
architecture demands that “incremental” construction of
intermediate and partial representations be supported. In
addition, if the construction of a final representation does
not succeed, the representation must capture the
information required to enable appropriate system action.
This dictates additional requirements:

*  Incrementality: support for the various stages of input
interpretation and output generation, allowing both
early and late fusion and fission.

*  Uniformity: the representation of various types of
input and output should utilize the same “building
blocks” and the same methods for combining
complex structures composed of these building
blocks.

*  Underspecification and partiality: support for the
representation of partial and intermediate results,
including the capture of unresolved ambiguities.

Finally, the representational framework must be
accommodate the developing field of language processing
system design by satisfying these further requirements:

*  Openness: the framework should not depend on a
single linguistic theory, but should enable
representations based on different theories and
approaches;

*  FExtensibilty. The framework should be compatible
with alternative methods for designing representation
schemas (e.g., XML) rather than being tied to a
specific schema.

3.2. Methodology

A working group of SC 4 (WG1/WI-1) has been
charged with the task of defining a linguistic annotation
framework, which will be used by other SC 4 working
groups to develop more precise specifications for
particular annotation types. The full list of SC 4 working
groups is as follows:

* WGI1/WI-0: Terminology for Language Resources

* WGI/WI-1: Linguistic annotation framework

* WGI/WI-2: Meta-data for multimodal and
multilingual information

e WG2/WI-3: Structural content representation (syntax
and morphology)

¢ WG2/WI-4: Multimodal content representation

* WG2/WI-5: Discourse level representation

*  WG3/WI-6a: Multilingual text representation

* WG4/WI-7: Lexicons

* WGS5/WI-8: Validation of language resources

* WG5/WI-9: Net-based distributed cooperative work

for the creation of LRs

We focus here on the work of WG1/WI-1, which will
serve as the starting point for that of most of the others.
This group will propose a data architecture consisting of
basic mechanisms and data structures for linguistic
annotation and representation, comprised of the following:

*  Basic components: the basic constructs for building
representations of linguistic information; specifically,
identification of types of building blocks and ways to
connect them.

*  General mechanisms: representation techniques that
make the annotations more compact and flexible and
enable linking them to external sources of
information; for example, sub-structure labeling,
argument under-specification, restrictions on label
values and/or disjunctions or lists to represent
ambiguity or partiality, structure sharing; linking to



domain models, linking to other levels of annotation,
etc.

*  Contextual data categories: administrative (meta-)
data relevant for processing, such as environment data
(e.g., time stamps, spatial information); processing
information (e.g., module that produced the
representation; confidence level); interaction
information (speaker, audience, etc.).

The following section outlines a linguistic framework
which will serve as the starting point for development
within SC 4. The current model is based on work on
development of annotation formats for lexicons (Ide, et
al., 2001), morphosyntactic and syntactic annotation (Ide
& Romary, 2001a; Ide & Romary, 2001b; Ide & Romary,
forthcoming), and which has been further developed
within TC37/SC4 for the definition of TMF
(Terminological Markup Framework; ISO 16642, under
DIS ballot).

4. A Framework for Linguistic Annotation

Our fundamental assumption is that representation
formats for linguistic data and its annotations can be
modeled by combining a structural meta-model, that is, an
abstract structure shared by all documents of a given type
(e.g. syntactic annotation), with a set of data categories
that are associated with the various components of the
meta-model. Our work in SC4 is concerned, first, with
identification of a reduced set of meta-models that can be
used for any type of linguistic data and its annotations.
Data categories, on the other hand, are defined by the
implementer; interoperability among formats is ensured
by providing a Data Category Registry in which the
categories and relations required for a particular type of
annotation are precisely defined.

The model for linguistic annotation must satisfy two
general criteria:

1. It must be possible to instantiate it using a standard
representational format;

2. It must be designed so as to serve as a pivot format
into and out of which proprietary formats can be
transduced, in order to enable comparison and
merging, as well as operation on the data by common
tools.

4.1. Abstract model for annotation

At its highest level of abstraction, an annotation is a
set of data or information (in our case, linguistic
information) that is associated with some other data. The
latter is what could be called “primary” data (e.g., a part
of a text or speech signal, etc.), but this need not be the
case; consider, for example, the alignment of parallel
translations, where the "annotation" is a link between two
primary data objects (the aligned texts). Typically,
primary data objects are represented by “locations” in an
electronic file, for example, the span of characters
comprising a sentence or word, or a point at which a given
temporal event begins or ends (as in speech annotation).
As such, at the base primary data objects are relatively
simple in their structure; more complex data objects may
consist of a list or set of contiguous or non-contiguous
locations. Annotation objects, on the other hand, often
have a more complex internal structure: syntactic

annotation, for example, may be expressed as a tree
structure, and may include more elemental annotations
such as dependency relations (which is itself an annotation
relating two objects, where the relation is directional
(dependent-to-head)).

Thus, we can conceive of an annotation as a one- or
two-way link between an annotation object and a point (or
a list/set of points) or span (or a list/set of spans) within a
base data set. Links may or may not have a semantics--
i.e., a type--associated with them. Points and spans in the
base data may themselves be objects, or sets or lists of
objects. This abstract formulation can serve as the basis
for defining a general model for linguistic annotation that
can be realized in a standard representational format. In
fact, this model is consistent with well-established data
modeling concepts used in diverse areas, including
knowledge representation (KR), object-oriented design,
and database systems, and which inform fundamental data
structures in computer science (trees, graphs, etc.) and
database design (notably, the Entity-Relationship (ER)
model). As such, the model provides us with established
means to describe our data objects (in terms of
composition, attributes, class membership, applicable
procedures, etc.) and relations among them, independent
of their instantiation in any particular form. It also ensures
that standardized representation formats exist that can
instantiate the model.

One way to represent linguistic annotation in terms of
the abstract model is as a graph of elementary structural
nodes to which one or more information units are
attached. The distinction between the structure of
annotations and the informational units of which it is
comprised is, we feel, critical to the design of a truly
general model for annotations. Annotations may be
structured in several ways; perhaps the most common
structure is hierarchical. For example, phrase structure
analyses of syntax are structured as trees; in addition,
hierarchy is often used to break annotation information
into sub-components, as in the case of lexical and
terminological information.

There are several special relations among annotations
that must be represented in the model, including the
following:

e Parallelism: two or more annotations refer to the
same data object;

*  Alternatives: two or more annotations comprise a set
of mutually exclusive alternatives (e.g., two possible
part-of-speech assignments, before disambiguation);

*  Aggregation: two or more annotations comprise a list
or set that should be taken as a unit.

Information units or data categories provide the
semantics of the annotation. Data categories are the most
theory and application-specific part of an annotation
scheme. We do not attempt to define the relevant data
categories for given types of annotation. Rather, we
propose the development of a Data Category Registry to
provide a framework in which the research community
can formally define data categories for reference and use
in annotation. To make them maximally interoperable and
consistent with existing standards, data categories can be
defined using RDF schemas to formalize the properties
and relations associated with each. Note that RDF
descriptions function much like class definitions in an



object-oriented programming language: they provide,
effectively, templates that describe how objects may be
instantiated, but do not constitute the objects themselves.
Thus, in a document containing an actual annotation,
several objects with the same type may be instantiated,
each with a different value. The RDF schema ensures that
each instantiation is recognized as a sub-class of more
general classes and inherits the appropriate properties.

A formally defined set of categories will have several
functions: (1) it will provide a precise semantics for
annotation categories that can be either used “off the
shelf” by annotators or modified to serve specific needs;
(2) it will provide a set of reference categories onto which
scheme-specific names can be mapped; and (3) it will
provide a point of departure for definition of variant or
more precise categories. Thus the overall goal of the Data
Category Registry is not to impose a specific set of
categories, but rather to ensure that the semantics of data
categories included in annotations (whether they exist in
the Registry or not) are well-defined and understood.

5. An Example

We illustrate a simple application of the framework
presented above for the domain of morpho-syntactic
annotation. For the purposes of illustration, it is necessary
to make technical choices concerning the representation
format. XML and related standards developed by the
World Wide Web consortium appear at present to provide
the best means to represent information structures
intended to be transmitted across a network. For the
purposes of linguistic resource representation, XML
provides several important features:

* it is both Unicode and ISO 10646 compatible;

* XML namespaces provide the options of combining
element definitions from multiple sources in an XML
document, thereby fostering modularity and reuse;

* XML schemas provide a powerful means to define,
constrain, and extend definitions of the structure and
contents of classes of XML documents and document
sub-parts;

*  W3C has defined accompanying standards for inter-
and intra-document linkage (XPath, XPointer, and
Xlink) as well as document traversal and
transformation (XSLT);

e XML is fully integrated with emerging standards such
as the Resource Definition Framework (RDF) and
DAMLAOIL, which can be “layered” on top of XML
documents to provide a formal semantics defining
XML-instantiated objects and relations.

We have defined an XML format for representing
linguistic annotations called the Generic Mapping Tool
(GMT). The GMT defines XML elements for encoding
annotation structure (primarily, a nestable <struct>
element) and data categories (a nestable <feat> tag). A
<seg> element provides a pointer to the annotated data
using XPointers. Relations among objects can be specified
explicitly using a <rel> element or may be implicit in
the hierarchical nesting of <struct> elements. The GMT
is described in detail in Ide & Romary, 2001b. We stress,
however, that the details of the XML format—in
particular, element names—is arbitrary; the only

requirement is that the underlying data model can be
expressed using the format.

5.1. Morpho-syntactic annotation

Morpho-syntactic annotation provides a good example
of how the data model instantiated in the GMT is applied,
and demonstrates some of the mechanisms required for
representing annotations in general. Morpho-syntactic
annotation involves the identification of word classes over
a continuous stream of word tokens. The annotations may
refer to the segmentation of the input stream into word
tokens, but may also involve grouping together sequences
of tokens or identifying sub-token units (or morphemes),
depending on the language under consideration and, in
particular, the definitions of “word” and “morpheme” as
applied to this language. The description of word classes
may include one or several features such as syntactic
category, lemma, gender, number etc., which is again
dependent on the language being analyzed.

Morpho-syntactic annotation can be represented by a
single type of structural node (named W-level)
representing a word-level structure unit. One or several
information units are associated with each structural node.

For the purposes of illustration, we identify the
following data categories (in practice these would be
defined in reference to categories in the Data Category
Registry):

* /lemma/: contains or points to a reference word form
for the token or sequence of tokens being described;

* /part of speech/: a reference to a morpho-syntactic
category;

* /confidence/: a confidence level assigned by the
manual or automatic annotator in ambiguous cases.

* /gender/: the grammatical gender information
associated with a word token or a sequence of word
tokens;

* /number/: the grammatical gender information
associated with a word token or a sequence of word
tokens;

* /tense/: the grammatical tense information associated
with a word token or a sequence of word tokens;

* /person/: the grammatical person information
associated with a word token or a sequence of word
tokens.

The following provides an example of the morpho-
syntactic annotation of the sentence “Paul aime les
croissants” in the GMT format:'

<struct type="MSAnnot”>

<struct type="W-level”>
<feat type="lemma”>Paul</feat>
<feat type="pos”>PNOUN</feat>

<seg target="#wl"/>

</struct>

<struct type="W-level”>
<feat type="lemma”>aimer</feat>
<feat type="pos”>VERB</feat>
<feat type="tense”>present</feat>
<feat type="person”>3</feat>
<seg target="#w2"/>

</struct>

' For brevity, we use an abbreviated pointer syntax to refer to
the primary data in this example.



<struct type="W-level”>
<feat type="lemma”>le</feat>
<feat type="pos”>DET</feat>
<feat type="number”>plural</feat>
<seg target="#w3"/>

</struct>

<struct type="W-level”>
<feat type="lemma”>croissant</feat>
<feat type="pos”>NOUN</feat>
<feat type="number”>plural</feat>
<seg target="#wd"/>

</struct>

</struct>

Note that there is no limit to the number of information
units that may be associated with a given structural node
(as opposed to the text based representations that are
usually provided by available POS taggers). It is also
possible to structure the annotations by embedding
<feat> elements to reflect a more complex feature-based
annotation, or by pointing to a lexical entry providing the
information.

In some cases, the morpho-syntactic annotation of a
word or sequence of words requires a hierarchy of word
level structures (e.g., when a word token results from the
combination of several morphemes that must be annotated
independently). For example, some occurrences of the
token “du” in French can be analyzed as the fusion of the
preposition “de” with the determiner “le” (as in “la queue
du chat”). This is handled by embedding word-level
structures as follows:

<struct type="W-level”>
<seg target="#wl"/>
<struct type="W-level”>
<feat type="lemma”>de</feat>
<feat type="pos”>PREP</feat>
</struct>
<struct type="W-level”>
<feat type="lemma”>le</feat>
<feat type="pos”>DET</feat>
</struct>
</struct>

Conversely, annotation of compound words may
involve associating a single lemma to a sequence of word
tokens at the surface level. In this case, the lemma is
attached to the higher level of embedding and reference to
the source is given at the leaves of the hierarchy, as in the
following representation of the compound “pomme de
terre” in French :

<struct type="W-level”>
<feat type="lemma”>
pomme_de terre</feat>
<feat type="pos”>NOUN</feat>
<struct type="W-level”>
<seg target="#wl”/>
<feat type="lemma”>pomme</feat>
<feat type="pos”>NOUN</feat>
</struct>
<struct type="W-level”>
<seg target="#w2"/>
<feat type="lemma”>de</feat>
<feat type="pos”>PREP</feat>
</struct>
<struct type="W-level”>
<seg target="#w3"/>
<feat type="lemma”>terre</feat>
<feat type="pos”>NOUN</feat>

</struct>
</struct>

The ability to specify a hierarchical structure where
needed enables specification of the level of granularity
required. This is especially critical for a representation
scheme, since the granularity of the segmentation in (or
associated with) the primary data may not directly
correspond to the level of granularity required for the
annotation.

5.1.1. Alternatives

Morpho-syntactic annotation can be used to illustrate
the representation of both structural and informational
alternatives, which arises when a given word token is
associated with two or more word classes. For example,
the French word “bouche” which can be derived both
from the verb “boucher” and the noun “bouche”, which
can be represented as follows:

<struct type="W-level”>
<seg target="#wl"/>
<alt>
<feat type="lemma”>boucher</feat>
<feat type="pos”>VERB</feat>
<feat type="tense”>present</feat>
<feat type="confidence”>0.4</feat>
</alt>
<alt>
<feat type="”lemma”>bouche</feat>
<feat type="pos”>NOUN</feat>
<feat type="confidence”>0.6</feat>
</alt>
</struct>

5.1.2. Relating annotation levels

We assume the use of stand-off annotation; that is, an
annotated corpus is represented as a lattice of stand-off
annotation documents pointing to a primary source or
intermediate annotation levels. However, depending on
the point of view, the relations between various annotation
levels can be more or less explicit. It is possible to identify
three major ways to relate different levels of annotation:
temporal anchoring, event-based anchoring, and object-
based anchoring.

Temporal anchoring associates positional information
to each structural level. This positional information is
typically represented as a pair of numbers expressing the
starting point and ending point of the segment being
described. To do so in our framework, we introduce two
attributes for the <seg> element:

e /startPosition/: the temporal or offset position of the
beginning of the current structural node;

* /endPosition/: the temporal or offset position of the
end of the current structural node.

For example, the following associates a phonetic
transcription with a given portion of a primary text:

<struct type="phonetic”>
<seg startsAt="”2300"
endsAt="3200"/>
<feat type="phone”>iy</feat>
</struct>

We also define an event-based anchoring, which
effectively introduces a structural node to represent a
location in the text, to which all annotations for the object



at that location can refer. This strategy is useful in two
cases:

* Situations where it is not possible or desirable to
modify the primary data by inserting markup to
identify specific objects or points in the data (e.g.,
speech annotation, associated with a speech signal, or
in general any “read-only” data).

*  Primary data marked with “milestones”, such as time
stamps in speech data, where spans across the various
milestones must be identified. In this case, the
<struct> elements represent the markup for
segmentation (e.g., segmentation into words,
sentences, etc.).”

To represent this, we introduce a specific type of
structural node, named /andmark, which is referred to by
annotations for the defined span, as follows:

<struct type="landmark”>
<seg startsAt="2300"
endsAt="3200"/>
</struct>

The third mechanism, object-based anchoring, enables
pointing from a given level to one or several structural
nodes at another level. This mechanism is particularly
useful to make dependencies between two or more
annotation levels explicit. For example, syntactic
annotation can refer directly to the relevant nodes in a
morpho-syntactically annotated corpus, in order, for
example, to identify the correct NP “le chat” in “la queue
du chat”, as shown below:

<!-- Morphosyntactic level -->
<struct type="W-level”>
<seg target="#w3">
<struct type="W-level”>
<seg target="#w3.1">
<feat type="lemma”>de</feat>
<feat type="pos”>PREP</feat>
</struct>
<struct type="W-level”>
<seg target="#w3.2">
<feat type="lemma’”>le</feat>
<feat type="pos”>DET</feat>
<feat type="gender”>masc</feat>
</struct>
</struct>
<struct type="W-level”>
<seg target="#wd”>
<feat type="lemma>chat</feat>
<feat type="pos”>NOUN</feat>
</struct>
</struct>
<!-- Syntactic level
<struct>
<feat type="synCat”>NP</feat>
<seg targets="w3.2 w4”/>
</struct>

(simplified) -->

? The annotation graph (AG) formalism (Bird and Liberman,
2001) was explicitly designed to deal with time-stamped data.
However, we feel the AG is not sufficiently general because (1)
AG reifies the “arc” and distinguishes it from identification of
spans via, e.g., XML tags; and (2) AG requires ad hoc
mechanisms to deal with hierarchically organized annotations. In
both cases, AG requires different mechanisms to treat analogous
constructs.

5.2. Summary

The framework presented here for linguistic annotation
is intended to allow for variation in annotation schemes
while at the same time enabling comparison and
evaluation, merging of different annotations, and
development of common tools for creating and using
annotated data. We have developed an abstract model for
annotations that is capable of representing the necessary
information while providing a common encoding format
that can be used as a pivot for combining and comparing
annotations, as well as an underlying format that can be
manipulated and accessed with common tools. The details
presented here provide a look “under the hood” in order
to show the flexibility and representational power of the
abstract scheme. However, the intention is that annotators
and users of annotation schemes can continue to use their
own or other formats with which they are comfortable; as
long as the underlying data model is the same, translation
into and out of this or any other instantiation of the
abstract format will be automatic.

Our framework for linguistic annotation is built around
some relatively straightforward ideas: separation of
information conveyed by means of structure and
information conveyed directly by specification of content
categories; development of an abstract format that puts a
layer of abstraction between site-specific annotation
schemes and standard specifications; and creation of a
Data Category Registry to provide a reference set of
annotation categories. The emergence of XML and related
standards, such as RDF, provides the enabling technology.
We are, therefore, at a point where the creation and use of
annotated data and concerns about the way it is
represented can be treated separately—that is, researchers
can focus on the question of what to encode, independent
of the question of sow to encode it. The end result should
be greater coherence, consistency, and ease of use and
access for linguistically annotated data.

6. Conclusion

ISO TC37/SC4 is just beginning its work, and will use
the general framework discussed in the preceding sections
as its starting point. However, the work of the committee
will not be successful unless it is accepted by the language
processing community. To ensure widespread acceptance,
it is critical to involve as many representatives of the
community in the development of the standards as
possible, in order to ensure that all needs are addressed.
This paper serves as a call for participation to the
language processing community; those interested should
contact the TC 37/SC 4 chairman (Laurent Romary:
romary@loria.fr).
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