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The Corpus of Spoken Israeli Hebrew (CoSIH); Phase I: The Pilot Study 
Shlomo Izre’el and Giora Rahav 

Department of Hebrew and Semitic Languages; Department of Sociology 
Tel-Aviv University 

IL-69978 Tel-Aviv, Israel 
{Izreel; grrhv}@post.tau.ac.il 

Abstract 
The Corpus of Spoken Israeli Hebrew (CoSIH) is, to the best of our knowledge, the first corpus designed to integrate both 
demographic and contextual variables in its compilation of texts. The suggested design is culturally dependent to suit the structure of 
the Israeli Hebrew speech community, yet the principles governing this design are such that they would service study of many other 
speech communities, to the extent that the design itself may be employed in the compilation of other language corpora with the 
necessary, culture-dependent modifications. A detailed description of the design can be found in Izre’el, Hary & Rahav (2001). 
In the paper offered for the workshop, we describe the pilot study of CoSIH, its procedures and some of its lessons. The results of the 
pilot study will bring about some changes in the final model of CoSIH and in some procedural strategies. We will address a few of the 
key issues involved in the construction of the corpus in order to achieve the analytical model we have designed. These are: (1) 
Demographic sampling and recruiting informants; (2) Evaluation of sequential longitudinal recording: technical matters and ethical 
issues; (3) Contextual sampling: long- and short-term time sampling, speech sampling; (4) The concept of ‘cell’. Lastly, the issue of 
transcription and annotation will be addressed briefly. 
 
 
Introduction: The Corpus of Spoken Israeli 

Hebrew (CoSIH) 
The objective of the CoSIH project is at creating a 

corpus of spoken Israeli Hebrew in order to facilitate 
research in a range of disciplines concerned with the 
Hebrew language, the sociolinguistics of the Hebrew 
speaking community in Israel, and with the general 
methodology of Corpus Linguistics. The corpus will be 
disseminated publicly in multimedia format.  

A detailed description of the CoSIH project has been 
published in Izre’el, Hary & Rahav (2001). In this paper 
we describe the pilot study of CoSIH, its procedures and 
some of its lessons. The results of the pilot study will 
bring about some changes in the final model of CoSIH 
and in some procedural strategies. This discussion should 
be viewed as an appendix to the above-mentioned paper, 
and each section below will be referring to the respective 
section in that paper (abbreviated IJCL’01). A short 
summary of the CoSIH project is nevertheless in order.  

With the outburst of corpus linguistics and the 
tremendous advance in the use of computers, many 
spoken corpora have been compiled and disseminated. 
Some of them have been compiled with attention to 
demographic and contextual varieties (useful gateways to 
reviewing such efforts are, among others, the SFB 411 
one or the Gateway for Corpus Linguistics on the Internet; 
further references and some discussion can be found in 
CoSIH’s website and in IJCL’01). CoSIH is, to the best of 
our knowledge, unique in its method to combine both 
kinds of variables into a single model.  

CoSIH is designed to include a representation of most 
varieties of spoken Hebrew as it is used in Israel today. 
CoSIH will consist of two complementary corpora: a main 
corpus and a supplementary corpus. The main corpus, 
which will comprise about 90% of the entire collection, 
will be sampled statistically. For analytical purposes it 
will use a conceptual tool in the form of a 
multidimensional matrix combining demographic and 
contextual tiers. The supplementary corpus will include 
about 10% of the collected data, and will add to the 
statistically sampled corpus some targeted 

demographically sampled texts and a contextually 
designed collection.  

Daylong recordings of 950 informants and 50 other 
linguistic events (mostly from the media) will be collected 
within one year along with respective sociolinguistic data. 
These recordings will be evaluated, and a sample from 
each will be transcribed, to set up a five-million-word 
corpus.  

CoSIH will be a basis from which research in many 
diverse areas will be launched, including, inter alia, 
theoretical and applied linguistics, sociolinguistics and 
cultural studies, communication studies, corpus 
linguistics, computational linguistics, translation studies, 
and many more.  

While these are mostly long-term objectives, our 
immediate objectives are: Analysis of the Israeli linguistic 
community: its ethnolinguistic distribution, its linguistic 
and sociolinguistic behavior and attitudes; the study of 
demographic and contextual varieties (‘dialects’ and 
‘registers’) as related to corpus compilation. Setting up a 
spoken corpus constitutes the initial phase of a major 
change in our view of language, i.e., as a multi-variant 
and dynamic continuum. Looking at language differently, 
as a multi-variant dynamic continuum is a primary target 
that 21st century linguistics should adopt, and the 
compilation of corpora is a necessary initial stage for such 
an endeavor.  

The Corpus of Spoken Israeli Hebrew (CoSIH) is, to 
the best of our knowledge, the first corpus designed to 
integrate both demographic and contextual criteria in its 
compilation of texts. The design is highly innovative in 
this respect, and it is expected that its implementation will 
be a significant contribution to the discipline of corpus 
linguistics.  

The suggested design is culturally dependent to suit 
the special structure of the Israeli Hebrew speech 
community and thus includes both native and non-native 
speakers of Hebrew. Yet the principles governing this 
design are such that they would service study of many 
other speech communities, to the extent that the design 
itself may be employed in the compilation of other 
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language corpora with the necessary, culture-dependent 
modifications.  

CoSIH Phase I: Pilot study 
The pilot study, which included also the first steps of a 

pretest, aimed at achieving the following goals:  
(1) To review a variety of linguistic groups among the 

Israeli Hebrew speech community in terms of 
linguistic and sociolinguistic behavior. 

(2) To study issues involved in random sampling of the 
population. 

(3) To study procedures involved in recruiting 
informants, eliciting natural recordings and 
sociolinguistic data. 

(4) To study differences in attitude towards cooperation 
of informants from different sections in the 
population. 

(5) To study issues involved in a sequential longitudinal 
recording by informants. 

(6) To study technical tools, data recording techniques, 
and transcription issues. 

(7) To make preliminary observations as regards 
linguistic contexts as related to different types of 
population. 

Procedures taken were as follows: 
(1) Recruiting informants in quota sampling and getting 

their preliminary consent to take part in this research. 
(2) Instructing each informant as regards recording. 
(3) Sequential recording by informant in a variety of 

time spans. 
(4) Tapes collection from informants; inquiry about 

settings and conditions of the recordings made. 
(5) Conducting a sociolinguistic interview. 
(6) Questioning the informants as regards technical 

issues and problems encountered. 
(7) Signing consent forms granting us permission to use 

the recordings. 
(8) Preliminary organization of raw data (recordings and 

written forms). 
(9) Evaluation of recordings: quality, language use, 

sufficient data, etc. 
(10) Time sampling and selection of recorded samples to 

be included in the corpus. 
(11) Data organization, registration in database, storage. 
(12) Hebrew transcripts. 
(13) Selection of segments for expanded analyses: 

phonetic transcription; glossing; English translation. 
(14) Analysis of recordings for evaluation of distinct 

linguistic varieties for demographic and contextual 
variation. 

(15) Evaluation of Phase I as a whole. 

Some Key Issues:  
Goals, Alternatives and Lessons Gained 

In this part of our paper we would like to address a 
few of the key issues involved in the construction of the 
corpus in order to achieve the analytical model we have 
designed. These are: (1) Demographic sampling and 
recruiting informants; (2) Evaluation of sequential 
longitudinal recording; (3) Contextual sampling; (4) The 
concept of ‘cell’.  

(1) Demographic Sampling and Recruiting 
Informants (IJCL’01: §§5.1.1, 5.2.1) 

While the representative informants for CoSIH will be 
recruited by a probabilistic procedure, we have used quota 
sampling for the pilot study, trying to reach a wide 
coverage of the main socio-demographic groups in the 
population. Recruiting informants for this phase was made 
by three data collection agencies (a university associated 
agency and two well recognized, reputable commercial 
agencies).  Each of the agencies was asked to collect data 
from 16 informants according to the demographic 
categories presented in Table 1:  

Table 1: Demographic categories 

The three first groups (=columns) were set to fit, 
mutatis mutandis, the major demographic sections of the 
Israeli Hebrew speaking community: Jews of European or 
other Western ethnic origin (‘Ashkenazi’); Jews of Asian 
or African ethnic origin (‘Mizrahi’); non-Jews, of which 
the majority are Arabs, comprising ca. 20% of the Israeli 
population. The fourth column, ‘special groups’, was set 
to consist of three demographic sections for which we 
hypothesized to show significant differences in their use 
of language and in their linguistic structure: ultra-
orthodox, soldiers and members of other security forces, 
and recently-arrived immigrants. Each agency was 
assigned one of these latter groups.  

Of the three major ethnic groups, each agency was 
assigned to recruit four informants: two young (<20) and 
two old (>50), two with high education, two without. 
Lastly, each agency was instructed to recruit men and 
women in equal numbers, irrespective of any of the other 
criteria.  

By choosing to hire a data collection agency we 
followed the procedure of BNC. We hired three agencys 
at the pilot phase in order to study procedures and pave 
the way to select one or more for the larger project, and 
we now have some idea about the pluses and minuses of 
each.  

This decision has proven right. Academics in general, 
and linguists in particular, are not the ideal people to 
knock on doors and persuade people to join them in their 
research. Survey employees have enough patience and 
experience to do that, given that they themselves are 
persuaded by the need to conduct such a research. Money 
too is a factor in recruiting informants, although not of 
any kind. The rich or yuppies would not be tempted to be 
exploited for less than $50. Others would be too shy to do 
so in any case, or too short of self-confidence. People like 
me, who tend to get annoyed from answering commercial 
phone calls, will also tend to decline this generous offer… 

Age 
Edu-
cation 

Ashke- 
nazi 

Mizra-
hi 

Arabs 
Special 
groups 

young 
≤high 
school 

    

 
>high 
school 

    

old 
≤high 
school 

    

 
>high 
school 
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The rate of consent to take part in such a burdening 
undertaking is an important factor for achieving a 
reasonable representative sample of the population. The 
B.I. and Lucille Cohen Institute for Public Opinion 
Research at Tel-Aviv University conducted a telephone 
survey for us on this issue, asking the following question:  
 
• Would you be willing to take part in the future in a 

unique research in which you will be asked — for 
payment — to record all your daily activities during 
one day? 

 
This survey was conducted on 1170 people, who 

consisted a representative sample of the Jewish 
population. A representative sample of 1170 individuals 
was surveyed. 40% of the respondents answered this 
question positively. However, as the response rate was 
about 55% of the households (or apartments), this means 
that the rate of positive responses may be as low as 22% 
of the whole population. Among those, only half, viz., 
11%, are expected to eventually agree to full cooperation.  

Among the Arab population, the consent rate was 24% 
out of 150 people who were asked. This means a much 
lower rate of consent than in the Jewish population. As 
expected, there are differences in consent tendencies 
among various sections in the population. For example, 
consent is lower among men than among women in the 
Jewish sector, while it is higher among men than among 
women in the Arab sector (the difference seems to be 
lower among Arab women with high education). There is 
further a problem of language use among Arab women of 
lower education, as they do not tend to use Hebrew in 
daily life, if they speak the language at all. Arabs tend in 
general to be less open to take part in research of the type 
proposed, due to their more prominent concern regarding 
privacy, as well as due to some political anxiety. Concern 
for privacy is shared by other sectors in the population, 
notably ultra-orthodox and soldiers. Political anxiety may 
also be found among new immigrants from the Former 
Soviet Union. We therefore expect problems in sampling 
in some sectors of the population, and may need to resort 
to quota sampling if the random sampling will result in 
lesser representation of some sectors.  

(2) Evaluation of Sequential Longitudinal Recording 
(IJCL’01: §5.2.2) 

(a) Technical Matters 
We used Sony TCD-D100 DAT recorders with Sonic 

Studios stereophonic DSM-1S/L microphones. Each 
cassette has a capacity of four hours of quality recording. 
The acoustic output is excellent. However, the recorders 
seem to have caused difficulties in technical handling, 
especially at the point of replacing cassettes. Therefore, 
our first recruited informants from each agency recorded 8 
hours each, and the last got to a full 24-hour span, with 
four or five cassettes each. This enabled the agency’s 
representative to study the technical issues and the ways 
to overcome them with the informants. Unfortunately, 
many of the cassettes came back either empty or not fully 
recorded. In other cases, the sound of the recording 
person, i.e., our informant, who is closest to the 
microphones, was distorted. This has proved to be an 
especially unhappy situation, since it seems that the blame 
went to our representatives, who failed either to instruct or 

to supervise quality recordings, with the result being that 
our targeted informant was not recorded properly. One 
other crucial point was the physical connection between 
the microphones and the recorder, which caused distorted 
recording and at times even loss of some. One last 
problem is power supply. Two internal lithium batteries 
are good for some six or seven hours of recording. Still, 
for the informant’s convenience and in order to ensure 
recording continuity, their replacement should have been 
made along with the replacement of a cassette. We used 
instead a battery sled assembly, which holds four C-type 
batteries. This power supply is good for 24 hours, so that 
batteries would not need to be replaced during any single 
recording session. This usually proved to be the case, yet 
informants have complained on their weight.  

Fortunately, time heals in this case, and recent 
developments in digital recorders will enable us to use 
quality long-term hardware recorders with no operational 
complications. At this time, 6-hour sequential recording 
seems feasible, but when we get to the larger project, we 
may be able to use still better, more convenient 
equipment. Hardware recording with no mechanics may 
further lead toward some other solution regarding power 
supply.  
 
(b) Ethical Issues 

During a whole day our informants meet with people, 
with which they may have more or less meaningful 
conversations. The recording equipment was put into a 
pouch that was carried on the belt or in a bag. The 
microphones were attached to a device that was carried on 
the informant’s neck, so that the microphones were 
located one at each respective side of the informant’s 
head, close to the ears. The cable connecting between the 
microphones and the recorder was hidden beneath the 
informant’s clothes. This way, the recording hardware 
would not attract any attention of either interlocutors or 
the surrounding people. This, indeed, proved to be the 
case in most instances.  

The Israeli law does not prevent recording of a third 
party by a person who either takes part in the conversation 
or where it is clear that the speaking individual is aware of 
the attendance of that person. Whereas the recording 
informant signs a consent form allowing the CoSIH 
project to use the recorded data for research purposes, the 
other recorded people do not. Still, we are concerned with 
keeping the privacy not only of our informants but also of 
their interlocutors. Therefore, our own obligation, 
expressed explicitly in the consent forms as in other 
written forms handles to our informants, is to erase 
personal names and other betraying data of either the 
informants or their interlocutors from both the transcripts 
and the respective sound data.  

Eliminating personal names in transcripts is an easy 
task, and the procedure taken is replacing the names with 
other names that are similar in form and in their socio-
cultural setting. Being a multi-cultural nation, Israel has 
diverse traditions of name giving. Also, name giving to 
the newborn is a matter of changing fashion, and can 
indicate age and origin of the person carrying that name. 
As for name elimination in the sound files, this is a more 
complicated matter. One way of doing this is putting a 
weak beep instead of the name. However, this cause 
problems in understanding, especially in discourse 

3



 

passages that include many names. Therefore, we have 
devised an alternative method in which only the 
consonants are eliminated, so that both the syllable 
structure and the prosody remain intact. This method is 
still under examination.  

Apart from this procedure, we allow informants to 
object to the inclusion of any part of the recording 
retroactively, as well as refraining from handing down to 
us anything they deem sensitive, or even all the recorded 
materials.  

The last issue to be dealt with in this section is 
awareness to recording. This is an important matter to 
look at, be it on the part of the informants’ interlocutors, 
in case they know about the recording, and especially on 
the part of the informants themselves. Change in speech 
form can take place in front of any microphone, all the 
more so if the recorded person knows that the goal of the 
research is linguistic study.  We tried to overcome this 
latter problem by avoiding preliminary awareness of the 
linguistic goals of the research. When an informant is 
approached by our representative, s/he is being told that 
the goal of the research is “recording the daily life of 
Israeli inhabitants”. Although this is not the whole truth, it 
is the truth, and nothing but the truth. When our 
representative comes to collect the recordings and before 
working on the sociolinguistic questionnaire, then our 
representative tells the informant that the recordings will 
be used for the compilation of CoSIH and requests the 
informant’s consent to use the data.  

Our impression is that in most cases speech style and 
language use is very similar all the way. This will, 
however, have to be checked in a thorough linguistic 
research. We had asked our informants to try tell us orally 
during the recording any information we could use later 
about the interlocutors or the setting of the recording at 
any new session. Only some informants kept to this 
procedure. We will have to double-check the wisdom of 
this procedure. Of course, whenever informants refer to 
their being recorded or recording, wherever meta-
language is used to describe settings and circumstances of 
the recording or the recorded interlocutors, this not what 
we would like to see as part of the natural linguistic 
behavior of our informants. It is a matter to decide 
whether such chunks can be included as an integral part of 
the corpus, albeit in a separate section.  

(3) Contextual Sampling (IJCL’01: §5.2)  
CoSIH has been designed to be a fully representative 

corpus, integrating both demographic and contextual 
variables into a single database. Representativeness is 
achieved by sampling, and CoSIH’s design plan included 
a main corpus comprising 90% of the data of which both 
speakers’ population and speech events will be selected 
randomly.  

Obtaining a representative sample of the individuals in 
a group, or society, is known and commonly used. The 
various forms and methods of survey sampling pride a 
good representation of the individuals in society. For 
CoSIH this will be done by the use of a statistical sample 
of the Israeli population (IJCL’01: §5.2.1). However, 
reaching the goal of having a fully representative corpus 
in contextual terms too is still a vastly unexplored area 
(for some examples of spoken corpora aimed at 
representativeness not only in demographic terms but also 

in contextual terms see IJCL’01: §5.2.1). By ‘contextual 
sampling’ we mean sampling time and speech situations 
in order to get a representative sample of speech events in 
various environments. Thus, contextual sampling involves 
three issues: (i) long-term time sampling; (ii) short-term 
time sampling; (iii) speech sampling.  
 
(i) Long-term time sampling 

By ‘long-term time sampling’ we mean sampling of 
the recorded sets, i.e., all daylong recordings made by our 
informants, throughout the data collection period. Season 
may well influence language use, definitely in the lexical 
domain, but also in other domains. This is notably 
expected to occur in the holidays seasons. As the data-
collection period is expected to last throughout a whole 
year (IJCL’01: 175), we expect long-term time sampling 
to come as a byproduct of this procedure. Eventually, we 
may nevertheless have a slightly imbalanced sample.  

One particular problem is recordings on Saturday, the 
Jewish Sabbath, and on religious holidays. First, 
Saturdays and religious holidays are not working days in 
Israel. Therefore, we will have problems in asking our 
representatives to go and ask people to start recordings on 
Saturday or on a holiday. Also, a high percentage of 
Israeli Jews (estimated to be anywhere between 20% and 
50%) would not operate a recorder on Sabbath or on a 
holiday because of religious constraints or out of respect 
to tradition. Even if we eventually find techniques to 
overcome these problems, we should expect under-
representation of Sabbath and holiday recordings, 
definitely among Jews with religious or traditional 
restrictions.  
 
(ii) Short-term time sampling 

By ‘short-term time sampling’ we mean drawing a 
sample of 5,000-word units from each of the recruited 
daylong recordings. Language use change along the day, 
notably due to change in environment and interlocutors, 
but perhaps also due to other reasons, which one cannot 
predict at this time, like fatigue, attentiveness, and even 
mood.  

The sampling procedure of recorded segments will be 
a statistically representative selection of one-hour 
recorded segments from each 24-span recording made by 
each individual informant. This will follow a procedure of 
elimination of long silent periods and long unintelligible 
speech passages (IJCL’01: §5.2.2). Hopefully, as with 
long-term time sampling, time distribution among the 
hundreds of daylong-recorded sets will produce a good 
sample of time within the day. However, if on a large-
scale pretest (which we aim at conducting at the beginning 
of our data-collection year) we will see that this procedure 
results in imbalance, we will try the following alternative 
sampling procedure: We will sample time points along all 
raw daylong recordings to see whether they are located in 
the midst of a substantial speech event. In case the answer 
is negative, we will try another time point, until we find 
one that fits our demands. This or another procedure will 
have to be checked in the pretest.  
 
(iii) Speech sampling 

This sampling procedure can result either in hour-long 
speech events, or, in the majority of cases, in recorded 
segments shorter than an hour. While these segments may 
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include substantial materials for inclusion in the corpus. In 
order to obtain our one-hour recorded segments we will 
need, in these cases, to make another step in order to reach 
this goal. This will be done by collapsing shorter speech 
segments into a single one by further elimination of silent 
periods that are too short to be eliminated in the first 
procedure. By using this latter procedure we will have 
samples of both long and short speech events, which may 
well represent different types of speech and language 
patterns. It should be born in mind that distinction is made 
between sampling and analytical procedures, so that the 
requirements from sampling, although they may converge 
with the requirements set for compiling the analytical unit, 
viz., the cell, are not the same.  
 
(4) The Concept of ‘Cell’ (IJCL’01: §5.1) 

As an end product, CoSIH will consist of “cells”. A 
“cell” is an analytical unit. A cell is the basic 
sociolinguistic unit of CoSIH. It should aid the user to 
conduct research based on sociolinguistic data supplied in 
the CoSIH database, data that include both demographic 
features and contextual settings of the textual data 
included and compare it to data of other cells.  

Word count is a basis upon which the size of corpora 
is usually defined. We kept to this tradition, and in our 
initial design of CoSIH a cell was defined as a recorded 
segment designated to include 5,000 words of coherent 
continuous text. Each cell was meant to consist of one or 
more texts produced by one or more speakers classified 
according to both demographic and contextual criteria. To 
illustrate this, it was said that “a cell may include a single 
5,000-word text extracted from a university lecture given 
by a female 50-year-old native Israeli speaker of Western-
European origin or two face-to-face conversations 
between two 20-year-old soldiers of Russian origin, one 
comprising 2,000 words, the other 3,000; or a cell may 
consist of several shorter phone conversations between a 
boss and employees. In all of these cases, each of the 
included sections will be a coherent continuous text” 
(IJCL’01: 190). The selection procedure of textual data to 
be included within a cell was to be made from the one-
hour recorded segments extracted from the daylong 
recordings at the sampling stage.  

Based on our experience gained so far, the above 
setting looks unachievable. In our initial design we did 
pay attention to speech rate and to uneven distribution of 
contextual setting and text types among different types of 
the population. However, we did not give enough thought 
to the fact that simple sampling procedures will not yield 
the 5,000-word segments to conform to our strict 
demographic and contextual criteria, and that we will need 
more complex sampling procedures. Furthermore, our aim 
was to have each cell consist of the speech of individual 
speakers about whom we can supply precise and accurate 
sociolinguistic data, viz., our recording/recorded 
informants. Linguistic materials gained from the speech of 

any other recorded individuals, be they interlocutors of 
our informants or other people, although they may be 
suitable for general linguistic analyses, are not good 
enough for lectal investigations, either linguistic or 
sociolinguistic.  

In most sampled one-hour segments from our pilot 
recordings, the informant (i.e., the recording person) did 
not speak enough to lend us our 5,000-word cell we 
strived for. In order to achieve this target of having 5,000 
words from a single informant, we would have to sample 
much longer recorded segments. Needless to say, one 
does not speak in empty space, and having the context of 
one’s speech is part and parcel of any speech event. Since 
the corpus will eventually present the texts in both sound 
and transcription, we will therefore need to transcribe a lot 
more than originally expected. Anyone who has ever 
experienced natural spontaneous language transcription 
will know that this is not an achievable goal.  

We have therefore changed our definition of cell to 
include segments of speech events of the same contextual 
category consisting of 5,000 words by all people taking 
part in these speech events. This definition is subject to 
one restriction: any cell must include at least 1,000 words 
in substantial speech uttered by CoSIH’s recording 
informant (or informants sharing the same demographic 
criteria). By ‘substantial speech’ we mean that the speech 
of the informant will not include only brief replicas with 
no linguistic significance. This change still fits the 
requirements set in the original design as regards cell 
capacity in terms of enabling linguistic and sociolinguistic 
research. As referred to in our IJCL paper (p. 194 n. 5), 
Biber, relying on linguistic-feature counts conducted on 
1,000-word textual sub-samples of three of the early 
English corpora (both written and spoken), concluded that 
"the 2,000-word and 5,000-word texts in the standard 
corpora are reliable representatives of their respective text 
categories for analyses of this type” (Biber, 1990: 261). It 
may be noted at this juncture, that although spoken 
Hebrew is more analytic than the written medium, still the 
highly synthetic nature of Hebrew and its concise written 
structure will result in larger chunks than its English 
parallel by 25% or so.  

There are some sets of recordings in the pilot sample 
that do show an intensive participation of the informant in 
many of the recorded speech events. From such sets we 
expect to have at least 2,000 word of the informant within 
a 5,000-word sample. In the long run, we may consider 
having a subcorpus of CoSIH with all cells consisting a 
minimum number of 2,000 words of their informants. If 
so, we will aim at achieving representativeness also in this 
subcorpus. Table 2 will serve to illustrate some types of 
speech events with varying percentage of participation of 
the recording informant. All recorded segments are of an 
identical length of 30 minutes each.  
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Recorded 
segment 

Speakers Total 
turns 

Informant 
turns 

informant 
turns %  

Total 
words 

informant 
words 

informant 
words % 

1 3 591 139 23.5% 4301 657 15.3% 

2 4 616 121 19.6% 3625 756 20.1% 

3 4 329 120 36.5% 2788 1102 39.5% 

4 3 513 223 43.5% 4038 1667 41.3% 

Table 2: Participation of informants in speech events 

 
One last issue that has not been investigated yet is 

representativeness in terms of contextual variables. It has 
been mentioned above that CoSIH has been designed to be 
a fully representative corpus, integrating both 
demographic and contextual criteria into a single 
database. Contextual sampling as described above will 
show the distribution of speech events of varying types 
among the Israeli population. The collection of recordings 
as sampled is expected to result in deficiency in 
contextual categories, which will manifest itself during 
the procedure of allocation of texts into cells (IJCL’01: 
§5.3). This may lead to a decision to enhance the corpus 
by over-representation of some texts of varying contextual 
variables. This will provide better representation of 
contexts at he cost of being less representative of times or 
speakers.  

Our contextual categories include three main variables 
and two secondary ones. The main variables are:  

(a) Interpersonal relations: intimacy vs. distance 
(b) Discourse structure: role driven vs. non-

structured interaction 
(c) Discourse topic: personal vs. impersonal 

The secondary variables are: 
(i) Active participants: monologue vs. dialogue 
(ii) Medium: phone vs. face-to-face 

A very brief survey of our pilot study already suggests 
that among dialogues we may expect a fair distribution of 
texts according to our designed main variables. However, 
we will probably be short of monologues. While the 
definition of naturally occurring monologue may be a 
matter for discussion, we do expect the need to over-
represent monologues in some way. 

As regards phone conversations, in most cases the 
person on the other side of the line is not heard at all. 
Special recording techniques may be used in some cases, 
e.g., with informants whose work involves many phone 
conversations. In other cases, a small subset of our corpus 
may be designed to bring forth telephone conversations.  

Transcription and Annotation  
CoSIH’s designed size, five million words, requires 

some serious limitations as regards project duration, 
human power and financing, since five million words is a 
large corpus in terms of spoken corpora (Blanche-
Benveniste 2000: 63). The texts will be recorded in 
natural settings, which means an often noisy environment 
and many overlaps between speakers, just to mention two 
of the most conspicuous problems for transcription. 
Existing corpora of similar size and scope are all 
transcribed in the standard orthography, and may include 
some additional notations, primarily of conversational 

features or intonation (e.g., Svartvik and Quirk 1980; Du 
Bois et al. 1992; 1993). From both our experience in the 
pilot study and from experience of others we note that one 
needs many dozens of hours to transcribe one hour of a 
spoken conversation recorded in a natural setting. At this 
point, our estimate is an average of 250 hours of 
transcription labor per one hour of recording. Given the 
above, and since CoSIH will present its texts to the user in 
both sound and transcript, we have decided to have CoSIH 
transcribed not in a phonetic transcription of any kind but 
in the standard orthography. Still, in order to illustrate 
phonetic variation of spoken Israeli Hebrew, we aim at 
including small samples from each cell in phonetic 
transcription (IPA). For some notes on transcripts in 
Hebrew orthography see Izre’el (2004).  

The method of transcription follows in principle the 
one developed by Du Bois et al. (1992, 1993), in that it 
makes a visual representation of intonation units and 
includes some annotation of final tones. We are still 
considering the best annotation system and transcription 
principles for our texts. One should recall at this juncture 
that CoSIH aims at offering a synchronic presentation of 
sound and transcription in multimedia format. Some 
samples of transcribed texts have been published in Izre’el 
(2002). A preliminary analysis of Hebrew intonation units 
and final tones is presented in Izre’el (in press) and in 
Amir, Silber-Varod & Izre’el (2004a).  

Finally, Hebrew standard orthography goes from right 
to left and, more prominently, does not include full and 
unambiguous representation of vowels. This last feature 
poses a serious obstacle to automatic analysis of the 
transcribed text. We are still contemplating the ways to 
overcome this problem in order to enable automatic 
analysis that will bring about a possible tagging service 
for CoSIH. A possible solution may eventually be found 
by adding a parallel pseudo-phonemic, broad transcription 
to the Hebrew text. A sample of a transcription of this 
kind can be viewed in Amir, Silber-Varod & Izre’el 
(2004b). This sample further includes glossing and 
English translation, two additional features of CoSIH that 
we have not yet given serious consideration.  

A Final Word: What Is Next 
The pilot phase of CoSIH is only the first step in a 

long road until our ambitious project is disseminated. Our 
next step is a pretest that will implement the lessons 
gained by the pilot study, examine their effectiveness, and 
study issues involved in large-scale informant recruiting 
and data collection. Unlike the pilot-collected data, data 
collected in the pretest phase will form part of the final 
corpus. We plan to use data from CoSIH Phase I, our 
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pilot, to compile a mini-corpus on its own with its ca. 45 
informants.  
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Abstract 
The recently-completed ICSI Meeting Corpus is available through the LDC. It consists of audio and transcripts of 75 research 
meetings, ranging in size from 3 to 10 people, with an average of 6 people.  The meetings were recorded by means of both close-
talking (headset or lapel) microphones and far-field (table-top) microphones. The close-talking microphones enable separation of each 
person’s audible activities from those of every other participant.  The far-field microphones provide a view of the meeting as a whole. 
The transcripts preserve words and other communicative phenomena, displayed in musical score format, time-synchronized to the 
digitized audio recordings. The corpus is intended as a resource for both speech researchers and language researchers. This paper 
describes the methods used to prepare the corpus,  some interesting challenges and solutions,  and the  benefits of using both close-
talking and far-field microphones. 
 
 

1. Introduction  
The "ICSI Meeting Corpus" was recently completed 

and is now available through the Linguistics Data 
Consortium (LDC).  It consists of audio recordings and 
transcripts of 75 naturally-occurring research meetings.  
The goal was to produce a high-quality resource for use 
by both speech researchers and language researchers. 

All meeting participants were recorded both by close-
talking microphones (usually a headset), and by far-field 
microphones (arranged along the tabletop). The close-
talking microphones enable separation of each person’s 
audible activities from those of the other participants.  The 
far-field microphones provide a view of the meeting as a 
whole.  The resulting audio recordings fill 9 DVD’s. 

The meetings were “natural” (not contrived): they 
would have occurred regardless of whether or not they 
were recorded. The meetings recorded were, in large part, 
regular weekly meetings of ICSI research groups (5 main 
groups), and usually lasted about an hour. 

They ranged in size from 3 to 10 participants (with 
average size of 6). This is much larger than most multi-
party interactions recorded in other corpora. The corpus 
contains 5 main types of meetings and 53 unique 
speakers. 

The meetings differed in the degree to which they 
followed an agenda, and the degree to which power was 
centralized or distributed evenly among the participants. 
The participants knew each other well for the most part, 
and cared about the matters under discussion. This led to 
some degree of overlapping speech, from very little to 
very much, depending on the group. 

Standard procedures were observed in terms of Human 
Subjects requirements for informed consent. The Consent 
Form asked participants for permission to use their data in 
the corpus, and let them know they would have access to 
the transcripts and audio prior to public release of the 
data, and that things would be excised from their speech 
in meetings if they requested such excisions. 

This paper describes some of the methods used in 
preparing the ICSI Meeting Corpus. (For information on 
other aspects of the corpus, please see Morgan, et al., 
2001 and 2003; Janin, et al., 2003). ICSI’s is the first 

meetings corpus to be released with audio and transcripts 
for public use.  It is important to mention in passing that 
corpora of meetings are also being prepared by CMU and 
NIST, among others. This is an active interest area and 
certain to become more so in the future. 

2. The main goals of transcription for the 
ICSI Meeting Corpus 

Even if ongoing international efforts toward increasing 
standardization of data encoding methods at least in their 
broad outlines (e.g., TEI, EAGLES, CES, MATE), it is 
still the case that projects are necessarily unique in certain 
ways, dictated by their specific goals, and intended 
audience. 

This corpus was designed for use by two distinct 
research communities: speech recognition researchers on 
the one hand and language researchers (linguistics and 
discourse researchers) on the other hand. 

The main goal was to produce a word-level transcript 
of each speaker's channel, time synchronized to the 
digitized audio recording. Non-word events were also 
captured, and comments were added concerning aspects 
which might be relevant to either speech recognition (e.g., 
voice quality or non-canonical pronunciation), or 
discourse research (e.g., situational comments). The 
transcription conventions were chosen to be as theory-
neutral and as minimalistic as possible. Among other 
things, there was no attempt made to capture “short” vs. 
“long” pauses. Pauses could be noted if they stood out to a 
transcriber, but perceived pause length, which is found in 
virtually all discourse corpora, was beyond the scope of 
this project.  Prominence was treated in a similar manner, 
as was intonation.  Several annotation efforts are already 
underway, but the most immediate goal was to provide the 
most accurate basic transcript possible, to be embellished 
later as needed. 

The use of individual microphones for everyone at the 
meeting was invaluable in disentangling the many 
overlaps which occurred during the meeting. In addition, 
it made it possible to capture such things as whispered 
comments, very quiet laughs, and the sudden inbreaths 
which occur prior to attempting to gain the floor -- most 
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of which would be impossible with less sensitive and/or 
shared microphones. 

In some cases, every inhale and exhale could be heard 
on a particular channel. But such breathing patterns were 
not preserved in the transcript due to being predictable 
and uninformative. In contrast breathing patterns which 
were potentially communicative were preserved (e.g., the 
sudden outbreath of frustration, a sudden inbreath of 
surprise, or a yawn). Although English is full of words 
such as “sigh,” “wheeze”, and “gasp”, these were usually 
not appropriate, because they seemed either overly 
negative or inappropriately dramatic. Instead, more 
neutral descriptions were used. 

3. Multi-channel audio and visual 
representation 

If an interaction has only a couple of participants, 
many transcription methods are viable (as discussed in 
Edwards, 2002). In the ICSI Meeting Corpus, however, 
overlaps could include as many as 10 people (if everyone 
laughed at a joke) and 3- or 4-way overlaps were not 
uncommon. In such cases, musical score notation has 
obvious natural advantages over other transcription 
methods (e.g., Edwards, 1992; Ehlich, 1993), since it 
enables simultaneous or partially overlapping events to be 
displayed one above the other, with reference to a 
common time line. 

The musical score notation for this corpus needed 
furthermore to be time-sychronized with the audio 
recording for each speaker.  This was accomplished by 
use of a computer interface called "Channeltrans" 
(www.icsi.berkeley.edu/Speech/mr/channeltrans.html). It 
is an extension of the "Transcriber" interface (Barras, 
Geoffrois, Wu, and Liberman, 2000). Both are available 
free of charge. 

Both Transcriber and Channeltras preserve events and 
the time bins in which they occurred, and both of them do 
so in XML format. Channeltrans differs from Transcriber 
in that it preserves the channel number in addition to the 
time and event. That is, unlike Transcriber, which has 
only one display ribbon for speech, Channeltrans has as 
many display ribbons as there are participants. In addition, 
Channeltrans allows the time bins on each ribbon to be 
totally independent of those on all other ribbons. Both 
properties -- multiple ribbons and independent time 
segmentation -- were essential for the Meeting Corpus 
data, due to the large number of participants and great 
amount of overlapping speech in these meetings. 

The basic strategy used in transcribing the data was to 
view each display ribbon as capturing  the actions of a 
particular meeting participant, heard over the close-talking 
microphone which he or she was wearing (i.e., the 
dominant speaker on that channel). In cases of crosstalk, 
other speakers might be heard on the same channel, but 
only the events produced by the dominant speaker were 
transcribed on that speaker's ribbon. That is, even if an 
utterance could be heard on several channels, it was 
transcribed only on one channel, i.e., the channel 
corresponding to the person who spoke that utterance. 

4. Some time-saving strategies in  
first-pass transcripts 

The basic task of transcribing the data involved 
identifying the boundaries of an event (e.g., utterance, 
noise, happenstance) and transcribing the nature of the 
event itself. 

Because the meetings often had so many participants, 
it was impractical to accomplish the time bin 
segmentation in a strictly manual way (i.e., having 
transcribers do all the segmentation into time bins). For an 
hour meeting with ten participants, for example, it would 
have required ten hours to listen to each channel 
exhaustively to find the time bins which required 
encoding. Viewing the energy waveform for activity 
might seem an effective solution, but in fact, it was not 
very reliable.  

A highly effective approach turned out to be to apply a 
speech-nonspeech detector to the audio recordings to 
generate a preliminary segmentation into time bins to be 
adjusted later by human transcribers. (For details see Pfau, 
Ellis & Stolcke, 2001). 

Undergraduate transcribers were encouraged to 
correct, adjust, or add new segmentations as needed. The 
time bins were intended simply as units of a manageable 
size with clean breaks on either side (i.e., no truncated 
words). Utterances might be contained in a single time bin 
or they might extend across several time bins. The time 
bins were not to intended as definable discourse units or 
prosodic units but simply as manageable units, which 
could be made more precise later if needed. 

The project also used professional transcription 
agencies for some first-past transcripts. The presegmented 
versions were processed in such a way that all of the time 
bins which the presegmenter identified as containing 
events were strung together in a linear fashion, and 
recorded onto a cassette together with sequence numbers 
to prevent duplication or omissions of segments. The 
professional transcribers then transcribed each time bin 
chunk, together with its sequence number, and the 
resulting chunk-wise transcript was re-assembled at ICSI 
and double checked by the student transcribers. 

 

5. Checking the transcripts for  
word-level accuracy 

After a transcript was completed, it was submitted to a 
spell-checker, and then reviewed in its entirety while the 
checker listened to the audio recording. After this was 
completed, the process was repeated by one of two senior 
researchers. 

Even though the data had by this time been seen by at 
least two and often three pairs of carefully trained eyes, 
these "read-throughs" by the senior researchers led to a 
number of corrections at the word and utterance level. 
This reflects two aspects of the meetings: the highly 
technical nature of the discussions, and the fact that many 
meeting participants were non-native speakers of English. 
The senior researchers have technical backgrounds which 
gave them an advantage over both the linguistically-
trained student checkers and the professional transcribers.  
This experience is no doubt familiar to anyone who has 
ever prepared a transcript, and is a clear reminder of the 
extent to which a linguistic message is underdetermined 

9



 

by its acoustics and of the importance of context, 
intonation, pragmatic conventions and world knowledge 
in filling in the gaps. 

In about twenty cases, there were words or phrases 
which seemed acoustically very clear but remained 
incomprehensible even to senior researchers. In these 
cases, the actual speakers were asked to listen and 
demystify them.  Here are two examples: 

(1) .. now that of course we have sort of started 
to lick blood with this, {QUAL editor's note, 
speaker explained that "lick blood" is a German 
idiom meaning "having started something, and 
wanting more of it"} 
 
(2) From Michael Strube, I've heard very good 
stuff about the chunk parser that is done by 
FORWISS, {QUAL editor's note, speaker-
verified names} 
 

Once checking was completed by a senior researcher, 
the transcripts were made available for correction by the 
participants themselves. Very few errors were detected in 
this way. 

6. Benefits of using both Close-talking  
and Far-Field Microphones 

On the surface it would seem that close-talking 
microphones alone would be sufficient in that they 
provide a sensitive record of each person’s speech.  
However, there are several situations in which the far-
field microphones are invaluable. 

 
a) Compensating for some glitches on the close-talking 

recording 

When a word was unclear or even the speaker’s 
identity who spoke it, the far-field microphones often 
provided a sufficiently different “ear” on the situation to 
be able to clarify it. 

 
b) Tracking discourse when some participants are out 

of the room 

In some meetings, a participant left the room while 
still wearing the microphone (e.g., to photocopy 
something for the meeting, or to arrange something with 
the administrative staff).  If a transcript had been based 
only on the close-talking microphone, the outcome of 
these intermingled conversations would have been 
confusing or even bizarre.  The situation became 
immediately clear when listening to the far-field 
microphone. 

 
The next two are somewhat more subtle and will 

require more sophisticated approaches to use the far-field 
data, but are possible in principle, and not far from what is 
being done already. 

 
c) Distinguishing self-oriented subvocalizations from 

shared communicative behavior 

Where should the researcher draw the line between 
that which is probably audible only on the close-talking 
microphone and that which was probably heard by others? 
This is almost a Heisenberg uncertainty problem. With 

poorer quality recordings in the past, the researcher could 
be sure that if he or she heard something, the other people 
in the interaction no doubt heard it too.  But the Meeting 
Corpus includes some degree of "over-precision", that is, 
vocalizations which speakers may make for their own 
purposes, with no intention that they be part of the 
meeting as a whole. For example, there are cases in which 
a speaker says a word or two to him- or herself at low 
volume.  And there is even a case in which a particular 
speaker said "uh-huh" an unexpectedly large number of 
times, but at such a low volume that it was inaudible to 
other participants at the meeting. If a backchannel occurs 
in a meeting and no one else hears it, is it still 
communicative? 

The high quality far-field microphones provide the raw 
data which can in principle be used to estimate what the 
others may have heard.  

 
d)  Determining the best mix of channels to represent 

the meeting as a whole 
This is an extension of the previous problem.  During 

the calibration of equipment at the beginning of the 
meeting, the technician often boosted the recording 
volume of close-talking microphones for "soft-talkers" 
relative to people who normally speak more loudly. When 
these channels are simply combined, the person with the 
soft voice will be louder than he or she was in the actual 
meeting relative to the other participants. 

In contrast, the high quality far-field microphones 
record multiple participants without adjustments to the 
loudness of the participants individually, and when 
combined, can give a better approximation of the relative 
loudness of speakers at the meeting.  Some work would be 
needed to match up the levels of the different tabletop 
microphones, but this is possible in principle. Without the 
far-field microphones, the problem would be data-limited 
and therefore unsolvable. 

7. Conclusions 
This paper has discussed the general structure of the 

Meeting Corpus, and some of the procedures it developed 
in meeting the challenges of transcribing 75 actual (rather 
than contrived) meetings in musical score format, time-
synchronized to digitized audio recordings.   

It also briefly described a minimalist approach to 
transcription which was chosen to serve the needs of two 
very different research communities:  speech and 
language research.  

Finally, it discussed the benefits of having both close-
talking and far-field microphones, mentioning several 
types of problems which would be insurmountable 
without the use of both types of microphones. 
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Abstract 
This paper analyses the effects of certain oral features on the process of transcription of spontaneous speech recordings. On the basis 
of the statistical analysis of the data obtained from the C-ORAL-ROM corpus, it will be shown empirically that transcription 
difficulties vary according to the communicative situation, the degree of formality and the number of participants. 
 

1. Introduction 
This paper is the result of an experiment carried out by 

a group of transcribers at the Laboratorio de Lingüística 
Informática (LLI) at the Universidad Autónoma de 
Madrid, once the recording and transcribing phases of the 
C-ORAL-ROM project were over. 

The goal of the experiment was to confirm certain 
hypothesis which had arisen after the transcription process 
as the team attempted to determine which communicative 
interactions caused more difficulties in the transcription 
phase and why. 

The original hypothesis consisted in relating these 
transcription problems to the frequency of occurrence of 
two kinds of linguistic phenomena typical of spoken 
interactions: 
 

• Production features, such as fragmented words, 
supports, retractings, etc.  

• Interaction features, such as the number of turns 
or the overlapping  (Llisterri, 1997).  

 
This would lead to the conclusion that the more 

frequent these phenomena were in a spoken interaction, 
the more time and effort needed by the linguist in the 
process of transcription. 

However, it was the team’s aim to rationalize these 
impressions and confirm the causes in an empirical way. 
Thus, the following objectives were stated: 
 

• Definition of orality. 
• Development of a computational tool which could 

help to establish a relation between conversational 
genres and orality features. 

• Showing how these features vary inside the corpus 
depending of the register. 

• Data analysis and verification of how orality is 
related to the difficulties present in the transcription 
process.  

• Establishing a typology of transcription problems 
based on the results of the analysis. 

 
However, before attempting further explanation of the 

experiment and analysis of the results, it is necessary to 
discuss some features of the corpus used, focusing on 
those which are related to its design and distribution. 

2. Description of the corpus 
C-ORAL-ROM is a multilingual spontaneous speech 

corpus (Cresti et al., 2002) of the four main roman 
languages: French, Italian, Portuguese and Spanish. Each 
subcorpus consists of around 300,000 words. With the aim 
of enabling comparability between the different 
subcorpora, several sampling criteria concerning the 
distribution of the corpus were established: as long as 
each of the variation parameters is fully present in the 
corpus, the linguistic variation will be well represented 
(Moreno, 2002). In that sense, two elements are to be 
considered as basic elements: on one hand, the 
characteristics of the speakers and, on the other hand, the 
context of use. As far as the speakers are concerned, age, 
sex, education, occupation and geographical origin were 
taken into account. As for the contexts of use, a basic 
distinction was made between the dialogic structure 
(monologues and dialogues or conversations) and kind of 
situation (familiar or public).  

A second important distinction was made between 
formal and informal speech. Each is represented in the 
corpus by 50% of the texts. Inside the informal part, a 
distinction was made between the familiar and the public 
domains: the first is represented by 75% of the texts, 
while the public domain accounts for the other 25%. As 
for the formal speech, the distribution of the texts was 
made following a thematic criterion: the natural context 
formal speech area (43% of the texts) is formed by 
recordings such as conferences, political debates, political 
speeches, sermons, professional explanations and texts 
dealing with business, law and teaching. In the same way, 
the texts which are part of the formal speech in media 
section (40% of the texts) are grouped in the following 
categories: interviews, meteo, news, reportages, scientific 
press, sports and talk-shows. Finally, inside the formal 
speech part, a section made up of phone recordings (17 % 
of the texts) is included. 

Other relevant criteria concerning the corpus design 
are: acoustic quality of the samples (all are digital 
recordings), legal status (recording, transcription and 
publishing were done after the written authorization of all 
participants) and spontaneity of the recordings (no 
previous scripts were used and there were no restrictions 
in the use of the language and the expression of opinions). 
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Figure 1: Distribution of the C-ORAL-ROM corpus 

3. The notion of orality 
It is well known that spoken language is not always a 

synonym to orality , if we understand orality as the 
presence of linguistic, paralinguistic and interactive 
phenomena, such as retracting or overlapping, which are 
not present in the written register. The registers in spoken 
language vary depending on the communicative situation. 
For instance, a text being a transcription of a sermon will 
differ significantly from a private conversation between 
friends, as far as the subject, the communicative context, 
the goals and the relation between participants are 
concerned (Romaine, 1996). 

These differences are present not only at a morpho-
syntactic, lexical and discoursive levels, but also at a more 
basic level which has to do with discourse production and 
which we will refer to as degree of orality. 

 The goal of this paper is to study that degree of orality 
considering the different conversational genres established 
in C-ORAL-ROM, in such a way that the hypothesis 

stated at the beginning -the presence of certain spoken 
features makes the transcription process much more 
difficult- can be confirmed. 

Those phenomena chosen as the object of this 
experiment are typical features of spontaneous speech: 
overlapping, retractings, dialogic turns, speaking speed, 
fragmented words (“psicolog” instead of “psicología”, for 
example) or supports, coded in C-ORAL-ROM as &ah 
and &eh. 

4. Orality and transcription problems: the 
original hypothesis 

In order to find out what kind of relation there is 
between orality and linguistic registers, two scales of 
transcription difficulty  were stated taking into 
consideration the following two parameters: 

4.1. Degree of formality (Scale 1) 
Two ends can be considered when dealing with the 

texts in terms of transcription difficulty: on one end, the 
most complex, those texts distinguished as private; on the 
other end, the easiest, those texts classified as formal.  
 
         informal      media    formal 
+ difficult --------------------------------- - difficult 

4.2. Number of speakers (Scale 2) 
This parameter affects only those texts classified as 

informal (the most complex according to Scale 1) and 
considers as most complex those texts with a higher 
number of participants (three or more), while those with 
one or two participant imply a lower degree of difficulty.   
 
                 conversation     dialog      monolog 
+ difficult ------------------------------------------    - difficult 

5. The computational tool 
The C-ORAL-ROM corpus is tagged with XML. 

Using the information included in the tags, we developed 
a program which automatically calculate the frequency of 
occurrence of each of the following features: overlapping, 
retracting, number of dialogic turns, speaking speed, 
fragmented words and supports. These frequencies were 
calculated for each class of texts. 

Thus, the results show the average number of words 
between two occurrences of a phenomenon, except in the 
case of speaking speed, where the figures correspond to 
the number of words per second. The higher the number 
of words, the less important is the phenomenon in the  
class of text in question. In order to facilitate the reading 
of the figures, only one decimal was used in the final 
results. 

6. Textual typology and transcription 
problems: analysis of the data 

In this section, the results obtained by the program are 
analyzed. The analysis procedure has always been the 
same for each of the linguistic phenomena studied:  
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First, the relation between frequency of occurrence of 
the features and textual typology is stated.  

Second, we evaluated whether this relation confirms 
the original hypothesis, which states that certain kinds of 
texts are harder to transcribe, according to the scales of 
difficulty. 

6.1. Number of dialogic turns 
The first feature to be analyzed is the number of 

dialogic turns, understood as the number of times a 
speaker replaces another in the conversation. According to 
the original hypothesis, in the analysis of the data it is 
assumed that there is a direct relation between the number 
of turns and the effort needed in the transcription process.  

Below, it is shown how this feature is reflected in the 
mentioned classifications from a quantitative point of 
view.  

In Figure 1, which analyses the degree of formality 
(scale 1), it can be observed how the participants in 
informal texts produce shorter turns, while those turns 
belonging to formal texts are longer and those turns 
produced in media texts have an intermediate length, 
closer to formal texts than to informal ones. 

In the groups dealing with number of speakers (Scale 2), 
apart from the obvious conclusion about monologues, 
those turns belonging to dialogues are almost two and a 
half words longer than those belonging to conversations.  

These results confirm the original hypothesis, that is to 
say: the higher the number of speakers, the shorter are the 
turns (considering the number of words per turn) and 
therefore the bigger is the effort necessary in the 
transcription. Furthermore, it has been proved that shorter 

turns are typical of informal texts and so it is in this area 
of the corpus where the transcriber will find more 
difficulties. 

6.2. Overlapping 
This second feature is directly related to the previous 

one and represents, according to C-ORAL-ROM 
transcribers, one of the most important difficulties in the 
transcription task: overlapping. Again, the results are 
obtained dividing the number of words by the number of 
overlapping cases (except in monologues, where there is 
obviously no overlapping): 

Figure 3 is the confirmation of Figure 1. As expected, 
overlapping is less frequent in the formal and media 
genres than in the informal one. In the informal genre, as 
shown in Figure 4, the difference between dialogues and 
conversations is an average of almost ten words. These 
data prove that overlapping is prototypical of the informal 
genre and, furthermore, of the conversation subgenre. As 
far as the transcription task is concerned, this fact puts the 
conversation subgenre on the furthest end in terms of 
transcription difficulty. 
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6.3. Speaking speed 
Another important feature for the transcriber is the 

speed at which the participants speak. These are the       
results obtained for C-ORAL-ROM: 

This feature, expressed in words per second, confirms 
once more how, in terms of speaking speed and given that 
the faster a participant speaks the harder the is to 
transcribe, the informal genre and the conversational 
subgenre are the most laborious in the transcription task. 
As we can see in the figures, a prototypical participant in 
an informal conversation utters approximately three and a 
half words per second, while for formal texts and informal 
monologues the average is 2.6-2.7 words per second. 

 
6.4. Fragmented words. 

So far, the data has confirmed the original hypothesis. 
However, in regards to the frequency of fragmented 
words, the hypothesis was not supported. A fragmented 
word occurs when a speaker does not complete the 
utterance of the word. 

In Figure 7, it becomes obvious that most participants 
in the media genre are speaking professionals. Even 
though they speak at a higher speed than those appearing 
in formal texts (Figure 5), the frequency of occurrence of 
fragmented words in this kind of texts is much lower than 
it is in other genres, which share almost the same ratio. On 
the other hand, the formal genre is characterized by a high 
number of fragmented words. 

Also, unexpectedly, Figure 8 shows that the number of 
fragmented words is higher in dialogues than it is in 
monologues and conversations. The fact that dialogues are 
not in an intermediate position (as it happens in the rest of 
the results) leads to the conclusion that there is not a direct 
relation between number of participants and frequency of 
occurrence of fragmented words, an hypothesis that 
should be confirmed with further data.  
 
 

Also, unexpectedly, Figure 8 shows that the number of 
fragmented words is higher in dialogues than it is in 
monologues and conversations. The fact that dialogues are 
not in an intermediate position (as it happens in the rest of 
the results) leads to the conclusion that there is not a direct 
relation between number of participants and frequency of 
occurrence of fragmented words, an hypothesis that 
should be confirmed with further data.  
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All this would show how, in the transcription process, 
fragmented words are not perceived by the transcriber as 
an added difficulty, given that, in the difficulty scale 
(Scale 1), the formal genre is the easiest to transcribe. 

6.5. Supports 
The following analysis corresponds to the frequency of 

occurrence of supports. 

Figure 9 shows an opposite arrangement to the 
difficulty order originally suggested, where formal texts 
were classified as the easiest ones. Similarly to the case of 
fragmented words, the prototypical participant in a formal 
recording resorts to supports every 46 words, in order to 
sustain his discourse. This contrasts with the ratio in 
informal texts, where the average is of almost 96 words.  

The information presented in this figure is quite 
unexpected, especially when, in this sense, the formal 
genre is made up of communicative interactions such as 
conferences or lessons in an academic context, which are 
quite close to texts following some kind of script. This 
helps to understand this phenomenon not as a symptom of 
lack of planning, but as a support which participants in 
this kind of recordings find useful or necessary. 

These data could somehow be connected to the number 
of participants, that is to say, the more  the speakers in a 
conversation, the less supports are used, due to the 
dynamics of the interaction. In order to confirm this 
hypothesis, we can look at Figure 10, where the number 
of participants is one of the parameters. 

Nevertheless, this table shows how conversations 
represent the texts with the lowest frequency of 
occurrence of supports. In fact, the data prove that, as the 
number of participants increases (and, if we look at Figure 
2, the turn is longer), so do the frequencies of supports. 

Therefore, this is again a revealing finding. First of all, 
for the description of the different linguistic registers of 
the spoken corpus and further studies on this field. 
Secondly, it is also important for the transcribers, as 
supports do not seem to constitute an added difficulty in 
the transcription process. 

6.6. Retractings 
Finally, figures relating the frequency of occurrence of 

retractings were analyzed in the six groups, obtaining the 
following results. 

Again, the scale of difficulty is inverted. Even though 
the frequency of occurrence of retractings increases in the 
informal texts, and this matches the predictions made, it is 
interesting to observe how the formal and media genres 
invert their positions with respect to the figures. This leads 
to important conclusions regarding the differences 
between these two genres, which are in principle quite 
similar, given that both are planned and are characterized 
by a register which is close to written language.  

As for the results in Figure 12, retracting is a 
characteristic phenomenon of informal monologues, 
which again raises the question of the motive behind this 
phenomenon. It is interesting to remark that this feature 
presents the highest frequencies in a kind of text where 
there is no interaction at all between participants. 

Regarding the transcription problems, again the 
original hypothesis is inverted. Contrary to what was 
expected, there is not a direct relation between the 
presence of retractings and the degree of difficulty in the 
transcription process, as the informal monologue is the 
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last in the scale of difficulty (Scale 2) introduced in 
section 3. 

7. Conclusions.  
Sometimes, the obvious facts has to be proven in 

order to question its value of truth, and this is exactly what 
has been accomplished in this paper. Starting from a 
apparently natural hypothesis, which consists in relating 
the presence of certain spoken features to a special 
difficulty in the transcription process, it has been deduced 
from the analysis of the results that this hypothesis is not 
always true because there are some spoken features such 
as supports, whose frequency of occurrence is higher in 
those texts which, as it is the case with formal texts and 
informal monologues, are not an added obstacle for the 
transcriber.  

All this would lead to the classification of the features 
of the corpus into two groups: 

• Interactional features: number of words per 
turn, frequency of overlapping and speaking 
speed (Figures 1-6). 

• Production features: frequency of occurrence of 
fragmented words, supports and retractings 
(Figures 7-12). 

 
The distribution of the types of text in the case of 

group 1 matches exactly the intuitive difficulty scales 
presented as scales 1 and 2.  

However, the cases in group 2 (production features) 
show a distribution which is even opposite to scales 1 and 
2 in some of its aspects: media is the genre with less 
influence coming from fragmented words and retractings, 
and the formal genre is the one with a highest ratio of 
fragmented words and supports (this last feature shows its 
lowest ratio in informal texts).  

 

As for the second scale (informal texts), observing the 
second group of features (production features), 
conversations appear as the less affected subgenre, while 
monologues stand out as the richest in supports and 
retractings. The scales, if only the production features 
were taken into account, would be as the following, from 
less to most difficult: 
 

 - difficult -----------------------    + difficult 
            media      informal     formal 

       Figure 2: Scale 1 and production features. 
 
        

- difficult -----------------------    + difficult  
conversations   dialogues    monologues 

       Figure 3: Scale 2 and production features. 
 

The fact that interactional features match exactly 
the intuitions made at the beginning and that production 
features are almost the opposite (the highest difficulty end 
corresponds to formal texts and informal monologues) 
gives way to the conclusion that the difficulty perceived 
by the transcriber comes from the features in the first 
group (interactional). This is shown below in the 
correlation of the data for interactional features in Scale 1 
(that is, the data on figures 1 to 6 for informal, formal and 
media). It is clearly shown on the figures how the order 
informal-media-formal is kept at all the times. The three 
figures correspond to relations between speed and 
overlapping (Figure 13), speed and words per turn 
(Figure 14) and overlapping and words per turn 
(Figure 15). 
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Those features belonging to the second group 
(production features) are problematic in the establishment 
of the text (Benveniste, 1998) phase, as it has to be 
decided what is going to be the written representation for 
that kind of recording; however, the transcriber does not 
consider these features as obstacles in the transcription 
process.  

These empirical conclusions should be confirmed by 
applying the same analysis on new texts, as it will be the 
case with a previously created corpus in LLI-UAM: 
CORLEC (Moreno, 2002). CORLEC does not follow 
exactly the same transcription criteria as C-ORAL-ROM 
(mainly because it was recorded and transcribed 10 years 
before), but it has the advantage of being three times 
larger in terms of the number of words. 

Nonetheless, the main conclusion (the 
complexity of a transcription derives from the interaction 
features and not from the production features) is fully 
justified by the representative character of the data used as 
a basis. More specifically, there were 429 different 
speakers, some of them participating in different 
recordings, which means a total of 554 participants. The 
number of texts is not very high (169 recordings) but its 
great variety should be highlighted  (as shown in the 
distribution chapter). Finally, below is a summary of the 
data used: 

 

 

Table 16: Absolute data for C-ORAL-ROM. 
 

Further investigation applying this methodology,  
extended to other criteria, might include characterizing the 
different spoken registers included in C-ORAL-ROM at 
all the linguistic levels. Besides, an optimum result of 
applying this methodology would lead to a prediction of 
the typology of a given spoken text, based on quantitative 
data not in qualitative ones. 
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Abstract 
 
Transcription and mark-up of spoken language data should ideally present as accurate, full and impartial a representation of the 
original speech event as is possible, but processing of the data record is subject to a number of compromises between the pull of 
competing forces, such as the demand for user readability while also aiming for computer readability, and the requirement (for 
purposes of interchangeability) for conformity to existing standards vs the accurate description of the particularities of the data. This 
paper presents problems that we have encountered during the process of creating a corpus of orthographically transcribed spoken 
language data for the British Academic Spoken English corpus. Some limitations in the recommendations of the TEI Guidelines are 
also discussed. 

 
1  Introduction 

The British Academic Spoken English (BASE) corpus 
is a collection of recordings and marked-up transcripts 
of academic lectures and seminars that is being 
developed at the Universities of Warwick and Reading. 
It is designed to be a British counterpart to the 
Michigan Corpus of Academic Spoken English 
(MICASE), a corpus that is to some degree 
representative of spoken events in academic settings in 
the USA. 
 
Unlike MICASE it does not include speech events other 
than lectures and seminars, and the majority of the 
recordings are on digital video rather than audio tape. 
The corpus currently consists of 160 lectures and 38 
seminar recordings, equally spread over four broad 
academic domains, of which three quarters have already 
been transcribed, and 40 lectures have been marked up 
(as of 20/3/04). 
 
The main motivation for developing this corpus is to 
create a resource for research into spoken academic 
discourse, and it is targeted chiefly at EAP researchers 
and practitioners. The corpus should provide a wealth of 
evidence of naturally occurring language in specific 
contexts, and the intention is to make it highly 
accessible, by creating a web interface for interrogation 
of the corpus, and by tailoring the interface to the needs 
of potential end-users.  
 
In the early stages of the project, the recordings of the 
lectures were transcribed by a variety of paid student 
and volunteer transcribers, for reasons of expedience, 
and this resulted in a degree of variability in the quality 
and accuracy of the transcriptions. Once funding was 
secured, however, we have worked to achieve 
consistency in the rendering of spoken language in an 
orthographic representation, and we have also aimed to 
make the corpus compatible (and thus interchangeable) 
with other corpora, in particular the MICASE corpus. 
We therefore follow the TEI Guidelines (as does 
MICASE) and employ the set of TEI elements for 
mark-up of spoken language data shown in Table 1.  
 
Transcription and mark-up of spoken language data 
should ideally present as accurate and impartial a 
representation of the speech event as possible, but this 

ideal can never be achieved, as Cook (1995) 
persuasively argues. The process of data capture and 
transcription is subject to a number of powerful 
tensions, repeatedly forcing the transcriber away from 
the ideal and towards compromise, and this paper 
describes some of the questions that we have had to 
deal with during the process of creating our corpus.  
 
 
Tag Description 
<u> An utterance is a discrete sequence of speech 

produced by one participant, or group of 
participants, in a speech event. The tag contains 
transcription of lexical items. 

<pause/> Indicates a perceived pause, either between or 
within utterances, of at least 0.2 seconds 
duration. 

<vocal/> A non-lexical vocal event such as laughter, 
coughing. 

<kinesic/> A non-vocal communicative event such as 
putting hand up, handing out paper, etc. 

<event/> An occurrence, not necessarily communicative, 
usually non-verbal, noted because it affects 
comprehension of the surrounding discourse. 
For example fire alarm, playing of audio tape, 
etc. 

<shift/> A marked change in voice quality for any one 
speaker 

<writing> A passage of written text revealed to 
participants in the course of a spoken text. 

<distinct> Used for words or phrases in languages other 
than present-day British English. This includes 
earlier forms of English but does not include 
proper names.  

<sic> Used when a speaker makes a mistake without 
self-correcting, and the error might otherwise 
appear to be a transcribing error. 

<trunc> Used when a word is truncated. 
<gap/> Used to indicate omissions in the text. Also used 

when names referred to in the recording are 
withheld at the request of the participant(s). 

<unclear> Used when the transcriber is uncertain of exact 
word(s) 

Table 1: List of elements used in mark-up of the BASE 
corpus (attributes are not shown) 
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2 Practical Issues 

2.1 Time and Money 
The greatest practical concerns for anyone involved in 
the development of a corpus of spoken language data 
are the intertwined issues of time and money. 
Processing spoken language data is an extremely time 
consuming and expensive process and this places 
constraints and limitations on what can be achieved. On 
the BASE project we have calculated that one hour’s 
worth of recording takes, on average, at least 10 hours 
to transcribe, 3-4 hours to check, and then more than 8-
15 hours to mark up. Decisions have to be made over 
the level of detail that can be incorporated in the mark-
up, while at the same time allowing for a large number 
of recordings to be transcribed and annotated. This is 
one of the primary tensions underlying decisions over 
the mark-up of the data: breadth vs depth. The 
following sections describe a range of other tensions 
affecting and constraining the corpus developers’ 
decision-making processes. 

2.2 Corpus Design - Meeting End-Users’ 
Requirements 
Design is continually adjusted and reviewed throughout 
the process of building a corpus and it is important to 
base these decisions on the perceived usefulness of that 
particular design feature for the end-users. Ideally 
corpora would be designed to provide useful 
information for all areas of speech research, but the 
constraints of time and money militate against this. The 
BASE project is funded by a Resource Enhancement 
grant from the Arts and Humanities Research Board of 
England, and deadlines for completion of the project 
must be met, as well as targets for the numbers of 
transcripts to be completed. 
 
Equally powerful, however, is the notion of the end-
user community: the corpus is designed to constitute a 
set of resources for language teachers and researchers 
into English for Academic Purposes, and it is these end-
users who must be kept in mind throughout the design 
process. It is for this reason that the chosen form of 
representation in the corpus is orthographic 
transcription. This decision is not without its problems, 
as will be shown in the following sections, but it is 
fundamental to the project that the corpus should be 
non-threatening, in its presentation, for the language 
teacher. 

2.3 Conformity 
The spoken language data representation has to be 
readable not only for humans (user readability) but 
also for computers (computer readability). At a basic 
level, this simply requires a high level of systematicity 
in mark-up, but at a broader level it argues the case for 
standardisation, and the importance of inter-
changeability between corpora. The BASE project has 
chosen to make its corpus a sister to MICASE, and it is 
planned that end-users should observe a regularity in 
annotation and in structuring between the two corpora. 
On a broader level, the BASE project aims at 
conformity to the TEI Guidelines. However, as 

discussed below, there are problems in the guidelines. A 
further dynamic tension at play here, then, is that 
between compliance with existing guidelines and the 
need for customisation of mark-up to account for the 
features of the actual data, not all of which have been 
satisfactorily treated for within the guidelines. 

2.4 Data-Gathering - Quality of Recordings 
Records of naturally occurring spoken language events 
are inevitably to some degree partial. At the same time, 
the corpus developer needs to find ways to produce 
accounts of these events that, while partial, are of 
approximately equal degrees of partiality. This principle 
can be seriously challenged at the first stage: that of 
data collection in natural settings.  
 
From our experience, the quality of digitised recordings 
of natural speech events is clearly superior to that of an 
audiocassette and therefore the transcription itself is 
more accurate. The BASE recordings were made on 
minidisc and on digital video in different classrooms 
and lecture theatres throughout the two universities. In 
an ideal world, one could get recordings of equal 
quality in any of these different settings. In reality, 
however, we encountered problems with the equipment 
not picking up all of the speech data due to technical 
difficulties. In some lecture theatres, for example, bulbs 
in the overhead projectors interfered with the wireless 
lapel microphones and every time lecturers moved close 
to the projector to change a transparency, they became 
inaudible. This kind of data loss can also lead to an 
inconsistency in the transcripts – gaps in a transcript can 
be due to a number of factors, such as recording 
problems, the poor levels of articulation of a speaker, 
possibly also the need to edit a section for reasons of 
anonymity (see 2.5 below), and decisions have to be 
taken over whether, and how, these gaps are to be 
indicated in the transcript. 
 
Another potential source of inconsistency is the mode 
of the recordings themselves. The BASE project 
recordings are mostly on video but some are purely 
audio. The audio-only recordings do not contain the 
same level of detail of context and paralinguistic 
activity that are captured by the video recordings, and 
this poses a problem for the transcriber who will have to 
choose between keeping the level of detail restricted to 
what can be discerned on the audio tracks or having 
varying levels of detail depending on what is available 
on video, on the one hand, and audio, on the other. 
Allied to this dilemma is the practical issue of what 
software the transcriber should use: a simple audio 
transcription aid with the use of a VCR for viewing 
video as a supplementary source of information, or a 
dedicated computer programme interface, such as the 
freeware programme, Soundscriber, which permits 
viewing of the video on the same screen as the text 
editor and audio controls. The size of the image on the 
larger monitor may make certain visual features of the 
recording more salient than they would appear to be 
when viewed on a small window on a computer screen. 
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2.5 Constraints on Authenticity 
Ideally, we aim to capture naturally occurring speech in 
an authentic situation, but there is always the question 
of how authentic the event recorded is when a 
participant is aware of being observed. Example 1 
illustrates an extreme of the observer’s paradox – the 
lecturer, by way of a joke, adds a spoof French 
translation of a car name for the benefit of the 
international students (not present at the lecture) who 
may listen to the recording later as part of their EAP 
course. 
 
Example 1 
it's just oscillating off it goes just 
oscillates and for the foreign language 
students very much like a Citroen Diane 
suspension it's getting towa rds that or 
le Diane de Citroen or whatever it 
whatever it is am i supposed to interact 
with this or should this be a  

RL027 pt2 09.07-09.46 
 
 
Another potential threat to the authenticity of the data is 
the need to protect the identities of the participants. 
Participants must be aware of the recordings being 
made, what the data is to be used for and who it will be 
made available to. This will involve some editing and 
suppression of the data. A difficult issue is to what 
extent this suppression should be made. A degree of 
editing will reduce the authenticity of the data but if the 
corpus is to be made freely available it is possible that 
people might make use of data in ways not previously 
anticipated. For example, the corpus could be used as a 
source of reference for information that is taken out of 
context and was not agreed to by the participants. With 
this in mind it is an ethical decision whether to let the 
participants look at the transcriptions before they 
become part of the corpus. This would ensure that all 
the speakers in the recordings agree to make the 
information contained in the data available to others and 
that any information which they see as being 
problematic or not acceptable in a wider context can be 
removed. This may be an important ethical issue but it 
can also seriously compromise the authenticity of 
naturally occurring data. 

3 Representation and Interpretation – 
Degrees of Partialness 

3.1 Orthographic Transcription  
Choices on how to represent data are inextricably linked 
with how the dataset is going to be used and who is 
going to use it. This choice determines to some extent 
what information is going to be captured and what is 
going to be lost. There is a tension between using IPA 
transcription and capturing the intricacies in the 
realisation of the speech produced and maintaining user 
readability and ease of transcription. An orthographic 
transcription may lose the details in pronunciation but 
takes into account time and money constraints allowing 
transcription by and readability for non-experts in IPA. 
Using written language (orthographic transcription) to 
represent spoken language creates problems in that this 

privileges the written form and to some extent the 
standardised English form. Such a representation does 
not fully convey the diversity of spoken English but, 
again, sacrificing this information allows for a more 
comprehensive searching capacity. It provides a means 
for collecting together words that do not necessarily 
have the same sound profile but which carry what is 
interpreted as the same meaning characterised by that 
surface representation, providing there is consistency in 
spelling and representations of codified and non-
codified words.  
 
As explained above, the BASE project is aimed 
primarily at EAP researchers and practitioners, and so 
the decision was taken to use orthographic transcription. 
In the following sections, the focus is therefore on 
problems that have been encountered in creating a 
consistent and accurate orthographic representation, and 
a balanced and detailed mark-up of the data. 

3.2 Spelling 
A primary difficulty in providing an orthographic 
transcription of the data is that of spelling. It seems 
reasonable to assume that there should be standards and 
conventions available for the representation of 
language, and transcription guidelines often make 
reference to a particular spell-checking system used, or 
cite dictionaries from which spelling rules have been 
taken. Speech, however, is a transient entity which 
could provide problems in standardisation and 
interchangeability of corpora in the short and long term. 
Some of these problems are: 

• Variation in spellings between dictionaries. 
• Variation in spellings of words that are all 

deemed acceptable in English, e.g. 
categorise/categorize, and per cent, percent 
and per-cent.  

• Technical terms and neologisms not yet 
codified, which can run the danger of 
idiosyncrasy. 

• How to represent made up words, e.g. 
skaboodle. The lack of a one-to-one phoneme-
to-grapheme relationship in English provides 
inconsistency across corpora and ambiguity in 
pronunciation. 

Decisions have to be made early on in the transcription 
process to ensure consistency, which, in turn, allows 
comprehensive and precise searches, and accurate word 
frequency lists to be drawn from the corpus. For the 
BASE project a list of standard conventions will be 
provided for reference alongside the transcriptions. 
 
 
On whose authority? 
In the BASE corpus, there is a lecture on Pericles. The 
name is spelled Pericles in the Oxford Reference 
Online database, but the notes given by the lecturer use 
the spelling Perikles. By definition the lecturer is an 
expert in his field, which raises the question of whether 
to follow the spelling of the expert or to use that of the 
standard language.  
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3.3 Definitions of a ‘Word’ and Orthographic 
Representation of Non-Words 

It is a generally recognised fact that spoken and written 
language differ in various respects, and these 
differences create a problem for the representation of 
spoken language following written standards. Spoken 
language is a continuous process, a complex interaction 
of articulators, whereas written language is a discrete 
representation of segments at the word level. What is 
written in dictionaries does not define what and how all 
things are said. If the continual stream of speech is 
segmented into words using, for example, the definition 
that a word is the minimum unit in writing to which 
meaning can be assigned, items such as truncated words 
and noises do not fit into this categorisation. Questions 
about which individual noises are meaningful enough to 
warrant word status presents another set of choices to be 
made by the transcriber.  
 
In Example 3, taken from a lecture on mechanical 
engineering, the question is whether “zing” is to be 
represented as a word, or marked with a <vocal> tag 
which would make it a non-lexical item.  
 
Example 3 
 
so i want the arm to come in as quick as 
possible to to that point <shift 
feature="pitch" new="high"/> zing <shift 
feature="pitch" new="normal"/> like that 
do the <vocal desc="buzzing noise" 
iterated="y" dur="1"/> do the welding and 
move away again now if it's overdamped 
the case we saw before it will not come 
in zing it will come in <shift 
feature="tempo" new="ll"/> zing <shift 
feature="tempo" new="normal"/> and 
eventually get there if it's as the case 
we're going to move on to it goes past it 
overshoots then of course it would go 
zing  

RL027 pt2 01.24-01.50 
 
In this extract, there are two distinct types of noise 
made: one is a buzzing noise, which has been tagged 
here as <vocal/>, and the other is a noise which is here 
represented as ‘zing’. One influence on the decision to 
represent it thus is that it consists of sounds of English 
which can be put together to make a lexical item, and a 
second factor is that it can be found in a dictionary. In 
the first three instances of the sound in this extract it 
performs a role similar to that played by the buzzing 
noise in describing the sounds made by parts of a 
welding machine, and it could be argued that the two 
types of noise should be marked up as being similar, 
rather than one being <vocal/> and the other lexicalised 
with a <shift/> tag employed to show the marked 
prosody of the first three instances. The fourth instance, 
however, suggests that the sound is performing a more 
conventional ‘word’ role in the utterance. An alternative 
is to try to represent the buzzing noise as a word, in the 
same way as ‘zing’, although there is no clear means 
(‘buzz’ is not an adequate representation of the sound 
made in this instance) of doing so. 

Another example from the corpus is that of the lecturer 
who frequently used the phrase “all right” after 
statements throughout the lecture. The intonation of this 
remained the same through the lecture but the 
realisation turned into “mm” rather than using the actual 
words. This is an example of how a simple transcript of 
the lecture would hinder the understanding of the 
speech event. The written transcript can only adequately 
provide lexical information about the event rather than 
the paralinguistic and contextual information that the 
participants are using. This argues the case for linking 
the transcript to a prosodic transcription or to the audio 
files, which would help to disambiguate the meaning.    

3.4 Visual Representation of Data above the 
Word Level 

The visual representation has an influence on the 
interpretation and perceptions of the event by the 
reader. The layout and punctuation provides 
interpretations of how the spoken language was 
produced. Edwards (1993) discusses the role of the 
transcript in spoken language research providing a set 
of maxims for readability of transcripts which the 
transcriber should keep in mind to limit 
misinterpretation: 
• Proximity of related events.  
• Visual separability of unlike events. 
• Time-space iconicity.  
• Logical priority.  
• Mnemonic marking.  
• Efficiency and compactness.  
 
Where written language is delineated by punctuation, 
the equivalent for spoken language is the complex 
interaction of prosodic marking. To represent one level 
of the prosody, and give clues to the phrasing of the 
data, all pauses have been marked in the BASE corpus 
and precisely measured. This makes the transcript more 
difficult to read for the end-user but also provides 
information about the realisation of the speech. This is 
an example of the kind of compromise that has to be 
made in the processing of spoken language data, 
between the need for readability, and the importance 
of contextual and paralinguistic information. 

3.5 Interpretation: The Transcriber’s Dilemma 
Any transferral of data from a recording of raw speech 
into written form will be an interpretation. To represent 
what is heard means that some information is inevitably 
lost, and this will restrict the options for further 
interpretation of the data by others.  

3.5.1 Relevance 
A difficult issue for the transcriber is that they are 
responsible for deciding what details are relevant to the 
event. The transcript is necessarily selective and a 
matter of interpretation. Having visual accompaniments 
to the transcript can aid the user but it does not 
overcome the problem that the observer is not a 
participant in the event. What is deemed relevant by the 
transcriber may not have been given the same relevance 
by the participants in the event itself. Often the 
transcriber does not have all the information, such as 
just having audio recordings where non-vocal events 
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can be heard but decisions on their relevance have to be 
made without all the information necessary. Audio 
recordings do not necessarily capture all non-vocal 
information that is relevant and a degree of editing has 
therefore been done without the transcriber being aware 
of that decision.  

3.5.2 Realisation: Surface Form vs Underlying Form 
Decisions about whether to represent a fully or partially 
articulated word as its phonetically realised form or as 
its underlying form provide further problems of 
interpretation. If a word is to be represented 
orthographically, then the representation depends on 
whether the word appears in a codified form, for 
example ‘till’ is a separate codified shortened version of 
‘until’ but there is no separate dictionary entry for 
‘`kay’ as the partially articulated version of ‘okay’. A 
further example is the learnt/learned difference. The 
past and past participle of learn can be either learnt or 
learned, where learnt is preferred in British English, 
particularly when the word functions as a participial 
adjective, according to Fowler (1999). In a single 
recording it is possible to find a speaker switching 
between a pronunciation of the word which ends in a /t/ 
sound, and one which ends in /d/.  The transcriber then 
has to interpret whether this distinction exists in the 
mind of the speaker (they actually thought ‘learnt’ in 
the first case, and ‘learned’ in the second), and whether 
or not this should be made clear through the 
orthography. To make the transcript comprehensively 
searchable however, the orthography has to be 
standardised.  Representing what is said is a matter of 
interpretation and the challenge is to constrain the 
degrees of variability of this interpretation as far as 
possible. 

3.5.3 Interpretation of Homophones 
Making decisions about how to represent the spoken 
form as written language is particularly apparent in the 
problem of homophones. The transcriber has to 
interpret the context within which the word is spoken to 
assign it the most probable meaning and written form. 
In cases such as “they’re”, “their” and “there” and  
“see” and “sea”, reliance on the context can usually 
disambiguate these forms but the transcriber cannot 
know that that particular form chosen to represent the 
occurrence is that form which the speaker intended to 
utter.  There are instances where the context does not 
provide a weighting towards one or the other of the 
possible representations due to the non-fluent 
production of speech. 
 
Example 4A 
this is a problem with property a 
companies always have to have somewhere 
to live  
 
Example 4B 
this is a problem with property a 
company's always have to have somewhere 
to live  

RL031 pt2 07.19-07.26 
Making a decision about which of these two forms 
(‘company’s’ and ‘companies’) is the one that the 

speaker intended is making assumptions about 
cognition and pre-planning of utterances. The aim of 
making a non-theory dependent corpus then has to be 
compromised to make a representation of what has been 
uttered. 

3.5.4 Correction 
The transcriber must transcribe what is heard and not 
correct the speech to make it grammatical in standard 
written English. The observer cannot know whether 
what has been uttered fulfils the intention of the 
speaker. Correcting what would be seen as grammatical 
errors in standard written English also implies that the 
form spoken by the speaker is not acceptable and is a 
form of judgement on dialectal or idiolectal features of 
the individual’s speech.  

4 Difficulties Using TEI Guidelines 
Spoken communication differs from written 
communication in that it is not only a lexical and 
syntactic event, but also consists of the context in which 
the event occurs and of additional paralinguistic 
information (Cook 1995). To become a participant in a 
spoken communication event, presence at the point in 
time at which the communication is delivered and 
membership of the audience at which the 
communication is aimed are required. The written 
record of the words spoken is insufficient to capture all 
that is required to interpret a spoken event. The TEI 
guidelines on mark-up of spoken language data provide 
means for making the representation of the event more 
comprehensive. Problems in the practicalities of 
adapting tags for spoken language events from linear 
written language and trying to represent these events to 
provide an effective interpretation are discussed in this 
section. 

4.1 Representation 
Trying to accurately represent the speech event, 
particularly the temporal aspects of speech, while 
conforming to the TEI guidelines, provides a difficulty 
for the encoder. Representation of an event influences 
the interpretation by the user as they can only interpret 
the event from the information provided and how it is 
presented. 

4.1.1 Variability  
One of the biggest tensions in providing an accurate 
representation of spoken language data using the TEI 
guidelines is between customisation and conformity. 
Where there are too many potential ways to encode 
events (for example, ways to mark time alignment) in 
the TEI guidelines, there will be ambiguity, confusion 
and this will limit consistency both within and across 
corpora.  

4.1.2 Speech Event as a Temporal Entity 
Representing spoken language in written form imposes 
linearity on speech. To a certain extent this exists due to 
the constraints on a human’s ability to produce more 
than one word at a time. However, the TEI guidelines 
impose linearity on the whole speech event and the 
events contained within it. Speech is a temporal 
phenomenon and on levels above and below the 
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representation of the word, other non-linear events, such 
as prosody, are being constrained by the linear demands 
of the encoding system. The linear representation also 
only allows events to occur at certain break points in the 
transcripts, the word boundaries. These artificial 
boundaries in a stream of continual speech are enforced 
by the orthographic transcription system, not 
necessarily correctly representing the actual temporal 
events. 
 
This tension between accurately representing the 
temporal nature of the event and conforming to the TEI 
standards can be illustrated by <u>, the dividing unit of 
utterance. It is defined as “a stretch of speech usually 
preceded and followed by silence or by a change of 
speaker”. However, a speaker does not necessarily 
finish their utterance when another interrupts and the 
option for the transcriber is then to either indicate the 
temporal aspect of the interruption, breaking the 
utterance artificially or mark the end of the utterance as 
a whole entity. The overlap can then be indicated either 
with time stamps or by using style sheets. If the speaker 
who interrupts fails to gain the floor, his or her 
utterance then becomes embedded. The difficulty then 
is to decide where to mark that embedded utterance. 
The choice is either to break the utterance of the 
interrupted speaker, following Edwards’ (1993) 
principle of proximity, which implies in the transcript 
that there was a break, or to violate this principle 
allowing the loss of temporal information. This 
becomes more complicated if other speakers try to 
interrupt as it then can become unclear, when 
represented linearly, which speaker is being interrupted. 
Using <u> in the representation of multi-speaker events 
(such as small group discussions in interactive lectures, 
or a heated exchange of opinion during a seminar) 
becomes highly problematic. Without time stamps or a 
link to the recorded event itself, the user can only 
interpret from the information presented and the manner 
in which it is presented.  

4.1.3 Illustrations 
A usual component of academic lectures is that there 
will be audio-visual aids and illustrations, which can be 
central to the communication of the information 
contained in the lecture. The decision is to what extent 
and how to represent them. The tag provided for such 
an event is the <writing> tag, which contains “a passage 
of written text revealed to participants in the course of a 
spoken text”. The main issue with this tag is how the 
items being revealed are represented. It is only the 
written text that is specified to be encoded, again 
privileging the written form. Items such as diagrams, 
formulae and illustrations can be just as communicative, 
particularly in disciplines such as Meteorology and 
Economics that make frequent use of symbolic 
representation, and should also be included. Further 
questions such as how far this can be done within the 
text and to what extent it is to be reproduced in its 
physical appearance, such as the font and size, need to 
be addressed.     
 
The <writing> tag does not deal with how to represent 
other types of illustrations such as pronunciation 

examples. Example 6 comes from a lecture in which 
different accents of English are described demonstrating 
different pronunciations of the word “through”. In the 
orthographic transcription this would not be marked but 
as it affects the understanding of the lecture as an 
illustration of a point, it would be useful to have a 
phonetic description of what is pronounced. In the 
BASE corpus, we have chosen to use the <distinct> 
element with the ‘lang’ attribute set to a ‘sampa’ value, 
and then to represent the sound using the Sampa system 
of phonetic transcription. 
 
Example 6A orthographic transcription 
so if i start saying if i start changing 
my vowel in through to through to through 
or something like that which many English 
people do  
 
Example 6B with suggested pronunciation mark-up 
so if i start saying if i start changing 
my vowel in <distinct lang="sampa"> 
[Tru:]</distinct> to <distinct 
lang="sampa">[Tr}]</distinct> to 
<distinct lang="sampa"> [TrY]</distinct> 
or something like that which many English 
people do  

RL032 pt1 06.58-07.08 
 
4.2 Interpretation  
A general problem in the TEI guidelines in the 
processing of spoken language data is that many of the 
tags involve a great deal of interpretation by the 
encoder. For example, the difference between the tags 
<event/> and <kinesic/> is that events marked as 
kinesic are communicative. Not only does the encoder 
have to decide whether the event is relevant, an 
interpretation in itself, but also whether it has a 
communicative function.  

Inconsistencies in encoding data also occur across 
corpora due to the individual needs and interpretation of 
the encoder. For example the TEI definition of 
<pause/> is “a pause either between or within 
utterances”. In the BASE project a pause is empirically 
defined as a period of silence from 0.2 seconds long, 
narrowing down the TEI definition. This definition of 
<pause/> means that the DTD would have to be altered 
as it does not allow for a pause to occur within 
<distinct>, an element which identifies words and 
phrases that are distinct in some way from the 
surrounding language.  

Example 7  
Passy himself has given instance of th-, 
in-, instances of this <pause dur="0.5"/> 
# <distinct lang=”french”> dans un parler 
tant soit peu langue on 
distinguera</distinct> <pause dur="0.4"/> 
<distinct lang=”french”>trois petites 
roues</distinct> <pause dur="0.2"/> 
that's # three little wheels  

RL011 pt1 05.54-06.04 
The <distinct> tag was originally created to describe a 
feature of written, rather than spoken, language but the 
need for it can be demonstrated in Example 7 above. 
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The extendable nature of the TEI guidelines allow for 
this customisation which can be noted in the DTD. 
Problems occur, however, when customisation leads to 
ambiguity in interpretation. 
 
The TEI definition of <pause/> leaves scope for a range 
of interpretations, some of which will be primarily 
impressionistic. Customising the definition of <pause/> 
in turn affects the definition of <u> marking utterances, 
where the attribute, ‘trans’, which describes the 
transition between utterances, has the possible values 
for beginning the following utterance: 

• smooth - without unusual pause or rapidity.  
• latching - with a markedly shorter pause than 

normal.  
• overlap - before the previous one has finished.  
• pause - after a noticeable pause.   

Interpretations of the terms ‘unusual’ and ‘normal’ then 
have to be made. Taking the definition of a pause of the 
BASE project, the attribute smooth becomes redundant. 
A normal pause would be defined as one that is 0.2 
seconds or longer and shorter than normal would be less 
than that, fitting into the categories of pause and 
latching respectively. This compromises the degree of 
interchangeability of corpora as these definitions 
depend on a definition of a pause decided by the 
individual encoder. The dependency on the individual 
interpretation illustrates the tension between the 
freedom to customise to the needs of the individual and 
the ability to conform to conventions and standards to 
make interchangeable corpora. 

4.3 Gaps in the TEI Guidelines for Spoken 
Language Data 
There are gaps in the TEI guidelines which, if filled, 
could make it far easier to create corpora that have a 
strict set of standards and conventions. This would 
create a higher degree of interchangeability between 
corpora, and reduce the onus on the individual 
transcriber. 

4.3.1 Quoted or Read Speech 
One of the main gaps in the guidelines is that there is no 
satisfactory way of marking speech that is not the 
speakers’ own, such as directly read or quoted material 
(a common feature of academic discourse). The TEI 
guidelines suggest that “reading” could be the 
description of an event but this seems to be 
unsatisfactory as it refers to the action of reading as a 
separate event to the language and speech being 
produced. This would cause difficulties such as the 
encoder needing visual information about when the 
reader was looking at the text to read it and making 
interpretive decisions about whether the text was being 
read or not. It is relevant for users to know that a 
portion of language is written language communicated 
through speech. If marked with an empty <event/> tag, 
the read speech would not be easily suppressed from the 
rest of the corpus if so wished by the user. For these 
reasons, this is not how read or quoted speech is marked 
in the BASE corpus. A decision remains to be taken as 
to whether to adapt an existing TEI-specified tag, that 
roughly approximates, or to introduce a new tag for use 
in our corpus, and move for it to be included in future 

versions of the TEI Guidelines. The working definition 
used for the tag is “text which can be attributed to an 
identifiable source when it is being quoted and not 
referenced where the whole text being quoted is at the 
non-finite clause and above level”. This is not a 
definition without problems but it captures the larger 
portions of speech which are definitely read or directly 
quoted. At the same time, there are a number of 
complications, for example, the extent to which 
individual words read or quoted would be marked, and 
how to deal with idioms, proverbs and sayings, and 
placement of the tags in a stretch of speech with 
mistakes in the reading or breaks for embellishment. A 
distinction would also have to be made between text 
that is being read and text that uses part of the same 
language to refer to the contents of the text previously 
read. Information about the source and whether it is 
present at the time of the speech event or whether it is 
quoted from memory is also to be considered.  

4.3.2 Other Gaps 
The TEI guidelines do not address speech impediments 
providing no guidance for encoders. The TEI guidelines 
also do not fully represent the whole range of possible 
occurrences of unintelligible fragments of speech such 
as truncated words.  

4.4 <shift/>  
The <shift/> tag exemplifies the problems discussed of 
both interpretation and representation in the TEI 
guidelines. The <shift/> tag “marks the point at which 
some paralinguistic feature of a series of utterances by 
any one speaker changes”. There has to be an initial 
interpretation by the non-participant encoder to select 
these segments of speech that demonstrate this change. 
For example, voice quality is noted as a possible shift in 
speech but creaky voice is a feature of speech that 
occurs frequently at the end of phrases. The issue here 
is whether this would only be marked in places where it 
is not expected and conveying non-lexical information. 
This means that the encoding process would then 
become tied to one particular theory of paralinguistic 
behaviour selected and interpreted by the encoder.   
 
On top of interpretation, the further question then is 
how the shift is represented. The TEI guidelines use 
individual features such as voice quality, pitch range 
and rhythm and represent changes in the features as 
relative discrete changes. Speech is a continuous stream 
of moving articulators which do not necessarily move in 
the discrete way that this definition requires. The 
imposition of a linear structure on speech events also 
only allows the tags to be placed at word boundaries, 
which makes the decision about where to place the tags 
difficult for the encoder and the output inaccurate.  
 
The design of the <shift/> tag does not allow more than 
one feature change to be noted in one tag, even though 
it is not one feature but that combination of changes in 
the parameters that creates the perceived shift. The way 
that this is designed means that each feature can end at 
different points in the speech and also be picked out for 
separate analysis. However, it also creates a problem of 
consistency. The individual changes in each feature 
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may not be enough in themselves to create a perceived 
shift but are crucial components in combination for 
creating the shift. The one feature design implies that 
wherever there is that amount of a change in that 
feature, there will be a tag indicating it, which is not the 
case. 
 
Another option of how the change could be represented 
is by defining the shift as a description of the function 
e.g. <shift desc=”mimicking a child’s voice”/>. The 
problem here is that this is an interpretation made by a 
non-participant in the speech event making non-
empirical impressionistic judgements. It would 
privilege the section because of its function rather than 
its actual realisation. 
 
Neither of these options provides a satisfactory way of 
encoding paralinguistic information and it raises the 
question of whether these sections should be marked at 
all if there is no accurate and consistent way of 
describing them. The attempt to capture valuable 
information about the details of the event is undermined 
by interpretative and inconsistent representation. It 
would seem that a comprehensive prosodic transcription 
of the text or a link to the audio file would be the only 
non-interpretive option here. However this would not 
allow direct searching and retrieval of sites of particular 
prosodic interest. Questions concerning how to deal 
with shifts in paralinguistic features using the <shift/> 
tag therefore remain unanswered.   

5 Conclusion 
In this paper we have discussed some of the issues 
involved in processing spoken language data, and some 
of the difficulties we have experienced in using the TEI 
guidelines for the encoding of the BASE corpus.  
 
Basing a system of transcription and encoding for 
spoken language data on standards for written language 
raises a number of problems. It is assumed that 
standards exist for orthographic transcription in codified 
language but the reference texts that exist are not 
entirely comprehensive (and indeed cannot be). This 
results in difficulties for maintaining consistency both 
within a corpus and across corpora, which in turn 
restricts interchangeability.  
 
Problems in the TEI Guidelines for the encoding of 
spoken language data have been identified from the 
experience of compiling the BASE corpus. The attempt 
to provide standards across mark-up and therefore 
interchangeability of corpora will be successful only if 
there are tags that can encompass all that the encoder 
wishes to capture, and standardisation of the usage and 
interpretation of these tags.  

The TEI guidelines cater for a primarily linear 
representation of speech events which places constraints 
on the interpretation. Using time markers and linking 
the marked up transcripts to the recordings that have 
been made could provide a more comprehensive, 
although still not a non-interpretive representation of 
the event. A time-aligned multichannel audio and visual 
representation of the event alongside the marked up 
transcript may be able to capture more of the contextual 
and paralinguistic events, thus relieving the 
transcriber/encoder of much of the burden of 
interpretation, and, at the same time, better taking into 
account the temporal nature of spoken language.  
 
The importance of providing a resource that is rich in 
information for the user while also limiting the degree 
of transcriber interpretation has been stressed. 
Guidelines for the transcription and tagging of spoken 
language can regard spoken language as a subset of text 
encoding, as long as there is an accurate reflection of 
the temporal, non-linear aspects of spoken language 
rather than constraining it by the non-temporal, linear 
constraints imposed on it by the written form.  

References  
 
BASE corpus URL: 

http://www.rdg.ac.uk/AcaDepts/ll/base_corpus/ 
 
Cook, G. (1995) Theoretical issues: transcribing the 

untranscribable, in G. Leech, G. Myers and J. 
Thomas (eds.) Spoken English on computer, Harlow, 
Longman: pp 35-53. 

 
Edwards, J.A. (1993) Principles and contrasting 

systems of discourse transcription, in J. A. Edwards 
and M. D. Lampert (eds.) Talking data: transcription 
and coding in discourse research, Hillsdale, New 
Jersey, Lawrence Erlbaum: pp3-31. 

 
MICASE Michigan corpus of academic spoken English 

URL: www.hti.umich.edu/m/micase/ 
 
Oxford Reference Online, Oxford, OUP. URL: 

www.oxfordreference.com/views/GLOBAL.html 
 
Pocket Fowler's Modern English Usage. (1999) R. 

Allen (ed.) Oxford University Press, Oxford 
Reference Online.  
URL: www.oxfordreference.com/views/ 
BOOK_SEARCH.html?book=t30 

 
Text Encoding Initiative URL: www.tei-c.org/P4X/ 

index.html 

 

27



A “toolbox” for tagging the Spanish C-ORAL-ROM corpus

José M. Guirao†   Antonio Moreno-Sandoval‡

† Universidad de Granada, Spain
‡ Universidad Autónoma Madrid, Spain

jmguirao@ugr.es   sandoval@maria.lllf.uam.es

Abstract
The goals of this paper are to present the tagging procedure for a Spanish spoken corpus, and to show a tool developed for helping
human annotators in the process.  Some tagging problems especially relevant in spoken corpora, although found also in written texts,
will be introduced first. The paper will summarise the experience of the group in tagging one of the currently largest spontaneous
speech corpora (over 300.000 transcribed words)

1 Introduction: problems in tagging a spoken
corpus

1.1 The multi-word tagging
The Spanish C-ORAL-ROM corpus consists of 312597
tagged tokens. Every tag marks a lexical unit, regardless
the number of graphical words it is made of. That is,
words and multi-words are considered as a unit or token.
For instance, “hola” and “buenos días” are counted (and
tagged) as one token each. Accordingly, amalgams of two
lexical units in a single graphical word, such as “al” or
“del”, are split into two tokens: “a” “el”, “de” “el”. This
assumption is important for understanding the tagging
procedure and the tagger evaluation. Moreover, a tagger
which cannot analyse multi-words will produce very poor
results, at least for a Spanish spoken corpus, where very
frequent multi-words will be tagged incorrectly:

Correct Incorrect
“o sea”  Discourse Marker “o” Conj.   +   “sea”  V
“en lugar de”   Prep. “en”  Prep + “lugar” N +

“de” Prep
“por ejemplo”  D M “por” Prep +   “ejemplo”  V

Table 1. Multiword tagging.

1.2. A tag for Discourse Markers
Discourse Markers (DM), whose frequency is lower in
written texts, are especially relevant in spontaneous
speech. Many tagsets and taggers do not include them, and
they are usually considered as adverbs, adjectives or
nouns. In our annotation, there is a distinction between
discourse markers and other POSs. As a consequence,
new cases of ambiguity arise:

“bueno”  ADJ

“Juan es bueno”
Juan is good

“bueno”  DM

“bueno / espero que te guste”
 Well I hope you like it.

“hombre” N

“Juan es un hombre
bueno”
Juan is a good man

“hombre” DM

“hombre / no te enfades”
 Don’t be mad, man!

Table 2. Discourse Markers and POS ambiguity

Sometimes it is difficult to decide whether the proper tag
is a DM or other category. The intonation,  or the
pragmatic context  can help the trained annotator, but it is
impossible to formalise in the disambiguation grammar.
DM are responsible for a residual uncertainty.   

1.3. Tokenization
To segment the stream in tokens presents several
differences with respect to the same task in a written
corpus. Not only the recognition of multi-words or
amalgams, but also the prosodic tags.

Contrary to written texts, where punctuation
marks help to delimit analysis units as clauses, sentences
and paragraphs, in spoken transcriptions prosodic marks
are used instead. Transcriptions are divided in dialogic
turns, and turns have tone units, retracting marks,
overlapping marks, disfluencies marks, etc. All these
types of phenomena fragment the utterance and introduce
additional difficulty in tagging: “agrammatical” sequences
are quite frequent in spontaneous speech.

1.4. Unknown words
Every tagger will have to deal with words that are not in
its lexicon or in its training corpus. In spontaneous speech
there are several sources of unknown words:

• Neologisms: Spoken language includes words which
are not in the dictionaries or in written texts. New
words invented by speakers, which are not
incorporated yet to the common language.

• Pronunciation mistakes: speakers hardly use the
proper word. However, the transcription has to reflect
the actual use.

• Derivatives: The use of appreciative derivation
(prefixes or suffixes) is quite common in spontaneous
speech. As a result, a common word as “agua”
(water) can be said as “agüita” (literally “little
water”). Rules for handling derivation are needed.

On the other hand, proper names recognition is
not a problem in spoken language: since the transcription
does not follow the written language rules, only proper
names start with a capital letter.

2 The tagger
The main goal is to provide a complete morphological and
POS tagging, including lemmatisation. These tasks have
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been performed automatically and validated by expert
annotators. For the automatic tagging, a hybrid rule-
based/statistical tagger has been used. The procedure is
divided in three steps:
1. Word analysis: a morphosyntactic analyser provides

all possible tags for a specific token.
2. Disambiguation phase 1: a feature-based Constraint

Grammar resolves some of the ambiguities
3. Disambiguation phase 2: a statistical tagger (the

TnT tagger) resolves the remaining ambiguous
analyses.

Human annotators have access interactively to the three
phases, and can manually change the annotations. In order
to validate the human annotation, the whole tagging
system is run and the final results are compared against
the human-annotated corpus. Evaluation results are
reported in Moreno et al. (forthcoming). It is important to
stress that the evaluation experiment on a 50.000 words
test corpus did show both a few mistakes in the human
annotation and some incorrect rules in the disambiguation
grammar. The mistakes were fixed while some problems
in the grammar are intrinsically unsolved. The precision
rate in the evaluation was 95.6. The figure is quite good
compared to similar taggers, if we take into account that
some of them do not deal with multi-words and discourse
markers are not in their tagsets.

The tagging procedure and its evaluation is described in
Moreno & Guirao(2003). Here we will briefly provide the
main points.

2.1. Word analysis
For the morphological analysis we use GRAMPAL
(Moreno 1991; Moreno & Goñi 1995) which is based on a
rich morpheme lexicon of over 50.000 lexical units, and
morphological rules. GRAMPAL is a symbolic model
based on feature unification grammar The system is
reversible: same set of rules and same lexicon for both
analysis and generation of inflected wordforms. It is
designed to allow only grammatical forms. The most
prominent feature is its linguistic rigour, which avoids
both over-acceptance and over-generation, providing at
the same time all the possible analyses for a given word.
This system has been successfully used in language
engineering applications as ARIES (Goñi, González and
Moreno 1997).

With respect to the original system, developed
for analysing written language, new modules have been
incorporated to handle specific spoken language features:

1. A new tokenizer, for identifying utterance boundaries
by means of dialog turns and prosodic tags.

2. A derivative morphology recogniser, including rules
and lexicon entries for over 240 prefixes and suffixes.

The analysis procedure consist of five parts:

1. Unknown words detection: after the tokenizer
segments the transcription in tokens, a quick look-up
for unknown words is run. The detected new words
are added to the lexicon

2. Lexical pre-processing: here the program splits
portmanteau words (“al”, “del”  “a” “el”, “de” “el”)
and verbs with clitics (“damelo”  “da” “me” “lo”).

3. Multi-words recognition: the text is scanned for
candidates to multi-words. A lexicon, compiled from
printed dictionaries and corpora, is used for the task.

4. Single words recognition: every single token is
scanned for every possible analysis according to the
morphological rules and  lexicon entries.
Approximately 30% of the tokens are given more
than one analysis, and some of them are given up to 5
different analyses.

5. Unknown words recognition: those remaining tokens
that are not considered new words, pass through the
derivative morphology rules. If some tokens still
remain without any analysis (because they were not
included in the lexicon nor were recognised by the
derivative rules), they will wait until the statistical
processing, where the most probable tag, according
the surrounding context, is given.

2.2. Disambiguation grammar
POS disambiguation has been solved using a rule-based
model. In particular, an extension of a Constraint
Grammar using features in a Context-Sensible PS. The
output of the tagger is a feature structure written in XML.
Here is shown the possible tags for the token “la”, as an
article and as a pronoun.

<pal cat=”ART” lema=”el” gen=”fem”
num=”plu”> la </pal>

<pal cat=”P” lema=”la” pers=”p3” gen=”fem”
num=”plu”> la </pal>

The formalism allows several types of context sensitive
rules. The most basic and frequent rule is as follows:

"word"  <cat="X"> / _• <cat ="Y">
"word"  <cat="Z"> / <cat ="W"> •

Here are some rules for disambiguating the token “la”:

"la" -> <cat="ART"> / •_<cat="N" gen="fem">
"la" -> <cat="P">   / •_<cat="V">
"la" -> <cat="ART"> / • <cat="ADJ">
"la" -> <cat="P">   /  yo _•
"la" -> <cat="P">   /  tú _•

The grammar writer tries always to provide as much
particular rules as possible for a given ambiguous  case.
The goal is to get the higher level of precision in
disambiguation in this phase.

2.3. Statistical disambiguation

For the remaining unresolved ambiguities, an statistical
tagger (the Tnt tagger, Brants 2000) is applied. The
statistical model has been obtained from a  50000 words
training corpus, which is a subset of the whole spoken
corpus. The training corpus has been verified by linguists.
The statistical part is applied at the end of the process,
when the competence-based knowledge (the grammar and
lexicon) is not able to provide a precise and discrete
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analysis. This way, in case no appropriate analysis is
found, always the likeliest tag is assigned.

3. The “toolbox”

In order to help human annotators, an xml-based interface
has been developed, which allows the interactive edition
of the lexicon, the disambiguation grammar and the
annotated text. This “tool box” integrates the different
modules of the system: the tokenizer, the morphological
analyser, the rule-based and the statistical disambiguation.
The interface has resulted to be a useful tool for
controlling the complex process of  enriching and
modifying the mentioned modules.

In this section, we will show some screenshots to
give an idea of the benefits of employing such an interface
tool. This section will also show how the annotator faces
different type of problems.

3.1. Editing the annotated texts

The most basic tool is an editor-concordancer which
allows to search for problems and wrong analyses. The
experienced annotator usually knows which are the
problematic cases. In Spanish the most frequent and hard
problem is the disambiguation of “que”, as a RELative
and as a Conjunction. “Que” is the most frequent token in
spoken Spanish, and it appears in so many contexts that it
is impossible to write disambiguation rules for every case,
and statistical models do not resolve either (at least in the
current state of training). Careful verification by hand is
needed.

This option allows to search for occurrences of
“que” in some problematic contexts (see Figure 1). After
finding a wrong tag, the annotator has the option to
directly write the correct tag, and saving the result.

3.2. What if the word is not in the lexicon?

No lexicon (nor a statistical model) is complete. As a
consequence, a method for adding new entries is needed.
Spontaneous speech presents words which are not usually
found in written texts or printed dictionaries. This option
edits the GRAMPAL lexicon, allows to introduce and
modify entries and saves the enriched lexicon (Figure 2).

3.3. The disambiguation grammar editor

In the interactive process of revising the annotated texts,
the linguist wants to add new rules for disambiguation in
specific contexts. As a typical grammar writing process,
the linguist has to test the new rule. This option allows to
edit the grammar file, compile it and try a utterance
(Figure 3). The last is especially useful for checking
whether the new rule is working properly or not, without
running the whole tagging process on the file.

4. Conclusions and future work
Quality tagging of corpus requires, in addition to a good
and complete tagger, a human verification of the

annotated text. If the corpus is intended to be used as a
reference data resource, as it is the case, then a linguist-
controlled annotation is a must. A friendly interface that
integrates the different modules is a clearly useful tool.

This paper has also shown the experience of
tagging an spontaneous speech corpus. In many ways, the
procedure is similar to tagging a written corpus, but some
differences have also been exposed.

We expect to enrich the current tool box and the
current corpus with new layers of annotations, syntactic
and semantic information (Alcántara 2003).
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6. Appendix: The Screenshots

Figure 1. Editing the tagged file

Figure 2. Editing the lexicon
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Figure 3.  Editing the disambiguation grammar
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Abstract 
Spoken corpora have long been awaited in the field of simultaneous interpreting studies. Small scale attempts have so far provided a 
variety of theories and results which need scientific validation. Our research project aims at creating an electronic parallel corpus for 
study of simultaneous interpretation from and into different languages (Italian, English and Spanish), including both source and target 
texts. The corpus will serve as a basis to observe the strategies implemented by professional interpreters depending on the languages 
involved. The following paper presents the focus of our study, the steps undertaken to select, collect and transcribe the material and the 
analysis to be carried out at different levels.  
 

1. Introduction 
 

The main object of our research project is the study of 
simultaneous interpreting  (SI), as an activity influenced 
by the language pairs involved and the language direction 
in which interpreting is carried out. The aim is to create 
an electronic corpus as a means of investigating linguistic 
and textual strategies used by interpreters (e.g. 
generalisation as a way to overcome lexical difficulties 
within the time constraints of SI), the role of such 
strategies being briefly outlined at the end of this 
introductory section. 

In the field of translation studies, electronic corpora 
have already been recognized as a promising tool which 
can be employed in different ways and for different 
purposes (Aston, 2001; Laviosa 1998). Yet, very little has 
been done so far in the field of conference interpreting.  

It is probably because of difficulties in developing a 
sound methodology that there seem to be no examples of 
electronic SI corpora in the literature. The attempts so far 
have involved small scale research projects (Kalina, 
1994). The collected SI data were stored in computers, but 
not in a machine-readable format, limiting the possibility 
to consult and analyse them. The creation of an electronic 
corpus of simultaneously interpreted data has been long 
awaited. As highlighted by Armstrong (1997), it would 
undoubtedly offer a wide range of advantages to SI 
researchers. In this respect, Shlesinger highlights  
 

the potential to use large, machine-readable corpora to 
arrive at global inferences about the interpreted text 
(1998: 487) 
 

Shlesinger (489) argues that bilingual and parallel corpora 
provide a sound basis for testing of hypotheses (for 
example, about interpreting strategies) and reviewing the 
results of previous studies which have limited empirical 
validity. 

As an inter-linguistic activity consisting in the oral 
translation of speech while it is being delivered, SI is an 
object of study with different investigation paradigms 

depending on the research focus – cognitive, linguistic, 
pragmatic and so on.  

The interpreter's output is an oral target text (TT), 
produced at the same time as s/he is listening to an oral 
source text (ST) uttered by a speaker in another language. 
Against this background, the TT can be considered as a 
secondary text, meaning that it depends on the ST in both 
content and pace of delivery. The interpreter’s TT 
presents specific features that characterize it and 
distinguish it both from written translation (since it is oral 
and is simultaneously delivered) and natural oral speech 
(since it is determined by the ST).  

However, the study of SI and the study of spoken 
language share many common methodological issues, as 
the interpreter's output shares a distinctive element with 
ordinary speech and spoken language, namely orality. 
This is why in the creation of a corpus of interpreted texts 
our difficulties are in many ways the same as those 
encountered by linguists and researchers engaged in the 
compilation of spoken language corpora, ranging from 
data collection and their subsequent transcription to more 
complex levels of annotation. 

In short, our SI corpus analysis will have to adjust to its 
needs the best of existing methodology for both written 
and spoken language corpora. The procedures, tools and 
techniques already developed in these fields must be taken 
into account for reference and inspiration. A corpus of 
STs and TTs will provide a useful basis to study 
interpreting strategies and to observe how these are 
applied as a function of different variables, like the nature 
of the ST (read vs. off-the-cuff etc.), directionality and 
language pairs (cognate languages vs. non-cognate 
languages). 
The term “directionality” implies considering the 
language combinations in which an interpreter works. His 
or her languages are usually classified as follows: 
 

Active languages: A: the interpreter’s native language 
(…), into which the interpreter works from all her or 
his other languages (…). B: a language other than the 
interpreter’s native language, of which she or he has a 
perfect command and into which she or he works from 
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one or more of her or his other languages. (…) Passive 
languages: C: languages of which the interpreter has a 
complete understanding and from which she or he 
works. 
(AIIC, Art. 7) 

 
Therefore, the possible language directions in SI are: 

from A – or possibly C – to B (active), and from B or C to 
A (passive).  

SI has been defined by Riccardi (1999: 170) as a 
problem solving activity. Problems are due to its 
distinctive features, namely listening and talking at the 
same time, the use of two different languages, the 
production of a message that comes from another speaker, 
etc. To perform this task, the interpreter has to develop 
some general strategies. In addition to these, there are 
specific strategies which depend on the languages 
involved (Riccardi, 1999). The lexical and syntactical 
structures of one language cannot be merely transferred 
into another language, as illustrated by the differing word 
order for sequences of simple units like substantives and 
adjectives in a given language pair (e.g. English-Italian). 
Interpreting from or into German provides the even more 
evident problem of verb position. The interpreter must 
thus take into account the specific features of the two 
languages within the time constraints imposed by SI. This 
is why textual features of TTs and STs can be studied with 
a view to detecting the implementation of interpreters’ 
strategies. 

The next sections describe our project, focusing on the 
research material, the methodology for data collection, 
transcription and the different levels of analysis. 

 
2. Materials and  Methods 

 

Collecting recordings of STs and TTs as they are actually 
produced is the first major obstacle we faced. In the field 
of interpreting studies this is a widely acknowledged 
problem. Sylvia Kalina (1994: 224) explains, in this 
respect, the reluctance of conference organizers and 
contributors to make recordings available, because of 
confidentiality issues; similarly, she notes that  
interpreters may feel self-conscious if they know they are 
being recorded. 

In addition to this problem, we will have to manage the 
quantity and homogeneity of data. We need to compile a 
large corpus in order to be able to base our results on as 
many interpretations as possible. 

 With this aim in mind, we decided to collect 
interpretations from the European Parliament (EP). The 
TV channel “EbS” (Europe by Satellite, 
http://europa.eu.int/comm/ebs/index_en.html) broadcasts 
the plenary sessions of the EP in all of the official 
languages, thus making it possible to record many hours 
of data. This channel allows a choice of language when SI 
in different languages is provided. It has already been 
used in other studies, as it can offer a variety of 
communicative events in many languages with high 
quality interpreting (de Manuel Jerez,  2003; Turrini, 
2002). 

The plenary sessions provide a specific setting in 
which the following variables are controlled: 

• all interpreters are qualified and experienced 
professionals; 

• most interpreters work into their mother tongue1, 
i.e. from B and/or C to A; 

• all speeches share a number of features: the same 
context of production, where a strictly 
institutionalized procedure is followed; they are 
all political speeches; they are usually prepared 
in advance by the speakers (who only have a 
limited amount of time available); and they 
generally have a formal register and a similar 
content pattern. 

 
In these EP sessions interpreters work in particularly 

difficult conditions, due to the variety of specific 
terminology and problems of interpreting read texts, 
which often reflect the standard of written rather than 
spoken language and may also be badly delivered 
(Marzocchi & Zucchetto,  1997: 82). These are recurrent 
problems faced by interpreters in other contexts as well. 
However, as Marzocchi & Zucchetto (ibid.) point out: 

 
[these] phenomena are so extreme in this setting, that 
the interpreter’s intuitive, subjective limit of what can 
actually be interpreted is sometimes reached. The 
plenary seems therefore to provide suitable 
conditions for research in view of the intensity 
reached by such phenomena. 

 
This source thus provides an excellent opportunity to 

see how professionals interpreting into their A language 
rise to the different challenges, namely which strategies 
they employ, when and how.  

For a full assessment of directionality, interpretations 
into B languages must be collected as well. There are thus 
plans to record material from conferences on the Italian 
private market, where interpretation in this direction is 
common practice. 

As far as methodology is concerned, we intend to 
subdivide our study into three stages: 
• collection of the material through video-recordings, 

digitisation and editing; 
• transcription of the material and creation an electronic 

corpus; 
• analysis of the corpus. 
 
2.1 Collection of Material 
 

Given the spoken nature of the study material, it has to 
be collected in the form of recordings. At present, all the 
plenary sessions of the European Parliament to be held 
this year (2004) are being video-recorded from the 
satellite TV channel EbS. 

In our study, a first set of recordings will focus on 
Italian, English and Spanish, to be able to compare 

                                                 
1 According to the so called “mother tongue principle”, 
interpreters working for the European Parliament generally work 
only into their native language, with the exception of those 
language combinations which cannot be otherwise covered 
(Marzocchi & Zucchetto, 1997: 74). The latter are expected to 
increase as a consequence of the enlargement process. 
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interpretations between cognate vs. non-cognate 
languages. These recordings will then be digitised: the 
original speeches will be digitised as video files, while the 
interpretations will be converted into audio files (wav or 
mp3 format). The aim of this considerably time-
consuming “collecting stage” is to create an archive of 
digital recordings on DVD and CD to be used in future 
studies as well (Shlesinger, 1998; Gile et al., 2001). 

An entire file, i.e. a full morning or afternoon 
recording, will be subsequently edited following the 
sequence of the speakers taking the floor during each 
parliamentary session. Editing digital audio files is much 
easier than editing audiotapes and can be done with 
dedicated software programmes, such as CoolEdit or 
Wavelab.  

Each file will feature a reference code, in order to 
provide instant information on the time, mode of delivery 
and the languages involved. The reference code system is 
structured as follows: 
 

e.g. 
09-02-04-m-001-int-en-it 
day 
month 
year 
(m) morning / (p) afternoon session 
progressive number 
(org) original / (int) interpreted version 
source language 
target language 

 
Each text will be integrated with a header containing 

metatextual information, thus making it possible to group 
and query the files also on the basis of different entries. 
The header is to be structured as in the following 
example: 

 
date: 10-02-04-m 
speech number: 033 
language: en 
type: org 
duration: 02.30 
number of words: 356 
mean speed: 142,4 
text delivery: off-the-cuff/written to be read/mix 
speaker: Byrne 
gender: M 
origin: Irish 
political function: Commissioner, DG: Health and Consumer 
protection 
specific topic: European Centre for Disease Prevention and 
Control 
 
Original tracks (i.e. STs) will be stored alongside their 

interpretations into the other languages (i.e. TTs) in the 
same directory. This will be identified by the reference 
code explained above.  

Each digital clip is complemented by its transcription, 
so that every speech is available in two versions, i.e. 
spoken and written. It is worth emphasising once again 
that the actual data are the recorded speeches to be stored, 
while the transcripts are the means by which it is possible 
to carry out computer-based analysis of the corpus. The 
corpus will probably include a collection of written texts, 

i.e. the written translated versions of the speeches. These 
translations are available on the Internet website of the 
European Parliament and will be used in the future stages 
of our research, with a view to studying interpreted texts 
vs. both original and translated texts. 

The next section outlines the transcription criteria. 
 
2.2. Transcription and Annotation 
 

There is general consensus that transcribing is a time-
consuming and labour-intensive activity, which cannot be 
outsourced. Since one of our objectives is to create a 
significantly large corpus of interpreted texts, the time 
factor must be taken into account.  

In order to speed up the transcribing process, speech-
recognition software programmes are proving extremely 
useful. The two programs employed in the study are 
Dragon Naturally Speaking and IBM Via Voice. As voice 
recognition software requires the use of the same voice to 
be able to recognize it, the transcriber trains the system to 
recognize his/her voice first. Then, s/he listens to the 
recording and performs what conference interpreters refer 
to as “shadowing”, i.e. repeating aloud every word s/he is 
listening to (Schweda Nicholson, 1990; Lambert, 1992). 
This way, a rough draft of the transcript can be obtained 
in a relatively short time (as fast as the interpreters’ oral 
performance); finally, the transcript is revised while 
annotations are made. 

It must be pointed out that the transcribing process is an 
integral part of the analysis, as the transfer from the 
spoken to the written mode involves a deep processing of 
the material.2 In this respect, focusing on the main object 
of one’s study is as important as choosing clear 
transcribing conventions. 

Literature on several notation systems used in 
transcriptions from other studies was reviewed, and 
conventions employed in final undergraduate dissertations 
from the “Scuola Superiore di Lingue Moderne per 
Interpreti e Traduttori in Forlì” (University of Bologna) 
were assessed. 

The Jeffersonian system3 proved to be the most 
efficient one for our purposes, in that it is well established 
and widely accepted in the research community (Orletti & 
Testa, 1991: 254; O’Konnel & Kowal, 1994). Besides 
choosing a notation system as a reference procedure, 
transcription conventions were adapted with a view to 
using the transcripts for automatic analysis. Since this 
called for even greater simplicity, basic symbols for 
speech features (in STs and TTs) were carefully selected. 
As Armstrong suggests: 
 

The first level of annotation should aim at recording a 
minimal amount of reliably identifiable information. 
(Armstrong, 1997: 158) 

 

                                                 
2 See also Orletti & Testa (1991: 277), who suggest that 
“[transcription] be considered as a moment for theoretical 
reflection and not as a mere translation from spoken to written”. 
[our translation] 
3 This system was first developed by Gail Jefferson and then 
adapted for a variety of research purposes, such as 
conversational analysis and interpreting studies. 
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After long discussions, it was decided that the first level 
of notation should be limited to the lexical level by 
adopting a standard orthographic transcription, following 
the rules of the Interinstitutional style guide4. Other levels, 
such as prosodic, paralinguistic and extralinguistic 
features, appeared to be beyond the present scope of our 
study and too complex to be analysed simultaneously. It 
therefore seemed advisable to concentrate on a few 
selected aspects at a time.  

Our basic transcriptions (annotated verbal elements) 
can provide the basis for further work. At a later stage 
other annotations could be added through the use of 
dedicated electronic tools of proven scientific validity. 
One example concerns the distribution of pauses in the 
speeches under analysis. Pauses could be added 
systematically to the available transcriptions by 
employing IT tools to measure the duration of pauses and 
to produce graphic representations of variations in 
wavelength and pitch (e.g. CoolEdit, WinPitch). 

The following transcription conventions were 
established for the first group of selected features in our 
STs and TTs which can be indicative of interpreters’ 
processing difficulties: 
 
# incomprehensible lexical elements 

 
: vowel/consonant lengthening 

 
= latching 

 
-  word truncation 

 
uhm preceeds word truncation 

 
/ mispronunciation and disfluencies 

 
… silent long pause  

 
ehm filled pauses 

 
h sigh 

 
( ) general comments (as a header to the transcript) 

 
[ ] specific comments (to point out specific features 

within the transcript) 
 

Table 1: our notation system 
 

Initially, punctuation was used as a prosodic marker. 
However, this method proved to be both unreliable and 
too time-consuming without the aid of electronic tools. As 
was explained earlier, in the initial stage of our study there 
was no need to note prosodic features. These could be 
studied later, through the use of proper software tools. 

To facilitate automatic analysis, the text needs to be 
spelt “properly”. Thus, all the words uttered in ways that 
deviate from accepted standards (i.e. latching, vowel or 
consonant lengthening, truncated words and so on, see the 

list in Table 1.) and which needed to be transcribed using 
notation symbols were normalised in the transcripts.  

                                                 
4 Available from the website of the EU:  
http://publications.eu.int/code/en/en-000400.htm 
 

Each normalised item is followed, between angular 
brackets < >, by the same item as it was actually uttered 
featuring the notation symbol concerned. Depending on 
the kind of analysis to be carried out, the words in 
brackets can be included or excluded automatically, as in 
the following example: 

 
thank you President ehm well I have been asked a number of 
<o:f> uhm <quest-> questions by all of the speakers and I will 
endeavour to answer as many </may/> as possible on the time 
available to <to:> me 

 
When the transcripts are completed, they can be 

grouped and analysed in different ways. In order to allow 
a wide range of possible analyses, much care was taken in 
choosing basic ASCII characters, in order to keep 
computer readability problems to a minimum.   
 The manually transcribed data are then tagged and 
lemmatized. For English, we use the TreeTagger (Schmid, 
1994). For Spanish, we use FreeLing (Carreras et al., 
2004). For Italian, we use the tagger combination 
described by Baroni et al. (2004) and we lemmatize using 
a morphological lexicon that is still under development at 
SSLMIT. These data are then converted to XML format 
used by the IMS Corpus Work Bench - CWB (Christ, 
1994), as in the following example: 
 
<speech date="10-02-04-m" id="022" lang="en" 
type="original" duration="16.00" ... " 
function="Commissioner, DG: Health and Consumer 
protection" topic="Asian bird flu"> 
... 
I PP I I 
have VHP have h:ave 
been VBN be been 
supplying VVG supply supplying 
... 
</speech> 
 
The XML attributes specified for each speech allow the 
user to restrict queries according to several parameters, 
e.g., whether the speech is original or interpreted, 
according to topic, duration, etc.  
 The four columns inside each <speech> element 
correspond to the normalized wordform, part of speech, 
lemma and transcription of each token. The wordform 
stream contains a normalized orthographic transcription of 
the token. The transcription stream, while not a full-
fledged phonetic transcription, marks phenomena such as 
lengthenings, hesitations, misproductions, etc.  
 The users interested in lexical aspects of original and 
interpreted speeches can rely on the normalized wordform 
(which was also used for tagging and lemmatization), 
whereas those who are also interested in the phonetic 
aspects can issue queries based on the transcription 
stream. 
 The corpus can be queried on the web using the 
powerful CQP language of CWB. We also provide a web 
interface to cwb-scan-corpus, where the output of a query 
is automatically sent to the issuer (cwb-scan-corpus is a 
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CWB tool that produces frequency lists for ngrams 
matching a certain pattern). 
 Current work on automated annotation and encoding is 
focusing on how to align speeches and on how to encode 
alignment data. For up-to-date information on the status of 
encoding and the available interfaces to the corpus, please 
visit http://sslmit.unibo.it/~direzionalita/sslimint.html. 
 

3. Levels of Analysis: Present and Future 
Developments 

 

As pointed out in section 3.2., the corpus can be analysed 
at different levels and transcriptions can be complemented 
at any time with further levels of annotation for specific 
purposes at different stages in time. At an initial stage, the 
corpus can be analysed to highlight a variety of features, 
such as word frequency, grammatical constructions or 
lexical density (Shlesinger, 1998: 488). 

When working on a parallel corpus (Shlesinger, ibid.), 
STs can be compared with corresponding TTs in different 
languages, as shown in Figure 1. This type of analysis 
may show language and direction-related strategies in 
interpreting. In other words, the analysis may reveal 
certain translational patterns and how difficulties are 
handled depending on the languages involved. 
 

      
 

 
 

Fig. 1.  parallel corpus 
(EN = English, ES = Spanish, IT = Italian) 

 
Overall, the creation of an electronic corpus of 

interpreted texts may provide a significant amount of 
interesting insights into SI, in that 
 

Access to this data on a computer is the first step for a 
systematic study of the regularities within a given 
language or across languages. The researchers can 
more easily identify recurrent patterns that might 
represent the individual interpreter’s strategy in a 
given situation or for a particular language 
combination. 
(Armstrong, 1997: 159) 

 
Since the project is in its initial stages, the corpus is still 

not large enough to warrant meaningful results. However, 
in order to test the notation conventions in use, a small-
scale analysis was conducted with some automatic 
analysis systems. 

The Unix Command Line proved to be a flexible and 
powerful tool for preliminary analysis. It allows users to 
carry out many operations that would otherwise be 
impossible or very difficult with a graphic interface 

(Church, 1994). The advice of experts in the field of 
computational linguistics has been crucial at this stage of 
the study. 

Unix provides many generic utilities to manipulate and 
query the text files. It relies on many tools and commands 
that can be combined for the task at hand in a flexible 
way.  

A future stage of our study entails the analysis of the 
material through what Baker defines as comparable 
corpora: 

 
La méthodologie employée ici ne consiste pas à 
comparer des textes sources à leur traductions, mais 
plutôt à comparer des textes originaux et des 
traductions dans une même langue et dans des 
domaines apparentés. Les deux ensemble de textes, 
sous forme électronique (…), sont appelés « corpus 
comparables » 
(Baker, 1998: 2) 

 
All the STs in each language can be compared with all 

the TTs interpreted into the same language and their 
written translations (WT) (Shlesinger, 1998: 3), as can be 
seen in Figure 2.  

This will provide a basis for analysing mode-specific 
strategies and general interpreting strategies. An analysis 
of this kind may yield results related to the differences 
between modes of delivery (original speech vs. interpreted 
speech vs. written translation), showing different styles in 
SI5 and strategies specific to interpreting or to written 
translation. 

IT 01 (ST) EN 02 (ST) 

EN 01 (TT) ES 01 (TT) IT 02 (TT) ES 02 (TT) 

 
ES 01 (ST) 

   
 

IT (ST) EN (ST) 

ES 01 (TT) ES 01 (TT) IT (WT) IT (TT) EN (WT) EN (TT) 

 
                        

ES (ST) 

ES (WT) ES (TT) 

Fig. 2.  comparable corpus 
(EN = English, ES = Spanish, IT = Italian) 

 
Next, a further level of analysis will involve the 

alignment of the texts, which may provide even more 
information on interpreters’ strategies and techniques. 
However, the alignment of interpreted texts with their 
corresponding STs may prove to be more complex than 
the alignment of written STs and translated TTs, owing to 
considerable variations in interpreters’ overall 
management of ST inputs and décalage6.  

Among the possible solutions to the problems posed by 
décalage and alignment, there is the possibility to 

                                                 
5 For examples of this in translation see: Marmaridou (1996).  
6 In conference interpreting, décalage (or ear voice span) is the 
time elapsing between the speaker’s and the interpreter’s output. 
In fact, SI is not 100% simultaneous, as interpreters begin their 
delivery slightly after what speakers say. 
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visualise the transcripts in a score notation, so as to have 
different lines for each text. The first line displays the ST, 
while the lines below show the TTs in different languages. 
Several software programs are currently being evaluated, 
such as Exmaralda (Schmidt, 2001; 2003a; 2003b) and 
SyncWriter (Ehlich, 1993; Meyer, 1998, 2000) to try out 
the various features they offer and gauge their suitability 
to the kinds of analysis we wish to carry out. 

However, the use of these tools will be a further step in 
the present research, and we are open to suggestions and 
support from anyone who has an interest in interpreting 
studies and the relatively pioneering use of corpora within 
this field.  

To conclude on a positive note, we are confident that 
corpus linguistics can offer useful tools for the analysis of 
interpreted data, but at the same time that these data can 
be of interest to computational linguists as well. Indeed, 
study of SI can provide significant insights in many other 
disciplines, ranging from psycholinguistics to language 
production and acquisition, in that it can be considered an 
extraordinary “laboratory of [...] experimentation [...] both 
for the control of external variables and for the 
‘artificiality’ of the task” (Flores D’Arcais, 1978: 393). 
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Abstract 
The paper gives an overview of the dialogue act coding scheme that we have been developing with the goal of annotating the Estonian 
dialogue corpus. Our primary task is to analyse Estonian spoken dialogues with the further aim to model human-computer interaction 
in Estonian. We have studied various coding schemes and tried to adopt the best features of these schemes. The paper describes our 
experience of analysing and annotating the Estonian dialogue corpus. 

1. Introduction  
When we started to build the Estonian dialogue corpus 
(EDiC), we set up two tasks: 1) to study human-human 
spoken dialogues, and 2) to model human-computer 
interaction in Estonian. Our goal is to model natural 
dialogue on the computer, i.e. the computer as a dialogue 
participant must follow the norms and rules of human-
human communication.  
We analyse how various types of dialogue acts are used in 
a special domain – calls for information (information 
offices, travel bureaux, etc.), and how it depends on 
Estonian cultural space. Therefore, the study of human-
human conversations is essential.  
The main part of the EDiC is made up of dialogues taken 
from the Corpus of Spoken Estonian of the University of 
Tartu (Hennoste, 2003a) – 205 calls for information and 
115 face-to-face interactions, altogether 320 transcribed 
texts with the total length of 100, 000 running words. The 
transcription of conversation analysis (CA) is used.1 Every 
text is provided with a header that gives background 
information. 
The remaining part of the EDiC – 21 written information 
dialogues – were collected during computer simulations 
using the Wizard of Oz method (Valdisoo et al., 2003). 
We have decided to develop our own typology of dialogue 
acts because no coding scheme seemed to fully 
correspond to our needs. We tried to adopt positive sides 
of various schemes. Below, we will describe the principles 
of our typology and an experience of using the typology 
for annotating the EDiC. It can be mentioned that 306 
spoken dialogues (84,000 running words) and all the 21 
simulated dialogues were annotated separately by two 
different persons using our coding scheme and then 
unified. The kappa value is 0.74 (computed on 45 spoken 
information dialogues). Our typology contains 126 
dialogue acts. 

2. Theoretical Sources  
The first well-known typology of dialogue acts based on 
the study of real conversations was worked out by John 
Sinclair and Malcolm Coulthard (Sinclair &  Coulthard, 
1975). This typology was further developed by Anna-
Brita Stenström (Stenström, 1994). Several researchers 
have considered practical problems of determining 

                                                      
1 See Appendix 1. 

dialogue acts in the last decade – corpus linguists, 
discourse and conversation analysts, language 
technologists (Allwood et al., 2001; Stolcke et al., 2000; 
Jokinen et al., 2001). 
We started our work by studying various annotation 
schemes with the goal of finding a suitable scheme for 
annotating dialogue acts in our dialogues. A very good 
overview of coding schemes is given in the MATE report 
(Dybkjær, 2000). We were looking for general, not 
domain-restricted schemes (e.g. DAMSL, SWBD-
DAMSL, Traum’s scheme). On the other hand, we studied 
dialogue acts used in CA (e.g. Stenström, 1994), and 
formal theories of dialogue (e.g. Dynamic Interpretation 
Theory which departs from the analysis of spoken 
information dialogues, Bunt, 1999). 
Why do we have developed a new typology? In our 
opinion, the existing treatments face at least the following 
problems: 
1) The categories used by most of the typologies are too 
general. Wide categories join phenomena that behave 
differently in actual texts. 
2) The acts used in dialogues are typically divided into 
two groups: information acts and dialogue managing acts. 
The most important one is repair that means solving all 
the communication and/or linguistic problems (cf. 
Schegloff et al., 1977). Repair is considered together with 
other dialogue management acts, not as a separate 
phenomenon. Different repairing means and methods are 
considered,  instead of repair as a unitary process having 
its own beginning and ending. Human-human 
communication can not be fluent in principle. Similarly, 
the computer must be able to differentiate problem-
solving acts from information acts in human-computer 
interaction. It is essential because some information acts 
and repair acts have similar form (e.g. almost all 
initiations of repairs are questions). This differentiates our 
typology from the existing typologies: the dialogue 
managing acts must be divided into 1) fluent conversation 
managing acts and 2) acts for solving communication 
problems, or repair acts. 
3) Most of the studies are based on English texts but it is 
not always possible to transfer the results into other 
languages and cultures. 
4) Most of the existing typologies are logic-centred. A  
typology has been construed from a small number of 
dialogue examples and/or theoretical conceptions, and 
then adjusted in the process of actual analysis of 
dialogues. The main problem with this approach is that a 
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typology contains a small number of acts, and the acts 
have wide borders. The analysis of actual conversation 
needs a more detailed typology.  
A typology of dialogue acts must satisfy the general 
principles of classification. There are several requirements 
for developing a dialogue act system for dialogue analysis. 
First, the acts that people use in actual conversations must 
be found. Secondly, the acts system must make it possible 
to differentiate various functions. Thirdly, the typology 
must make it possible to differentiate utterances that have 
similar linguistic realisation but different functions. 
The principles underlying our typology are the same as for 
the other coding schemes (Edwards, 1995). Three types of 
principles are considered: 1) category design, 2) 
readability, 3) computer manipulation. 
There are three category design principles: categories 
must be systematically discriminable, exhaustive, and 
systematically contrastive.  
The first principle means that it must be clear for every 
event in the data and every category if the category is  
applicable or not. 
Exhaustibility means that there must be a fitting category 
for every particular case in the data (even if only 
‘miscellaneous’). For that reason, every type in our 
typology contains a subtype ‘other’  which is used for 
annotating the items we are not interested in at the 
moment, or are not able to determine exactly.  
Contrastivity needs some more discussion. If the 
categories are considered as exclusive alternatives then 
they determine partially each other’s boundaries. If the 
categories are not mutually exclusive, like dialogue acts, 
then an implicit contrast exists between the presence and 
absence of every individual conceptual property. A 
researcher who is making a choice of a set of descriptive 
coding categories must apply the contrastivity of 
categories, that is, (s)he must choose such categories 
which most likely reveal the necessary properties 
(Edwards, 1995: 21-22). 
Readability means that the typology must be clearly 
arranged and understandable for users. A readable coding 
scheme is re-usable, and has an effect on the kappa value 
of annotation. 
The computer  manipulation principles are 
systematicality and predictability.  
Systematicality means that variability must be avoided 
(e.g. pronouncing variability, capital letters, word gaps). 
Variability causes problems in spoken language. 
Predictability means that general rules must be found that 
make it possible to pre-determine the codes. 

3. Conversation Analysis as a Basis of EDiC 
Dialogue Act Typology 

Our typology departs from the point of view of 
conversation analysis that focuses on the techniques used 
by people when they are actually engaged in social 
interaction. This is an empirical, inductive analysis of 
conversation data (Hutchby & Wooffitt, 1998). The main 
idea underlying the analysis is that conversation is the 
collaboration of participants based on three mechanisms: 
turn taking, repair, and adjacency pairs (AP). An 
advantage of this approach is that CA departs from 
empirical data, i.e. it tries to find the explicit markers in 
the text that allow to determine the functions of 

utterances. In our opinion, it is especially important for 
human-computer interaction.  
On the other hand, CA implements only microanalysis, it 
does not use a previously ready-made typology of 
dialogue acts but tries to analyse every dialogue act as if it 
were unique. 
The departing point of the CA is that a partner always has 
to react to a previous turn regardless of his/her own plans 
and strategies. That’s why the analysis of relations 
between two turns is central in this approach. 
People follow implicit and explicit norms in their 
conversation. Still, violations of norms are possible. In 
this case, signals to the partner must be given. We suppose 
that the computer as a dialogue participant must follow the 
norms and recognise signals of their violations by the 
partner. 
A serious problem with the CA approach is that no lists of 
dialogue acts are formed, and no co-occurrences of acts 
are treated. Only one action is considered at a moment.  
On the basis of empirical microanalysis of dialogues, CA 
has established three means of conversation organisation: 
turn taking, adjacency pairs, and repair organisation. 

3.1. Turn Taking 
A dialogue consists of turns. A turn is a continued speech 
of one speaker. There are four problems here.  
1. The hearer must recognise when a turn has ended. 
Intonation-dependent, grammatical and pragmatic marks 
exist that signalise turn endings (Ford & Thompson, 
1996).  
2. The hearer must understand who will speak next. Turn 
taking rules are used (Sacks et al., 1974:704). 
3. Turns consist of turn constructional units (TCU). Their 
boundaries are intonation-dependent and/or grammatical-
pragmatic. In the ideal case, the holding entity of a 
dialogue act is the least linguistic unit used for 
performance of an action. The main holding unit is TCU 
but it is not a rule. A part of  a TCU, or many TUCs 
together can hold one act. Sometimes, a phrase or a single 
word can be an individual act. Therefore, no definite 
linguistic constructions exist that could be called as 
holding units of dialogue acts. The study of empirical data 
is needed for determining different dialogue acts and their 
linguistic realisations. 
4. Can one unit hold many functions at the same time? It 
is possible in our dialogue act system. Acts can be 
classified on several grounds. One classification criterion 
is formal (for example, wh-questions, yes/no questions, 
etc.). Another criterion is informal - the function that an 
act performs in conversation (e.g. adjustable questions). 
Therefore, an utterance can have more than one tag in the 
annotated dialogue corpus. 

3.2. Adjacency Pairs  
The fact that conversation is based on a system of APs is 
most fundamental for information dialogues.  
Some classes of dialogue acts conventionally form pairs 
where the production of the first part makes the second 
part relevant (Hutchby & Wooffitt, 1998: 39-43): 
- the parts of AP are ordered - there are differences 
between the first and second act. Given the first part, a 
fixed second part is required (e.g. question requires 
answer) 
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- the second part has a fixed relevant place in dialogue. 
Ideally, two parts are located next to each other (e.g. a 
question requires an answer). There may be insertion 
sequences between these parts but the second part remains 
relevant even if it is not produced in the next turn.  
The computer must be able to differentiate the first part of 
an AP (which expects a reaction) from acts that do not 
require a reaction, e.g. questions from narrative, or real 
questions from rhetorical ones. Thus, the first principle of 
the act typology is: the acts forming APs must be 
differentiated from the acts that do not form APs. 
Such a system makes it possible to relate antecedents and 
consequences and to analyse such types of turns 
/utterances that are located between question and answer 
(insertions sequences). 
This is different from the logical approaches. An 
advantage of the CA approach is that dialogue can be 
viewed as  act sequence. When analysing a dialogue we 
can suppose that the first part of an AP always 
presupposes the second part. 

3.3. Repair  
Human-human communication is not fluent in principle. 
A special system is used to signal and solve 
communication problems. CA explains that a universal 
system – repair – is applicable to different conversation 
types. The repair system is language-dependent to a 
certain degree. 
Spoken conversation is linear, non-reversible. Therefore, 
repair is a text sequence. Repair initiations and repair 
performance means can be found. Rights, obligations and 
actions of participants in a repair sequence can be 
analysed. 

4. EDiC Typology of Dialogue Acts 
Based on the above principles we get the following main 
typology of dialogue acts (cf. Hennoste et al., 2003a; 
2003b). 
The acts are divided into two big groups – adjacency pair 
acts (AP acts) and single acts (non-AP acts). On the other 
hand, the acts are divided into dialogue managing acts and 
information acts. 
Dialogue managing acts are divided into fluent 
conversation managing acts and problem solving acts. All 
the sub-groups contain the type ‘other’ . This type contains 
the remaining acts of the sub-group. Such an approach 
gives us an opportunity to extend the typology when 
needed. 
Let us consider the groups in greater detail.2 

4.1. AP acts 

4.1.1. Communication management acts 
There are two sub-types of fluent communication 
management AP acts: conventional acts and topic change 
acts. 

                                                      
2 The full list of dialogue acts is given in Appendix 2. Act names 
are originally in Estonian. An act token consists of two parts: the 
first two letters are an abbreviation of the act group name in 
Estonian (e.g KK = kontakti kontroll ’contact control’ ). The third 
letter is only used for AP acts: the first (E) or the second (J) part 
of an AP act. The second part of a token is full name of an act.  

Conventional acts are Greeting, Wish, How-are-you, etc. 
These acts are linguistically expressed as formulas, they 
can be given as lists. The acts form certain APs and occur 
in certain parts of dialogue (mostly at the beginning and at 
the end). 
Topic change acts are used to start a new topic or sub-
topic.3 
 
V:  öheksa ´ nul l  ´ nel i .  
ni ne zer o f our     DI J:  GI VI NG I NFORMATI ON 
H:  mhmh.  
mhmh  VR:  ACKNOWLEDGEMENT:  NEUTRAL 
 j a=si i s ´ üks küsi mus [ ´ veel ] =et   
 and t hen anot her  quest i on   YA:  ADVANCE 
NOTE 
V:    [ { - } ]   YA:  UN-
I NTERPRETABLE 
H:  kas ´ t el ef oni numbr i d mi s al gavad 
numbr i t ega vi i s ´ kaks,  ( . )  kas need on 
´ Rakver e või :  ´ Paj ust i  omad.   
ar e t he phone number s t hat  begi n wi t h t he 
number s f i ve t wo f or  Rakver e or  f or  Paj ust i   
KYE:  ALTERNATI VE QUESTI ON |  TVE:  TOPI C 
CHANGE I NI TI ATI ON 

 
Problem solving AP acts are used for other-initiated 
repairs and contact control (cf Hennoste et al., 2003b). 
We differentiate three types of repair  initiations. In the 
first two types, the hearer who recognises a problem in the 
previous text initiates a repair, and the partner who caused 
the problem carries out repair. These two types are 
clarification and non-understanding. 
The third type is reformulation (candidate understanding 
in CA) where the hearer initiates the repair and suggest 
her own interpretation of the problematic place. The 
partner agrees with, or rejects this interpretation. 
 
H:  a: ga kal l i s  see ` t ööl uba on.  
how much does t hi s wor k per mi t  cost   KYE:  
WH- QUESTI ON 
( 0. 5)  
- > V:  kui das 
Par don      PPE:  NON- UNDERSTANDI NG |  KYE:  
WH- QUESTI ON 
- > H:  kal l i s  ` t ööl uba on.   
how much does t he wor k per mi t  cost   PPJ:  
REPAI R |  KYJ:  GI VI NG I NFORMATI ON |  KYE:  WH-
QUESTI ON 
V:  ei ,  t ö-  ` t ööl uba ei =ol e=` vaj a.  
no wor k per mi t  i s  r equi r ed KYJ:  GI VI NG 
I NFORMATI ON 

 
The second type of problem solving AP acts is the group 
Contact control acts. The speaker checks the functioning 
of the communication canal (can you hear, hallo). These 
acts occur typically in phone conversations where certain 
phrases are used – formulas can be given as lists.  

4.1.2. Information acts 
Another group of AP acts is formed by Information acts. 
There are 3 sub-groups depending on the function and 
construction of the first part of AP: directive, question, 
opinion (cf. Hennoste et al., 2003b). 

                                                      
3 Transcription marks are listed in Appendix 1. 
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Most dialogue act typologies contain similar groups. The 
differences concern only determining the borderlines 
between directives and questions. Sometimes questions 
and directives are differentiated on the basis whether the 
user needs some information (then it is question) or 
whether (s)he wants to influence the hearer’s future non-
communicative actions (then it is directive). Our departing 
point is that it is not important for dialogue continuation 
whether the hearer must to do something outside of the 
current dialogue or not. She must react to both a question 
and a directive because both are the first parts of APs. The 
second part of an AP can be verbal or non-verbal (an 
action). It can immediately follow the first part of AP or 
occur later. In addition to that, the answer can influence 
the course of dialogue (e.g. determine the structure of the 
partner’s next turn). The main difference between 
directives and questions is formal – questions in Estonian 
have special explicit form (interrogatives, intonation, and 
special word order) whereas directives do not.  
The first parts of directive APs in our typology are 1) 
request, 2) proposal, and 3) offer (Hennoste et al., 2003a). 
The second parts are fulfilling directive: giving 
information / missing information / action, agreement with 
directive, refusal of directive, postponing the answer to 
directive, restricted fulfilling of directive, restricted 
agreement with directive. 
In the following example H informs V that he wants to 
speak with a certain person.  
 
H:  t er e ` päevast ,   
good af t er noon RI J:  GREETI NG 
` üt el ge pal un ( . )  ` hambar avi  
t el ef oni numbr i t .  
pl ease t el l  me dent i st  phone number    DI E:  
REQUEST 
V:  kaheksakend nel i  kuus kaheksa kaheksa.   
ei ght y- f our  s i x ei ght  ei ght    DI J:  GI VI NG 
I NFORMATI ON 

 
Proposals and offers differ from requests because they 
expect a different second part. Requests expect giving 
information. Suitable reactions to requests are fulfilling 
directive: giving information or fulfilling directive: 
missing information. Proposals and offers expect 
agreement or refusal (agreement with directive and refusal 
of directive in our typology). Therefore, requests are 
similar to open questions and proposals and offers are 
similar to closed yes/no questions. 
Offers are differentiated from proposals. In the first case, 
the action originates with the author (offer: I’ ll send you 
the programme); in the second case, it originates with the 
partner (proposal: please come tomorrow, call me later), 
cf the following example.  

 
H:  ää kas t e oskat e öel da kui  pal j u se 
´ pi l et  maksab.   
coul d you t el l  me how much t he t i cket  woul d 
cost   KYE:  WH- QUESTI ON 
V:  kahj uks ´ pi l et i t e=i nda mei l  ei =ol e.   
unf or t unat el y we do not  have t i cket  pr i ces  
KYJ:  MI SSI NG I NFORMATI ON 
t e peat e seal t  küsi ma=  
you must  ask t her e  DI E:  PROPOSAL 
ma=või n ´ numbr i  anda kui  ´ soovi t e.   
I  can gi ve you t he number  i f  you wi sh  DI E:  
OFFER 

H:  mt  ee või t e anda ´ kül l  j ah?  
mm you can gi ve yes  DI J:  AGREEI NG |  DI E:  
REQUEST 
V:  see on kaks ´ kol m,  ( 0. 5)     
i t  i s  t wo t hr ee  DI J:  GI VI NG I NFORMATI ON 
 
The sub-group Question contains acts that are expressed 
in the form of questions in Estonian dialogues (the first 
parts of APs) and answers to questions (the second parts).  
There are three question types that depend on the expected 
reaction: 
- questions that expect giving information: wh-question, 
open yes/no question 
- questions that expect agreement/refusal: closed yes/no 
question, question that offers answer 
- questions that expect the choice of an alternative: 
alternative question. 
We differentiate two sub-groups in the first and third 
group because on the one hand they have formal specific 
features and, on the other hand, there are particular 
problems with determination of their boundaries (see also 
Hennoste, 2003b). Both open yes/no question and closed 
yes/no question have similar form but they expect 
different reactions from the answerer (e.g. Are you open in 
winter? expects the answer yes or no, but by asking Is 
there a bus that arrives in Tallinn after 8? the questioner 
really wants to know the departure times of buses). 
The second type of question (expecting agreement/refusal) 
can be divided into two sub-types: closed yes-no question, 
and question that offers answer (e.g. see ´seitseteist 
kolmkümend on kõige ´ilisem või /is the seventeen thirty 
the latest/). The questioner has an opinion, a hypothesis 
and (s)he expects the partner to confirm it. These sub-
types can be differentiated on the basis of different 
linguistic realisations in Estonian. 
Certain questions are closely connected with 
corresponding answers in APs:  
- wh-questions and open yes/no-questions => open 
answers: giving information / missing information; 
- closed yes/no-questions and questions that offer answer 
=> closed answers: yes / no / agreeing no / other yes/no-
answer; 
- alternative questions => alternative answers: one / both / 
third choice / negative / other alternative answer.  
The third sub-group of information AP acts, Opinion, 
contains the following first part acts: assertion, opinion, 
other. Assertion expresses a reliable knowledge while 
opinion expresses a belief. The second parts are: accept, 
reject, limited accept, refusal, other. 

4.2. Non-AP acts 
The second big group of acts is formed by Non-AP acts. 
Similar sub-types as in the AP acts group are 
distinguished: Communication management acts and 
Information acts. 

4.2.1. Communication management acts 
Conventions form an important sub-group of fluent 
communication managing acts: remission, introduction, 
recognition, contact, call. They do not expect a fixed 
second part. 
Responses (considered as feedback by some researchers) 
are cases where the hearer gives a reaction signal of her 
own accord. The central dialogue particles that express 
reactions to previous turns are mhmh, jah and ahah in 
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Estonian (correspondingly, hem, yes, oh). They perform 
different functions in conversation: mhmh shows that a 
participant is hearing and distancing; jah indicates 
agreement; ahah shows that previous information was 
new for the hearer. Dialogue particles can form a turn 
alone or start a new, longer turn. There are neutral and 
evaluative responses - continuer: evaluative, continuer: 
neutral, acknowledgement: evaluative, acknowledgement: 
neutral, etc. 
 
M:  ` kol msada kol mkend=` sei t se.     
t hr ee hundr ed and t hi r t y seven   KYJ:  
GI VI NG I NFORMATI ON 
( 0. 8)  
O:  { *  mhmh * }     
mhmh VR:    ACKNOWLEDGMENT:  NEUTRAL 
 ( 0. 8)  see on nor ` maal ne.    
t hi s i s al l  r i ght    VR:  ACKNOWLEDGMENT:  
EVALUATI VE 
 
Non-AP problem solving acts are self-repair and other-
repair. Unlike other-initiated repair, the speaker or the 
hearer himself/herself carries out the repair. 

4.2.2. Information acts 
Non-AP information acts are divided into two sub-groups: 
primary single acts and additional information. 
Pr imary single acts give information, express opinion 
etc., thus they carry on conversation and add some 
information but they are not the first parts of adjacency 
pairs. These acts are advance note, narration, promise, 
statement, border-mark, rhetorical question, rhetorical 
answer, quotation, non-verbal, other. The act ‘un-
interpretable’  that we use for coding the un-interpretable 
utterances belongs to this group too. 
Additional information acts are used by the speaker to 
modify or complement his/her preliminary information - 
specification, explication, account, inference, conclusion, 
etc. In most cases, this act follows immediately the main 
act. 
An extended example of an annotated spoken dialogue is 
given in Appendix 3. 
When comparing our typology with that of DAMSL, a 
number of similarities can be mentioned. DAMSL has 4 
annotation levels (Communicative Status, Information 
Level, Forward Looking Function, Backward Looking 
Function). The same levels are expressed in our typology 
(directly or indirectly). 
(1) Communicative Status  
DAMSL has 3 tags on this level: un-interpretable, 
abandoned, self-talk. 
We have the act ’un-interpretable’  in the group of non-AP 
primary single acts; abandoned and self-talk are a part of 
the act ‘self-repair’  (in the group of non-AP repair acts). 
(2) Information Level 
DAMSL has 4 sub-levels on this level: Task (doing the 
task), Task management (talking about the task), 
Communication management (maintaining the 
communication), Other level. 
Act groups Question, Directive, Opinion and non-AP 
additional information acts correspond to the Task level in 
our typology. 
The task management level is not expressed in our 
typology.  

Conventional, Contact control, Other-initiated repair, and 
non-AP responses (acknowledgement, continuer) 
correspond to the Communication management level in 
our typology. 
The label ‘Other’  in every group expresses other level. 
(3) Forward Looking Function is expressed by the first 
parts of APs and (non-AP) primary single acts. 
(4) Backward Looking Function is expressed by the 
second parts of APs and non-AP responses. 

5. Conclusions and Fur ther  Work 
We currently use self-written software for annotating our 
corpus. The annotator sees a dialogue acts tree in the left 
window  pane and a dialogue text in the right one. (S)he 
fixes a place in the dialogue and chooses a suitable 
dialogue act in the tree. Thus the process of annotating 
proceeds manually at the moment. A detailed annotation 
manual accompanies the software, dialogue acts 
definitions and annotation examples help and simplify the 
annotation process. Our next goal is to write a program for 
automatic recognition of dialogue acts. Morphological and 
syntactic features can be found that make it possible to 
recognise dialogue acts. Some acts (e.g. conventions) can 
be given as lists. 
Some modules for the automatic processing of Estonian 
are already available – morphological analyser and 
generator, syntactic analyser, text-to-speech synthesiser. 
Some other modules are under work. Our dialogue system 
will bring together all these modules. Our current work is 
a step toward a dialogue system that interacts with the 
user in Estonian following norms and rules of human-
human communication.  
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Appendix 1. Transcr iption marks 
 
falling intonation   point 
fall not to low   comma 
raising intonation   ? 
short interval (max 0.2 sec) (.) 
timed interval   (2.0) 
begin of overlap   [ 
end of overlap   ] 
latching at end of utterance word= 
latching at beginning  =word 
drawling    :: 
stress  ` at the beginning of the stressed syllable 
glottal cut off   do- 
in-breath   .hhh  

item in doubt   { text}  
unreachable text   { ---}  

Appendix 2. EDiC Typology of Dialogue Acts 
Names of acts are originally in Estonian. Below one can 
find their translations into English. Some acts have more 
than one translation variant yet. 
The name of an act consists of two parts: 1) an 
abbreviation of two or three letters: the first two letters 
give abbreviation of the name of act-group in Estonian 
(e.g. KK = kontakti kontroll ’contact control’ ); the third 
letter is used only for adjacency pair acts - the first (E) or 
second (J) part of an AP act;  2) full name of the act 
 
I  Adjacency pair  acts 
1.1 Dialogue managing acts 
1.1.1 Fluent communication 
1.1.1.1 Conventional 
Greeting 
RIE: Greeting 
RIJ: Greeting 
 
ClosingGoodbye 
RIE: ClosingGoodbye 
RIJ: ClosingGoodbye 
 
Wish 
RIE: Wish 
RIJ: Gratitude, Grateful 
RIJ: Wish 
 
How-are-you 
RIE: How-are-you 
RIJ: How-are-you 
 
Thanking 
RIE: Thanking 
RIJ: Thanking Here you are 
 
Please 
RIE: Please 
RIJ: Thanking 
 
Apology  
RIE: Apology  
RIJ: Apology 
 
Introduction/presentation 
RIE: Introduction/presentation 
RIJ: Introduction/presentation 
RIJ: Evaluation 
 
Summons 
RIE: Summons 
RIJ: Answer 
 
Pre-closing 
RIE: Pre-closing 
RIJ: Accept 
RIJ: Reject 
 
Conventional: other 
RIE: other 
RIJ: other 
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1.1.1.2. Topic change 
TVE: initiation 
TVE: other 
TVJ: accept 
TVJ: reject 
TVJ: other 
 
1.1.2 Problem solving  
1.1.2.1 Other-initiated repair  
PPE: reformulation 
PPE: clarification 
PPE: non-understanding 
PPE: other 
PPJ: repair 
PPJ: other 
 
1.1.2.2 Contact control 
KKE: initiation 
KKE: other 
KKJ: affirmation/confirmation 
KKJ: other 
 
1.2 Information acts 
1.2.1 Directives 
DIE: request 
DIE: proposal 
DIE: offer 
DIE: wait/hang on 
DIE: other 
DIJ: giving information 
DIJ: missing information 
DIJ: refusal 
DIJ: doubting/unconfident/maybe 
DIJ: agreeing/accepting  
DIJ: disagreeing 
DIJ: restricted agreeing 
DIJ: action 
DIJ: adjournment/postponement/deferral/holding before 
answer 
DIJ: other 
 
1.2.2 Question 
KYE: closed yes/no question 
KYE: open yes/no question 
KYE: alternative question 
KYE: wh-question 
KYE: offering/proposing answer  
KYE: specifying 
KYE: adjusting the conditions of answer 
KYE: other 
KYJ: yes 
KYJ: no 
KYJ: agreeing no  
KYJ: other yes/no answer 
KYJ: alternative answer: one 
KYJ: alternative answer: both  
KYJ: alternative answer: third choice  
KYJ: alternative: negative 
KYJ: alternative: other 
KYJ: action 
KYJ: giving information  
KYJ: missing information 
KYJ: refusal 
KYJ: adjournment /postponement /deferral/holding before 
answer 

KYJ: alternate 
KYJ: doubting/unconfident/maybe 
KYJ: other 
 
1.2.3 Opinion 
SEE: assertion, argument 
SEE: opinion 
SEE: other 
SEJ: agreeing/accepting  
SEJ: reject 
SEJ: partial/limited accept  
SEJ: refusal  
SEJ: other 
 
I I  Non-AP acts 
2.1 Dialogue managing acts 
2.1.1 Fluent communication 
2.1.1.1 Conventional 
RY: remission 
RY: Introduce/present/acquaint 
RY: recognition 
RY: contact 
RY: call 
RY: other 
 
2.1.1.2 Responses 
VR: continuer: evaluative  
VR: continuer: neutral  
VR: acknowledgement: evaluative  
VR: acknowledgement: neutral 
VR: change of state: evaluative  
VR: change of state: neutral  
VR: bounder/delineate: evaluative  
VR: bounder/delineate: neutral 
VR: repair evaluation 
VR: other 
 
2.1.2 Problem solving  
2.1.2.1 Repair  
PA: self repair 
PA: other repair 
PA: other 
 
2.2 Information acts 
2.2.1 Pr imary single acts 
YA: advance note 
YA: narration 
YA: promise  
YA: statement 
YA: border-mark 
YA: rhetorical question 
YA: rhetorical answer  
YA: quotation/reported 
YA: other 
YA: non-verbal 
YA: un-interpretable 
 
2.2.2 Additional information 
IL: specification 
IL: explication 
IL: account/justification 
IL: inference 
IL: conclusion 
IL: emphasise 
IL: softening 
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IL: assessment 
IL: other 

Appendix 3. Dialogue Annotation:  
an Example 

1.  ( ( kut sung) )         
( ( summons) )   RI E:  SUMMONS 
2.  V:  ´ Est mar =´ i nf o,   
R:  Est mar =i nf or mat i on RI J:  ANSWER |  RY:  
I NTRODUCI NG 
3.  ´ Leenu=kuul eb 
Leenu speaki ng RY:  I NTRODUCI NG 
4.  t er e  
good af t er noon RI E:  GREETI NG 
5.  H:  t er e.  
C:  good af t er noon RI J:  GREETI NG 
6.  ( 0. 8)  { Leenu. }   
Leenu YA:  OTHER 
7.  V:  j a?  
R:  yes VR:  CONTI NUER:  NEUTRAL 
8.  ( 0. 5)  
9.  H:  r ot i l õks.   
C:  r at  t r ap DI E:  REQUEST 
10.  ( 1. 8)  
11.  V:  kui das?  
R:  par don PPE:  NON- UNDERSTANDI NG |  KYE:  WH-
QUESTI ON 
12.  H:  r ot i l õks.  
C:  r at  t r ap PPJ:  REPAI R |  KYJ:  GI VI NG 
I NFORMATI ON |  DI E:  REQUEST 
13.  ( 0. 8)  
14.  V:  j ah,  r ot i l õks       
R:  yes,  r at  t r ap VR:  ACKNOWLEDGEMENT:  
NEUTRAL |  PPE:  NON- UNDERSTANDI NG 
15.  H:  { ´ andke ´ kõi k. }  
C:  gi ve al l  PPJ:  REPAI R |  DI E:  REQUEST 
16.  V:  kui das? 
R:  par don PPE:  NON- UNDERSTANDI NG |  KYE:  WH-
QUESTI ON  
17.  H:  { ´ kõi k kus ma saan ´ ost a. }  
C:  al l  wher e I  can buy PPJ:  REPAI R |  KYJ:  
GI VI NG I NFORMATI ON |  DI E:  REQUEST  
18.  ( 2. 2)  
19.  V:  e ma ar van et  seda saab t eha 
maj api dami st ar vet e ´ kaupl ust est .   
R:  I  suppose t hat  you can do t hi s i n 
househol d commodi t i es shops SEE:  OPI NI ON 
20.  ( 0. 5)  saan t ei l e nei d ´ pakkuda,  
soovi t e.  
may I  suggest  you any i f  you wi sh DI E:  
OFFER 
21.  ( 1. 0)  
22.  H:  { - - - }  ´ maj api dami st ar vet e 
kaupl usest .   
C:  i n househol d commodi t i es shop PPE:  
CLARI FI CATI ON |  KYE:  QUESTI ON OFFERI NG 
ANSWER 
23.  V:  ma ar van ´ kül l  j ah.  
R:  yes I  t hi nk so PPJ:  REPAI R |  KYJ:  YES 
24.  ( . . . )  
25.  H:  mi t t e ´ hi i r el õksu.  
C:  not  mouse t r ap I L:  SPECI FI CATI ON 
26.  mul  on kur at =ee noh ( . )  pär i s ´ või kad 
´ el ukad.  
I  have bl oody hi deous cr eat ur es I L:  ACCOUNT 
27.  ( 0. 5)  
28.  V:  j ah ma ´ usun.   
R:  yes I  bel i eve VR:  ACKNOWLEDGEMENT:  
NEUTRAL  

29.  ( 0. 5)  m: a ar van et  nei d saab ka 
´ maj api dami st ar vet e ´ kaupl usest ,   
I  suppose t hat  you can get  t hem t oo i n 
househol d commodi t i es shop SEE:  OPI NI ON 
30.  ma ei  oska t ei l e kül l  mi dagi  ´ muud 
´ pakkuda.   
I  can not  suggest  anyt hi ng el se SEE:  
ASSERTI ON 
31.  H:  noh?  
C:  wel l  DI J:  AGREEI NG |  DI E:  REQUEST  
32.  ( 0. 8)  
33.  V:  j aa üks het k?  
R:  yes one moment  DI J:  POSTPONEMENT BEFORE 
ANSWER 
34.  ( . . . )  ee ´ Mel t oni  ´ är i .   
Mel t oni  är i  DI J:  GI VI NG I NFORMATI ON 
35.  H:  j ah?  
C:  yes VR:  CONTI NUER:  NEUTRAL  
36.  ( 0. 5)  
37.  V:  nel i  kol m nul l ,  ( . )  kaheksa vi i s 
kaheksa.    
R:  f our  t hr ee zer o,  ei ght  f i ve ei ght  DI J:  
GI VI NG I NFORMATI ON  
38.  ( 1. 2)  ´ Er i t r ei d.  
Er i t r ei d DI J:  GI VI NG I NFORMATI ON  
/ - - - /   
56.  ( . . . )  ´ Ri st i ku kaupl us,  ( 1. 0)  nel i  
sei t se üks,  ( . )  kol m vi i s kol m.   
Ri st i ku shop,  f our  seven one,  t hr ee f i ve 
t hr ee.  DI J:  GI VI NG I NFORMATI ON  
57.  ( 1. 0)  
58.  H:  no ai t ab.  
C:  t hat ' l l  do DI E:  REQUEST 
59.  ( . )  
60.  V:  j aa=pal un? 
R:  you ar e wel come DI J:  AGREEI NG |  RI E:  YOU 
ARE WELCOME 
61.  H:  ai t äh.   
C:  t hank you RI J:  THANKI NG 
 
The client (H) is calling with the aim to get information 
about shops where he can bay a rat trap. 
The dialogue begins with an introduction where the 
participants greet each other. Then the client presents his 
request (row 9). The request is too fuzzy, and the 
information officer cannot recognise the act. A series of 
repairs follow to solve communication problems in co-
operation.  Turn 17 shows that client understands the 
problem, he repairs his previous information, and makes a 
new request. The officer gives an answer in form of belief, 
and makes an offer. The answer causes a problem for the 
client. The reason is that he is sure that rat traps cannot be 
bought in household commodities shops, there are only 
mouse traps there (row 25). The officer is convinced that 
she is right (row 29). She offers the client to finish this 
topic and to return to giving information (row 30). Client 
accepts the offer and makes a request to get information 
(row 31). A new sub-part begins where information is 
given /received. The hearer is using continuer repeatedly 
(e.g. row 35). This sub-part finishes with a directive – 
proposal to finish the subject (row 59). The partner 
accepts the proposal, and the conversation ends.  
This example demonstrates four large parts of the 
dialogue – two formal (conventional beginning and 
ending) and two informal parts. The first one deals with 
solving a communication problem, and the other gives 
direct information. 
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Abstract 
WinPitch Corpus is an innovative software program for computer-aided alignment of large corpora. It provides a method for easy and 
precise selection of alignment units, ranging from syllable to whole sentences in a hierarchical storing system of aligned data. The 
method is based on the ability to link visually a target with the perception of corresponding speech sound played back. Listening to 
slower speech, an operator is able to select with a mouse click a segment of text corresponding to the speech sound perceived, and 
generate by this action bidirectional speech-text pointers defining the alignment. This method has the advantage on emerging 
automatic processes to be effective even for poor quality speech recordings, or in case of speakers’ voice overlap. A recent version of 
the software handles multimedia files and is capable to display the corresponding video streams at slower speed.  
 

1. Introduction 
Large spontaneous speech corpora are becoming essential 
for the continuing development of fundamental research in 
linguistics and language engineering. Commercially or 
experimentally available automatic recognition software is 
usually delivering poor performance for ordinary non 
scripted speech. This is mainly due to the use, at the 
higher stages of the recognition, of syntactic models built 
from read speech data and not from spontaneous discourse 
analysis. Likewise, speech synthesis from text should 
strongly benefit from the emergence of prosodic models 
inferred from real life data. A better understanding of 
prosodic interactions linked to spontaneous conversations 
would also bring spectacular improvement to second 
language teaching, which is still based for a great part on 
read material.  

These examples demonstrate the importance of 
spontaneous speech corpora at both levels of text and 
speech. Although put a speech corpus together seems to 
be a simple task per se, involving speech to text 
transcription and alignment, this ceases to be the case 
when the volume of data becomes large. Problems 
inherent to transcription, even for well recorded speech 
data, are not trivial (Blanche-Benveniste, 2002), and the 
“manual” transcription and alignment of just one hour 
data becomes quickly cost prohibitive, even with the use 
of modern signal editing software. The development of 
adequate and user friendly tools is thus essential for the 
elaboration of large speech corpora. 

2. Text to speech alignment 
Text to speech alignment establishes a bi-univocal 
relationship between units of speech and units of text. In 
its simplest implementation, each unit of text (be syllable, 
word, syntagms or sentence) receives a temporal index 
corresponding to the time position of its equivalent in the 
sound file. When this process is achieved, an operator can 
select an aligned unit of text and listen to the 

corresponding speech segment. Acoustical analysis of the 
speech sound, such as melodic curve and spectrogram, can 
also be displayed at the same time. Conversely, the 
selection of a speech segment will highlight the 
corresponding segment of text, in its orthographic or 
phonetic transcription. 

Text to speech alignment is frequently used in 
multimedia language learning software, where the user 
can easily listen to the sound corresponding to a specific 
word or sentence merely by clicking on the appropriate 
text segments. Other important applications are found in 
fundamental research in phonetics, in synthesis by rule 
developments, or in speech recognition validation tests. In 
all these domains, elaboration of large corpora is 
becoming an essential activity for fundamental research 
and language engineering. 

2.1 Spectrographic alignment 

Most students in experimental phonetics having received 
some training in spectrographic reading are capable of 
segmenting speech sounds accurately with the visual cues 
displayed by acoustical analysis. Fricative consonants and 
stops present easily recognizable graphic features, as do 
oral vowels. However, nasals followed by vowels 
however are harder to segment, but the overall process 
generally leads to a high quality, although labor intensive, 
segmentation. 

In reality, units of text and units of speech cannot 
correspond exactly, as phonetic and phonological units are 
defined by human perception on the axis of continuous 
articulatory transitions, whereas speech signal segments 
are defined as physical entities. Alignment and 
segmentation can therefore be only approximations, and 
the physical time limits of speech segments must be 
positioned somewhere during articulatory transitions of 
speech sounds. 

Nevertheless, transitions between speech sounds are 
used in some automatic segmentation algorithms, such as 
(Cosi, 1997). These processes utilize the spectral 
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discontinuities on the time axis, and give acceptable 
results in otherwise visually clear cases (and will fail for a 
sequence such as nasal consonant followed by a vowel for 
example). 

 
As in all processes of acoustical analysis of speech, 

reliability of this approach relies on the validity of the 
hypotheses implied in the process, the most important one 
assuming the presence of only one sound source in the 
signal. Background noise and other speech sources will of 
course lead to disappointing results in the segmentation. 

2.2 Automatic alignment with hidden Markov 
models 

Another automatic or semi-automatic method for text to 
speech alignment utilizes algorithms used for speech 
recognition (often based on parameters obtained by a 
HMM Hidden Markov Model applied to the speech data). 
This approach appears as a subset of the general speech 
recognition problem, since the text as already known. The 
limits of speech segments are then found from a phonetic 
or orthographic transcription (Talin and Wightman 1994, 
Fohr, Mari, et Haton 1996). 

Although attractive, systems based on automatic 
speech recognition suffer from the same limitations as 
speech recognition itself: somewhat high error rate (15% 
to 20%) without the use of a syntactic model at a higher 
stage of the process, and the difficulty to train the system 
with the speaker voices (which must be made from 
samples of the corpus itself). Again, good results are to be 
obtained only if the speech signal presents a high signal to 
noise ratio, and if the voices to align do not differ too 
much from the models used to train the algorithm. 
Overlapping speech constitutes of course a very difficult 
case for these systems. 

2.3 Automatic alignment by synthesis  

Another automatic method of alignment proceeds by 
comparing the spectral variations of the signal along time 
with another speech signal, generated by a speech 
synthesizer fed by the text to align (Malfrère and Dutoit, 
2000). The advantage here stems from the fact that it is 
easier to align successive spectra on two distinct time 
scale (by dynamic warping) than segment sounds from 
automatic recognition of segments.  

The limits of this approach however are similar to 
those of the use of HMM: poor signal to noise level, 
deviant characteristics of speaker’s voices (compared to 
the models used in the synthesis process) and again speech 
sources overlapping constitute difficult problems to this 
approach. 

2.4 Limits of automatic alignment 

In summary, automatic text to speech alignment processes 
present the following recurrent limitations: 
 

1. Their performance depends on speaker’s voice 
characteristics, which cannot be to different 
from the models implied in these methods; 

2. The recording signal to noise ratio must be high 
enough to reduce the error rate to an acceptable 
level. The radio and TV broadcasts generally 
meet this requirement, but spontaneous speech 
recordings made in various public environments 
(street, public transportation, etc.) present hardly 
these characteristics. Echo in the speech signal 
is another aggravating factor; 

 
3. Speaker’s voices overlapping, frequently found 

in spontaneous dialogs constitutes an 
aggravating factor. 

 
Furthermore, use of recordings for phonetic and 

general linguistic research requires an acceptable quality 
of the recording itself, such as a good frequency response 
curve and a low phase distortion.  

All these considerations seem to indicate that a human 
operator is presently required to obtain a reliable text to 
speech alignment. All the problems mentioned above are 
then transferred to the operator, who, with appropriate and 
well ergonomically designed tools, should performed 
better than by correcting manually the errors made by an 
automatic system of alignment.  

3. Alignment and transcription 
Text to speech alignment can be executed in two modes, 
depending if the text preexists or not. In the first mode, the 
text must be created, and the operator proceeds by 
selecting segments of speech in sequences (which can be 
played back at reduced speed to enhance intelligibility) 
and type the corresponding text perceived, either 
orthographically or in phonetic transcription (WinPitch 
Corpus allows the use of any font defined in Unicode). 
During this process, a database is automatically updated, 
and will be later saved directly in Excel® or XML format. 

 

 

 

 

Figure 1: Simultaneous transcription and alignment. The 
user sequentially defines segment of speech and enters the 
corresponding text. 

Unicode characters can be entered 1) merely by 
clicking on the appropriate cell of the Unicode table (the 
user can setup a special purpose table of up to 48 selected 
characters to avoid navigating into many pages of the 
Unicode character map) or 2) directly from the keyboard 
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using Microsoft® Multilanguage interface available in 
many target languages (mandarin, Thai, Tibetan, etc.).  

4. Computer assisted alignment 
Experimental studies have shown that coordination 
between visual spotting of words and positioning of a 
mouse on a computer screen could be obtain by slowing 
down speech playback by a suitable factor, depending on 
the size of the text object to spot (larger chunks of text 
require less processing time, and thus allow a faster 
speech playback rate in the process). WinPitch Corpus 
assisted text to speech alignment is based on this 
principle. 

In the second mode of operation, the text preexists, 
and is displayed dynamically in a window while the 
corresponding speech sound is played back at a slower 
speed (which can be adjusted continuously on the fly). At 
each identification of a speech unit to segment and align 
(be a syllable, word, syntagms or sentence), the operator 
clicks with the computer mouse on the text segment 
perceived. The program records the position of the cursor 
on the text window (which defines the end of the text 
segment to align) and the time of the click (remapped on 
the real time scale of the speech wave). This process 
generates continuously a database of pointers linking 
segments of text and segments of speech. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Assisted alignment by slowing down speech 
playback. At each mouse click on a unit of text perceived 
at slower speed (top right window), bidirectional pointers 
are generated automatically between the corresponding 
speech segment (bottom right window) and a database 
(left window).  
 

Various tools are provided to backtrack, fine tune speech 
segment limits (with the help of a displayed spectrogram), 
dynamically modify limits of overlapping voices, etc. 

4.1 Slowing down speech 

Variable rate speech playback is the central engine of the 
assisted text to speech aligner. It uses a modified version 
of the PSOLA algorithm (Moulines et Charpentier, 1990) 
and allows high quality re-synthesis of natural speech. 
This quality is strongly dependent on precise pitch 
marking, and therefore on reliable fundamental frequency 
analysis. Errors in pitch marking (missing markers, double 
markers) induce an echo effect due to the misalignment of 
pitch chunks added in the PSOLA algorithm. Fo 
estimation is obtained by the spectral comb method 
(Martin, 1980), and the speed playback factor can vary 
from 7 to ½ (speech played back at double speed). This 
rate is dynamically adjustable by the user while the 
alignment is processed, allowing operations on very large 
files and the continuous speed adjustment as required by 
the operator. 

4.2 Automatic layer assignment 

Preexisting text can be organized (following a simple 
convention for naming speakers turns) so that segments 
are automatically assigned to their corresponding layers. 
The user does not have to worry about speaker’s turns 
while aligning, as the program will put segmented text in 
the appropriate layer assigned to each speaker (8 layers 
are presently available, but future extension will provide 
for unlimited number of speakers). 

4.3 Automatic layer assignment 

Preexisting text can be organized (following a simple 
convention for naming speakers turns) so that segments 
are automatically assigned to their corresponding layers. 
The user does not have to worry about speaker’s turns 
while aligning, as the program will put segmented text in 
the appropriate layer assigned to each speaker (8 layers 
are presently available, but future extension will provide 
for unlimited number of speakers). 

4.4 Fine tuning and speaker overlap 

Once the assisted alignment session ends, the program 
displays automatically the text under the corresponding 
speech segments, represented by their acoustic analysis 
(spectrogram, intensity and melodic curves, waveform). 
The user can then adjust precisely the segments by 
dragging their limits with the mouse, with the help of 
visual inspection of the corresponding spectrogram (or 
other available acoustical information). Overlapping 
segments can then easily and precisely be defined.  
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Figure 3: Fine tuning of speech segments limits with the 
help of a simultaneously displayed spectrogram (which 
allows precise segmentation in case of speaker’s 
overlapping). 

4.5 Text and segmentation correction 

Limits defined by clicking on the last unit (word) of 
segments can be easily edited (end of segment markers 
can be inserted, deleted and moved inside the text   with 
simple keyboard commands. 

4.6 Prosodic morphing 

The PSOLA engine is also used for prosodic morphing of 
any part of the speech data, allowing the user to modify 
with very simple graphic commands the prosodic 
parameters or the original data (fundamental frequency, 
intensity, segment duration, pauses). 

4.7 Multimodal alignment with WinPitch Corpus 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Simultaneous display of acoustic and video 
information of a multimedia file. 

WinPitch Corpus can read and process most multimedia 
file formats, and offers the same capabilities when 
displaying video with the sound data. Alignment of 
multimodal files can be done the same way as with sound 
files. The program also allows real time recording and 
analysis of speech data. This feature is particularly useful 
to monitor recording from the real time spectrographic 

display. Problems such as low signal level, echo, 
saturation can immediately be noticed and fixed. 

4.8 A large scale application 

WinPitch Corpus has been extensively used in the 
elaboration of the C-ORAL-ROM project (C-Oral-Rom, 
2004), in which about 1.2 million word were aligned with 
spontaneous speech recorded in various conditions. 

5. Conclusion 
Computer assisted text to speech alignment, as being 
much faster than conventional and automatic methods, 
thanks to the use of ergonomically well designed tools, 
allows the development of large corpora of various 
languages, which in turn will, among other benefits, 
induce a better comprehension of the relationship between 
syntax and intonation. The method of slowing down 
speech used in WinPitch Corpus permits to handle corpora 
of very variable sound quality, which would prevent the 
use of automatic methods based on speech recognition. 

 
In this software, alignment is executed by an operator 

clicking on the units to segment (syllables, words, 
syntagms, sentences) displayed on a program window 
while the corresponding speech sounds is played back at 
reduced speed. This slow down process allows the 
psychometrical coordination needed for the process, 
which can be executed in one pass et does not require any 
particular expertise in phonetics. The process is of course 
much faster than the traditional approach where a trained 
phonetician has to align the sound segments one by one by 
shifting a time window along the speech signal. It is also 
more reliable that emerging automatic methods, which 
require reasonably good quality recordings and exclude 
too large variations or voice and pronunciations 
characteristics of the speakers.  

 Numerous functions of WinPitch Corpus allow 
precise adjustment a segment limits, as well as the exact 
definition of overlapping segments of speech, thanks to 
simultaneously displayed acoustic information 
(spectrogram, waveform, intensity and melodic curves). 
The user can also edit the transcription on the fly, which 
any font provided in Unicode. Phonetic transcription, 
syntactic tagging, and any other information of interest 
can be easily added on one of the 8 layers available for 
transcription.  

Other currently available software (such as Praat, 
2004) do not presently have a set of features optimized for 
text to speech alignment of large corpora, which make 
their use only suitable for a limited amount of data. 
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Abstract
This paper presents a study on the automatic detection of prosodic prominence in continuous speech, with particular reference to
American English, but with good prospects of application to other languages. Perceptual prosodic prominence is supported by two
different prosodic features: pitch accent and stress. Pitch accent is acoustically connected with fundamental frequency (F0) movements
and overall syllable energy, whereas stress exhibits a strong correlation with syllable nuclei duration and mid-to-high-frequency
emphasis. This paper shows that a careful measurement of these acoustic parameters, as well as the identification of their connection to
prosodic phenomena, makes it possible to build automatic systems capable of identifying prominent syllables in utterances with
performance comparable with the inter-human agreement reported in the literature without using any kind of information apart the
acoustic parameters derived directly from speech waveforms.

Introduction
The study of prosodic phenomena in speech is a central
topic in language investigation and it is generally agreed
that it represents one of the main streams for improving
the performances of speech processing systems. Speakers
tend to focus the listener's attention on the most important
parts of the message by means of prosodic markers and
signal its correct interpretation by means of intonation,
pauses, prominences, ...

Automatic Speech Recognition systems can take
advantage of software modules devoted to prosody
management enhancing the global classification
performances (Hastie, et al. 2001; Hieronymous, et al.
1992; Shriberg & Stolcke, 2001), as well as can do
Automatic Speech Understanding systems (Beckman &
Venditti, 2000; Nöth, et al. 2000; Shriberg, et al. 1998).
Prosodic modules can enhance the fluency and adequacy
of automatic speech-generation systems (Bulyko, et al.
1999; Portele & Heuft, 1997; Wightman, et al. 2000) and
it may be extremely useful for solving ambiguities in
natural language parsing (Hirschberg & Avesani, 2000;
Warren, 1996).

One of the most interesting applications of automatic
techniques for handling prosodic phenomena is that of
language resource annotation, such as prosodically tagged
speech corpora, both for research purposes and for
language teaching (Beckman & Venditti, 2000; Campione
& Veronis, 1998; Hirst, 2001). In this field the request of
prosodically annotated resources is increasing and the
difficulty and the prohibitively high costs for a manual
production often limit, and have limited, the design of
such resources.

One of the most important prosodic features is
prominence. “Prominence is the property by which
linguistic units are perceived as standing out from their
environment” (Terken, 1991). Following Beckman's
(1986) phonological view, further developed by other
scholars, for example Bagshaw (1993; 1994), syllables
that are perceived as prominent either contain a pitch
accent or are stressed. On the acoustic/phonetic side, the
accomplishment of such features is strictly correlated with
particular behaviour of acoustic parameters, either
considered as single features or, more commonly, as
combinations of them. As well as the works already cited,
there are many other studies suggesting that some of the

main acoustic correlates of prominence are pitch
movements, overall syllable energy, syllable duration and
spectral emphasis (Sluijter & van Heuven, 1996;
Streefkerk, 1997; Taylor, 2000).

This paper presents a study on the relationships
between prosodic prominence and acoustic features with
the aim of designing a system for the automatic detection
of prominence in speech using only acoustic/phonetic
parameters and cues. Our work has been developed
restricting the information sources to the utterance
waveform, avoiding any other resource that might not be
always available, it would certainly be expensive to build,
and permanently bound the system to one specific
language. The method we will present do not rely on
additional phonetic information, such as phone labelling
and/or utterance transcriptions as well as the use of
complex techniques requiring heavy training phases on
manually annotated data such as hidden Markov models,
neural networks or similar methods. This study performs
an analysis of the correlation between prominence and a
set of acoustic features to identify the best acoustic
correlates of prosodic prominence and use such
information to build a system capable of identifying
prosodic prominence in continuous speech.

Despite the quantity and quality of studies on this
topic, it seems that the automatic and reliable detection of
prosodic prominence, without providing phonetic
information, such as utterance transcription or training
corpora composed of segmented utterances, is still an
open question.

The data set used in our experiments is a subset of the
DARPA/TIMIT acoustic-phonetic continuous speech
corpus, consisting of thousands of transcribed, phone-
segmented and aligned sentences of American English. In
this study, the TIMIT annotations are used only for testing
and measuring system performance, not as additional
information for the prominence detection algorithms.

The rest of the paper is organised as follows. Section 2
presents syllable nuclei identification for duration
measures. Section 3 outlines the computation procedures
for the other parameters involved in prominence detection.
Section 4 presents a study about the combination and
relationships of these acoustic features to identify prosodic
features such as pitch accents, stress and prominence, and
section 5 discusses the automatic detector of prosodic
prominence presented in this study. Section 6 draws the
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conclusions of the work, comparing and discussing the
results obtained with the literature examined.

Syllable nuclei identification and duration
measures

The linguistic theories of prosodic prominence mentioned
above agree in considering syllable duration as one of the
fundamental acoustic parameters for detecting syllable
stress, certainly in American English, but also in many
other languages. Unfortunately, the automatic
segmentation of the utterance into syllables is a
challenging task; even defining the syllable concept in
continuous speech is often misleading. Resyllabification
phenomena and ambisyllabic units contribute to making
syllables an entity with fuzzy boundaries. Moreover a lot
of studies have made clear that the main contribution of
prominence to syllable lengthening is concentrated in the
vocalic part of it, mainly increasing the syllable nucleus
duration (Greenberg, et al. 2003; Silipo & Greenberg
1999; van Bergem, 1993; van Kuijk & Boves, 1999). The
relevant conclusion, interesting for the present prominence
study, is that we can reliably replace the syllable duration
measure, necessarily affected by large measurement error
whenever obtained by automatic procedures, with the
measure of syllable nucleus duration as in (Jenkin &
Scordilis, 1996; Waterson, 1987), which can be
automatically obtained with a higher accuracy level.

To reliably identify the syllable nuclei in the utterance
and measure their duration we applied a modified version
of the convex-hull algorithm proposed by Mermelstein
(1975) to the utterance energy profile. This was computed
after band-pass filtering (300-900 Hz) the speech-samples,
as suggested in (Howitt, 2000), to filter out energy
information not belonging to vowel units which forms the
syllable nucleus. The segmentation points were restricted
the to the ones derived from the algorithm proposed by
Andre-Obrecht (1988) that detects regions of spectrally
quasi-stationary speech in the utterance. The duration
parameter is then normalised by considering the mean
duration of the syllable nuclei in the utterance. This is a
standard technique for Rate-Of-Speech normalisation,
described, for example, in (Neumeyer, 1996).

All the subsequent measurements of acoustic
parameters will be referred to the syllable-nucleus
intervals computed using the method described above.

Other acoustic parameters

Fundamental frequency (F0) contour
The extraction of F0 contour, or pitch contour, is another
demanding task. Most of the complexity of pitch
extraction process resides in candidate selection and post-
processing optimisations. Stops and glitches often tend to
distort the contour, introducing spurious changes in the
profile. Other typical problems in obtaining a correct pitch
profile derive from octave jumps, where the pitch
frequency computed by the algorithm, in a specific speech
frame, is found to be double (or half) the correct pitch
frequency. A post-processing procedure to smooth out
such variations is often required in order to obtain more
reliable results.

To extract pitch contour we used the ESPS get_f0
program, based on the algorithm presented in (Talkin,
1995), that is considered in literature the best pitch-

tracking method. To obtain a continuous profile, the post-
processing phase involves octave-jump removers and
profile smoothers, derived from the ones proposed in
(Bagshaw, 1994), applied both at voiced interval and
sentence level, and a final interpolation between voiced
regions.

Energy measures
Differently from the parameters presented in the previous
subsections, the third acoustic parameter considered here,
namely the syllable nucleus energy (or intensity), can be
automatically computed in various ways without any
particular difficulty. Here we refer to RMS energy,
defined as:
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where N is the number of samples per frame and a1..N are
the speech samples in the j-th frame. The nucleus energy
is successively normalised to the mean nucleus energy
over the utterance. This reduces the energy variation
across different utterances and different speakers.

In the recent literature, and in particular in the
influential work of Sluijter & van Heuven (1996), it has
been claimed, that mid-to-high frequency emphasis is a
useful parameter in determining stressed syllables. To
verify this hypothesis, each nucleus segment spectrum
was divided into three bands, making use of band-pass
FIR filters, namely from 0 to 300 Hz, from 300 to 2200
Hz and from 2200 to 4000 Hz. The RMS energy of each
segment/band pair was successively computed. By
examining the distributions of prominent and non-
prominent syllable energies in the frequency bands
considered the two bands 0-300 Hz and 2200-4000 Hz
show a clear overlapping between prominent and non-
prominent syllable distributions, while the central band
from 300 to 2200 Hz exhibits a clear separation between
the two classes. These quantitative results confirm the
dependence of syllable prominence to vowel mid-to-high
frequency emphasis, the frequency band where the main
vowel formants reside. Thus, agreeing with the hypothesis
suggested by Sluijter & van Heuven, with a view to
identifying stressed syllables, we will consider that the
spectral emphasis is measured by the energy of this
specific frequency band.

Prosodic parameters
This section examines the prosodic quantities, stress, pitch
accent and prominence, that are the object of the study,
and their acoustic correlates. As already mentioned in the
introduction, syllables that are perceived as prominent
either contain a pitch accent or a stress accent, or both.
Thus, prominence can be described by relying on two
different prosodic parameters, stress and pitch accent, both
sufficient to identify a prominent syllable, but none of
them necessary to mark a syllable as prominent.

The data used in the following sections are derived
from the TIMIT corpus and every syllable was manually
classified as prominent or non-prominent. It emerges quite
clearly in the following subsections that being able to
classify these syllables with respect to the two different
phenomena, namely stress and pitch accent, instead of
classifying them with respect to prominence, would have
been preferable, for both the qualitative analysis that we
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will carry out in this section and the design of the final
detector. Unfortunately it is very difficult for humans to
distinguish between stress and pitch accents when
listening to an utterance. It is only possible to reliably
perceive if a syllable is prominent or not with respect to
the surrounding context. This lead to a certain degree of
overlapping in the study of the involved phenomena.

Stress
The main correlates of syllable stress reported in literature
are syllable duration and energy (Bagshaw, 1993; 1994;
Streefkerk, 1997; 1999). On this topic Sluijter & van
Heuven (1996) have introduced a further refinement,
confirmed also in later studies (Heldner, 2001), casting
some light on the exact correlation between the different
acoustic parameters. Their studies clearly divided the two
phenomena involved in supporting prominence
perception, pointing out that the most reliable correlates of
syllable stress are syllable duration and mid-to-high
frequency emphasis.

In figure 1 two sets of prominent and non-prominent
syllables are depicted as a function of both log-normalised
nucleus duration and log-normalised RMS energy in the
300 to 2200 Hz band. There is a clear evidence supporting
Sluijter & van Heuven's ideas: prominent syllables exhibit
a longer duration and greater energy in the vowel mid-to-
high-frequency band.
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Figure 1: Prominent and non-prominent syllables as a
function of log-normalised nucleus duration and log-

normalised nucleus energy in the spectral band from 300
to 2200 Hz.

Pitch accent
There is a long tradition of studies dealing with intonation
profiles and pitch accents (Pierrehumbert, 1980;
Beckman, 1996; Campione & Veronis, 1998).
Unfortunately, the categorisations introduced in these
studies, as well as the famous ToBI labelling scheme
(Pitrelli, et al. 1994), appears to be difficult to implement
in an automatic system. Taylor (1995; 2000) proposed a
different view of intonation events. Starting from a
rise/fall/connection (RFC) model, he defined a set of
parameters capable of uniquely describing events in the
pitch contour. This set, called TILT, consists of five
parameters defined as:
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where Arise, Afall, Drise, Dfall are respectively the amplitude
and the duration of the rise and fall segments of the
intonation event.

Our implementation for the extraction of the pitch
shape follows Taylor’s proposal. The F0 contour is first
converted into an intermediate RFC model. To do that the
contour is segmented into frames 0.025 second long and
the data in each frame are linearly interpolated using a
Least Median Squares method. Then every frame
interpolating line is classified as rise, fall or connection,
depending on its gradient, as suggested in (Taylor, 1993),
and subsequent frames with the same classification are
merged into one interval. The duration and amplitudes of
the rise and fall sections are measured to finally derive the
TILT parameter set and assign them to the intonational
events in the F0 contour extracted from the RFC
representation. As described by Taylor (2000), an
intonational event that can be considered as a good
candidate for pitch accent exhibits a rise followed by a fall
in the pitch profile. There are different degrees of such
profiles and, in general, rise sections appear to be more
relevant for prominence.

Sluijter and van Heuven suggested that the pitch
accent can be reliably detected by using overall syllable
energy and some measure of pitch variation. As far as
pitch variation is concerned, the event amplitude, which is
one of the TILT parameters, can be considered as a proper
measure, being the sum of the absolute amplitude of the
rise and fall sections of a generic intonational event.
However, a further refinement can be obtained by
multiplying the event amplitude (Aevent) by its duration
(Devent) to reduce the significance of spike errors. Figure 2
shows a plot of prominent and non-prominent syllables as
a function of overall syllable nucleus energy and the
product of the event parameters on a log scale.
Qualitatively,  a clear correlation emerges among these
parameters when identifying prominent syllables.
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Figure 2: A plot of prominent and non-prominent syllables
as a function of overall syllable nucleus energy and

intonational event parameters.

Prominence
We have established some qualitative relationships
between acoustic parameters and some prosodic
quantities, in particular stress and pitch accent. As
suggested in the literature and confirmed by our
experiments, metrical stress strictly depends on syllable
nuclei duration and energy in a specific spectral band: the
longer the duration and the higher the energy in the
syllable nucleus, the greater the stress perception. In the
same way, high overall nucleus energy and wide pitch
movement produce the strongest pitch accent.

The two phonological concept, namely stress and pitch
accent, considered in this study as in intermediate level,
will help us to relate the acoustic/phonetic parameters
with prominence. As we will see in the next section, the
relationships between these phenomena and the qualitative
observations described before will be useful in defining
the behaviour of the prominence detector.

Prominence detector
According to Taylor (2000), all the prosodic parameters
involved in prominence study should be considered as
continuous quantities, avoiding any kind of categorisation.
On the other hand, for testing the reliability of an
automatic system, hand-tagged categorical data have to be
used. For these reasons we chose to describe and manage
the prosodic parameters presented above as continuous
values, and successively introduce some provisional

categorisations to compare the behaviour and performance
of the automatic process with the hand-tagged data.

Bearing in mind the qualitative relationships among
the acoustic parameters outlined above, it seems possible
to combine them properly to build a “prominence
function” able to derive a continuous value of prominence
directly from the acoustic features of every syllable
nucleus. Our proposal for such a function is:
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where en300-2200 is the energy in the 300-2200 Hz
frequency band, dur is the nucleus duration, enov is the
overall energy in the nucleus and Aevent and Devent are the
parameters derived from the TILT model. All the
parameters refer to a generic i-th syllable nucleus in the
utterance examined. Although the Prom function
definition is somewhat arbitrary and tentative, it has a
rationale, as it was derived in such a way as to
mathematically express the fact that a prominent syllable
is usually stressed or pitch accented or both and that these
prosody parameters can be successfully derived from the
acoustic parameters that appear in the formula. This
continuous approach is fully justified by considering that
the classification into prominent or not prominent cannot
be carried out, at least in an optimal way, if the context of
the neighbouring syllables is neglected.

As pointed out before, to evaluate the system by
comparing it with hand-tagged data, it is necessary to
introduce some kind of categorisation, by considering the
prominence level of the syllable compared with its
neighbours. Following Terken perspective, identifying
prominent syllables implies the search for the local
maxima of the Prom function defined above. Therefore, in
our classifier the prominence value of every syllable
nucleus is compared with the two neighbours and, if it
represents a maximum, then it is considered prominent.
However, it is neither impossible nor rare for consecutive
syllables to be prominent, for example whenever two
successive monosyllabic words are both emphasised. The
two syllables would certainly present a different “level” of
prominence, but, in a dichotomic-classification
perspective (prominent or non-prominent), levels of
prominence cannot be taken into account. To partially
overcome this problem, the peak picking algorithm was
enhanced to tackle this relatively frequent case. Whenever
two subsequent syllables differ only by 15% of their
prominence value, the test is performed by ignoring the
neighbours with similar prominence and by considering
instead the next syllable nuclei. Moreover, syllables that
have a very high prominence value, greater than 70% of
the maximum peak in the utterance, are also considered as
prominent, independently of the context. A plot of
prominence function for a sentence taken from the TIMIT
corpus is shown in figure 3.

Numerical results show that by making use of the
Prom function and the enhanced peak picking method
described above, it is possible to design a reliable
prominence detector. The model was tested using a subset
of TIMIT utterances, composed of 5708 syllables taken
from 384 utterances spoken by 51 different speakers of
American English. The prominence detector correctly
classified 80.80% of the syllables as either prominent or
non-prominent, with an insertion rate of 8.22% (false
alarms) and a deletion rate of 10.98% (missed detections).
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Figure 3: Prosodic prominence function values for the utterance “For girls the overprotection is far more pervasive”.
Proceeding from the top, we have: the waveform plot, the syllable segmentation (only for comparison purposes), the
syllable nuclei as detected by the system (marked by #N#), and finally the prominence values for every nucleus identified
by the segmentation procedure. The prominent nuclei, as identified by the automatic system, are marked by a dot on the
function profile, while prominent syllables, as classified by a human listener, are indicated by a thick box in the syllable
segmentation track (“syl”).

As pointed out before, this is an unsupervised system, thus
there is no need for any training phase.

Conclusions and discussion
It is widely accepted in the literature that inter-human
agreement, when manually tagging prominence in
American English continuous speech, is around 80-90%
according to the different number of prominence classes
chosen for the annotation (Pickering, et al. 1996; Jenkin &
Scordilis, 1996). The prominence detector presented here
exhibits an overall agreement of 80.80% with the data
manually tagged by a native speaker, without exploiting
any information apart from acoustic parameters derived
directly from the utterance waveform. As these results are
in the same range of those obtained by human taggers, the
prominence detector can be seen as a possible alternative
to manual tagging for building large resources of speech
annotated with prominence information.

Previous studies tend to use different approaches.
Bagshaw (1993) built a prominence detection system for
computer aided pronunciation teaching, thus using the
utterance transcription to guide the segmentation and the
detection process obtaining a 61.6% of agreement with
human-tagged data, that is much less than the one
obtained by the systems presented in our work. Jenkin &
Scordilis (1996) implemented and compared three
different system for prominence detection, all based on
theoretical models that require training phases. The most
performant is based on neural networks and achieved a
correct classification on 81-84% of cases. All systems
presented in their study require a complex training phase
and additional tagged data to do it. Similar considerations
can be made about the results obtained by Wightman &
Ostendorf (1994) with their system, based on a model that
uses decision trees similar to a discrete HMM and an
Automatic Speech Recognition module. The model is
trained using maximum likelihood estimation and
achieves 85-86% of correct classification when applied to
prominence detection. All these methods make an heavy

use of additional information such as phonetic and
orthographic transcriptions, segmentation information or
ASR systems.

It would be interesting to test the validity of our
approach with different languages. Theoretically, different
languages involve different combinations of acoustic
parameters or different weightings among them, but the
methods presented here should be easily adapted to cope
with these inter-language variations. A study in this
direction is presently under way considering the Italian
language.
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Abstract 
In this paper, the idea of a “Dynamic Corpus Environment” is taken up. After we specify and discuss the functional design of such an 
environment,  the idea is further elaborated upon by illustrating its implementation as it is envisaged, for example, for the Spoken 
Dutch Corpus and the DOBES Corpus.  
 
 
 
 

1. Introduction  
Traditionally, language resources were created 

predominantly for a specific purpose within the context of 
a specific project. This implied the careful selection and 
definition of all relevant parameters including the 
structure of the corpus. Characteristically, the creation of 
language resources was perceived of as a finite 
undertaking: once finished, it was not normally expected 
that the corpus would be extended with new data, let alone 
with types of annotations that were not already present in 
the corpus. Examples of such static corpora are abundant. 
For English, they include the Brown and LOB corpora 
and their modern counterparts (Freiburg Brown and 
LOB), the COLT corpus, and the Penn Treebank. 
Extending a corpus that was originally conceived as a 
static corpus is often not unproblematic: the addition of 
data may disturb the usually well-balanced corpus design.  
Moreover, for corpora that were designed essentially as 
text corpora (if only because for a long time the addition 
of media data was hampered due to the fact that storage 
was rather expensive), the linking of audio and /or video 
to other representations of the data is very labour-
intensive. 

 
Often a corpus does not offer any specific exploitation 

tools or a dedicated environment, and the user is expected 
to create his own scripts. While for the purpose of corpus 
exploitation it is helpful to have a corpus tool 
environment, for the incorporation of new data such an 
environment is an absolute necessity. Some corpora, 
including for example CHILDES [1], do offer a way of 
adding new data and new annotation tiers. However, 
relations between tiers are limited to certain predefined 
types, and  then the relation is  on a serial token-to-token 
basis.1  

A further issue in the context of corpus exploitation is 
that if the addition of data is permitted, the exploitation 
environment should allow for creating and exploiting sub-
corpora. In the definition of these sub-corpora the 
metadata play a crucial role as they immediately give 
access to the parameters that were operants in the 
implementation of the corpus design. 

 
 

                                                      
1 The authors are aware that the new CHILDES XML annotation 
format may alleviate these restrictions. 

2. A Dynamic Corpus Environment 
The idea of a dynamic corpus environment is that a 

corpus should be made flexible in so far that new projects 
could be set up and carried out with the aim of adding 
further data and/or new types of information to the already 
existing data. While static corpora have the advantage that 
upon completion it is clear what data and annotations are 
involved, a big disadvantage is that from the day they are 
completed they are at risk of becoming obsolete as they 
fail to incorporate novel insights and do not mirror the 
latest state of the art. Also upon the discovery of errors or 
omissions, corpus maintenance is severely hindered if 
there is no environment in which, preferably under 
controlled conditions, corrections can be carried through. 
In case additional annotations exist, they exist 
independently alongside the original corpus and are 
generally speaking not easily accessible. In such a 
configuration, they cannot be used to enrich the original 
data.  

 
Over the past decades, we have seen that time and 

again with new corpora also new exploitation tools were 
created. In terms of investment this procedure cannot be 
seen as advantageous. Also as developers keep re-
inventing what was already available in a variety of tools 
for use in a number of highly idiosyncratic environments, 
users are withheld an optimal environment with a 
maximum of functionality and ease of use. The annotation 
and exploitation of corpora could be made much more 
transparent if there were to be an environment in which 
corpora could be annotated, maintained and extended, and 
in which a suite of tools and resources were available for 
the user to apply. 
 

2.1. Requirements 
A necessary condition for a dynamic corpus is that one 

should  be able to replace or add more material while 
maintaining the design, i.e. it should be possible to extract 
the original corpus or a sub-corpus with a different design. 
To this end access to available metadata is essential. It is 
the metadata that provide the key to making selections for 
inclusion in a sub-corpus or sub-corpora from a larger 
corpus. Thus it becomes possible to meet the user’s needs 
with customized (sub-)corpora, At the same time, 
allowing for all data (original data and additions to these) 
to be made accessible through one and the same 
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environment, holds the advantage that the user can at all 
times exploit further data and /or annotations. From the 
perspective of resource management and the investments 
involved it amounts to a (possibly huge) optimalisation.  

 
The addition of whole subcorpora containing also 

different types of resources and annotation-types demands 
that the metadata set used to describe the resources is 
general enough to describe all resources in the corpus but 
can also be more specific and specialized for accurate 
descriptions of these added subcorpora. The IMDI 
metadata set [2] that we propose to use for our 
implementation allows for extensions to a core set of 
descriptors.  

 
What is also required and what constitutes a greater 

challenge is to be able to add new annotation types that 
interrelate both with each other and with the existing 
types. For this a very general annotation model is needed. 
Adding new types of primary data with associated 
annotations can be another problem. This is the case when 
for instance video is added or annotation of two-
dimensional objects is required. These points do not only 
influence the design of the annotation model but also 
demand flexibility and configuration possibilities of the 
exploitation tool environment.  

 
Certainly not the least important component of a 

dynamic corpus environment, would be a versioning 
system. A user may decide on his own authority to change 
or replace some existing annotations in a private 
installation of the corpus. This is something he may later 
regret. Therefore, reverting such an act should be easy. 
The same problem may occur at the installation site of the 
central maintainer of a corpus where the scientific 
justification for some changes may be doubted after some 
period of time. Although standard versioning systems are 
available [6] special care must be taken to provide for the 
ways in which the annotations are interrelated. The way 
private installations of a corpus, with modifications and 
additions, should relate to an authorized central one is 
another interesting challenge for such a versioning 
system. The possibility to synchronize changes via the 
Internet is something that looks feasible and will be 
explored. 

 
Clearly not all users would be allowed to perform all 

possible actions and therefore an authentication/ 
authorization mechanism is also needed The requirements 
for such an authorization mechanism depend of course on 
the corpus availability and usage scenario’s. At one end of 
the spectrum, for publicly available corpora that can be 
accessed on the Web there is no need for any protection at 
all while commercially interesting data that needs to be 
accessible via the Web will be protected by strong 
authentication and watermarking. Another desirable 
scenario is when groups of cooperating researchers share 
access to each others data and administrate access rights 
amongst themselves without burdening the people 
responsible for the corpus storage. A protection scheme is 
in all cases demanded for update and extension of 
corpora. The most flexible scheme is that privileged users 
can after automatic validation of the formats of the 
annotation files and resources add them to the corpus. The 
fact that a versioning mechanism is in place may make 

this policy more acceptable since any change can be 
revoked afterwards. In a research environment it is likely 
that people will need to access archives at different sites 
in the world. It will be very helpful if they could 
authenticate themselves using the same identification with 
each of these archives. So a central authentification site or 
sites exchanging authentication information would be 
desirable. Discussions amongst archives to come to such a 
system are under way.  

 

3. Proposed Testbeds  

3.1. The Spoken Dutch Corpus 
For the Spoken Dutch Corpus (Corpus Gesproken 

Nederlands, CGN) [3] it was decided at the start of the 
project that a corpus exploitation tool (“COREX”) [4] 
should be created.  Moreover, it was stipulated that the 
tool environment should be capable of importing into the 
corpus additional data, although of the same type and 
format as already existed  in the corpus. When the CGN 
project came to and end (January 2004), a new phase 
started, viz. corpus maintenance2, In this phase it would 
be possible to adopt a highly restrictive view  in which 
maintenance would amount to and be limited to keeping 
copies of the annotation data and audio recordings 
available and distributing them to users. However, a more 
challenging approach is possible and will be pursued in 
which we shall attempt to create a tool environment that 
makes the CGN corpus a dynamic one. 

 
In the process of creating a dynamic corpus several 

steps can be distinguished. First of all, it should be 
possible to insert new recordings with associated 
annotations. This should be easy to do, while the addition 
of new material should not in any way affect existing 
structures. COREX accesses the CGN corpus resources 
through IMDI metadata records that bind together the 
recordings with their annotations and metadata in resource 
bundles. New IMDI metadata records can easily be added 
to the existing ones. IMDI metadata also defines the 
different browsable access paths to these resource 
bundles. By means of new tools from the IMDI tool 
environment that will be incorporated in the CGN tool 
environment, these trees can be extended with new 
resource bundles and new tree structures can be added. 

 
There are no limitations to extending the corpus 

structure with new data. The IMDI tools allow users to 
define their own view on the corpus by defining new 
private nodes that allow access to any sub-corpus of the 
original corpus and any new additions, i.e. an extension to 
the total corpus does not influence the working 
environment of the individual user, which is very 
important. The existing browse, metadata - and content 

                                                      
2 . Of course, it is also possible to look upon the correction of 
errors in the production process as maintenance, but that is not 
intended here. In the case of the CGN, parts of the corpus were 
released in the form of intermediate release at more or less 
regular intervals and errors in a release were corrected in a next 
release. Thus the correction of errors effectively coincided with 
the production of new data. 
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search components of COREX are independent of any 
extensions and will continue to function. 3  

 
 

In order to add new types of annotations within the 
current annotation model used by CGN, it is required that 
they conform to the standard CGN XML annotation 
format. This is a limitation in the sense that all annotations 
can only be linked to tokens on the orthographic tier. 
Simple annotations of this type can be made visible in the 
COREX annotation viewer as a new annotation layer 
without any problems. Sometimes, however, these 
annotations are not all that simple and the annotations are 
given extra meaning through the use of attributes. This is 
already the case for the prosodic and phonetic annotations. 
Here we have to try and find a way to configure the 
annotation viewer in such a way that special attributes can 
be displayed in an appropriate manner. The same 
procedure applies when making these annotations 
searchable with or without special attributes. If we want 
more flexibility with respect to annotation structures, we 
may have to convert the annotations to a more general 
model and format like EAF [5]. This will require major 
adaptations of the annotation viewer but will not affect the 
metadata part. 

 
Adding annotations that are interrelated to other 

annotations as is the case for all annotations in the CGN 
corpus puts high demands on validation of the ingested 
annotations. General automatic validation is feasible as far 
as compliance with the defining annotation format schema 
is concerned. Also some automatic checks may be done 
using specific knowledge of the CGN annotation model 
that is not captured by the annotations XML-Schema. All 
this helps guarding the consistency of the corpus but does 
not help judge the content of the new annotations. For that 
a human operator must take a sample an use methods 
appropriate for the annotation type. It would be helpful if 
the versioning mechanism would allow showing the 
updated corpus initially only to relevant users:  “updater” 
and the “evaluator”. 

 

3.2. The DOBES corpus 
 
The DOBES corpus (Documentation Bedrohter 

Sprachen ) [7] is a corpus of field-linguistic multi-media 
resources which has been under construction  over the last 
4 years. At the moment it contains 700 hand-crafted IMDI 
sessions for video and audio files, mostly with 
accompanying annotation files. Requirements differ 
somewhat from the CGN corpus in that:  

 
1. There is more emphasis on active and passive 

access through the Internet because it is being 
used and created by scattered groups of field-
linguists all over the world. Also there will be 
demand for robust and trustworthy 
mechanisms where researchers are able to 
administrate access rights for the resources 
themselves. It is expected that parts of this 

                                                      
3  Note, however, that after data has been added new index files 
need to be created to speed up search. 

functionality can be implemented in line with 
the policies advocated by DELAMAN [8], an 
organization of archives for endangered 
language and music data.  

 
2. The annotations are currently in a format 

(EAF) where all annotations tiers are present 
in one single file. So after ingesting new 
annotations checking  consistency between 
the different annotation tiers is less of a 
burden since we assume this was already 
done by the tool used to create the annotation 
file.  

 
3. DOBES has a flexible corpus structure that is 

locally formed according to the views of the 
researcher responsible for that specific part of 
the corpus. So a requirement for DOBES is 
the possibility of creating different structures 
for different parts of the corpus. 

 
 

4. Infrastructural aspects 
 

We expect that in the near future passive exploitation, 
manipulation and addition of resources in corpora via the 
Internet will be commonplace. Tools that will enable users 
to do this can be (a) standard web-browsers or (b) 
specialist tools that will be able to do some extra 
validation of  the resources and metadata to be ingested. 
Both ways have their specific advantages. Also, in both 
cases, these  tools will present users a logical view on the 
corpus that decouples them from the actual physical 
storage of the data. This is required  when we want to 
achieve a situation where we use a system of  resource 
identifiers that is not dependent on the actual physical 
location of the resource via URLs such as is currently the 
state of affairs. Such a system of abstract resource 
identifiers has been discussed for Web resources in 
general intensively [9] since it solves the problem of dead 
links that occur so often when people move resources to 
another location. Currently there are two different 
implementations available: PURL [10] and The Handle 
System [11], we have chosen for the handle system for 
reasons of robustness and support from major 
organisations. 
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Figure 1 Components of a Dynamic Corpus Environment 
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