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Foreword 
 
The workshop to which these papers are preliminary contributions is intended to be a brain 
storming session, whose primary purpose is to launch discussion of what we believe to be a 
relatively new area of endeavour. Consequently, we have not asked for formal papers of the 
sort usually to be found in proceedings. We hope that the reader will bear this in mind, and 
that he will find himself provoked by some of the points raised, to the point where he too 
wants to contribute to the nascent discussion. 
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Abstract 
This paper is intended to serve as an introductory paper to a workshop on user-oriented evaluation of knowledge discovery systems. Its 
main purpose is to raise issues and ask questions. The background to the paper is previous work on evaluation in other areas, such as 
machine translation, much of it closely related to and inspired by the two ISO standards on evaluation of software in general, the 9126 
series and the 14598 series.  
 
 

1. INTRODUCTION 
This paper is intended to set the stage for a workshop 
discussion on user-oriented evaluation of knowledge 
discovery systems. Complex knowledge discovery systems 
are relatively new. There is considerable and interesting 
work on how to evaluate the results of the systems 
themselves, considered in isolation from application of 
those results to real world problems. A good example of this 
kind of evaluation work comes from the evaluation of 
systems which carry out clustering, where there is work on 
metrics to measure how good the proposed clusters are. But 
there is little work on evaluation geared towards discovering 
whether a system satisfies a user’s needs, and not much in 
the way of shared experience in using such systems to 
furnish informal guidance. 
However, there has been considerable work on user-oriented 
evaluation in other domains, most of it inspired by the ISO 
9126 standard. The main thrust of this paper then is to ask 
whether or not  that previous work can be useful to the task 
in hand. 

2. What users want 
At the most general level, the primary requirement of a user 
of a knowledge discovery system is fairly easy to state. The 
user is faced with a mass of data or of text. He is convinced, 
or at least hopes, that somewhere buried in this mass is 
information that would be useful to him if only it could be 
discovered and made explicitly available. He recognizes 
however that it would be totally unrealistic to attack the 
problem with humans. No matter how intelligent, well-
informed and energetic they might be, the mass is too great 
for them to master its content and analyze it to the extent of 
being able to spot connections between disparate elements 
scattered piecemeal and bring them together into a 
previously unsuspected coherent story: human life is not 
long enough and human brain capacity is not large enough.  
The problem is made even worse if the mass of data or of 
text is not stable, but is constantly changing, as it might be if 
data is continually being up-dated or the pool of texts is 
continually being added to. The extreme case, of course is 

the web, where each day documents die, new documents are 
added, old ones are modified. Each modification changes 
the state of the world and in doing so changes the base on 
which knowledge discovery is performed, invalidating 
previous legitimate hypotheses and providing the seeds of 
new ones. 
The sketches of a few typical applications below are 
intended to help by providing concrete background. They 
are based, very loosely, either on examples frequently found 
in the literature or on the interests of partners in the project 
which first caused us to become aware of the special 
evaluation issues raised by knowledge discovery systems, 
the Parmenides project. (Parmenides 2004) 
  

2.1 Identifying hidden associations and trends 
A great deal of data has been collected on purchases made 
in a supermarket chain. Analyzing this data could reveal 
associations between purchases: do those who buy nappies 
also frequently by beer, for example, or do those who buy 
flour also buy eggs? The same data, collected over a period 
of time, also contains hidden information on how 
purchasing trends develop: perhaps people buy more low-fat 
products than they did five years ago, or more organically 
produced vegetables. Discovering hidden associations may 
help with marketing, while uncovering the hidden trends has 
obvious implications in terms of future commercial 
orientations.  

2.2 Re-using research work 
A large manufacturing company does its own in-house 
research, and has done for many years. Over a long period 
of time, it has built up a significant archive of reports and 
papers on the research that has been done, including 
research that perhaps led to dead ends or showed why it was 
unprofitable to pursue some line of enquiry. The company 
has developed an uneasy feeling that current and planned 
research is repeating previous work. Human searching of the 
archive in order to identify previous relevant work, because 
of the mass of material, would have to be limited to a search 
of titles and perhaps of abstracts of promising candidate 
documents. Not only would such a search be extremely time 
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consuming, it would probably fail to identify work where, 
for example, shifts in terminology over time obscure the 
direct relevance of the document or where extremely 
pertinent work is buried in a larger document with a title 
reflecting quite other preoccupations. Being able to identify 
and re-use relevant earlier work can avoid a great deal of 
wasted time and reduplicated effort. 
There is an obvious parallel here to scientific research in 
general. If we imagine an area, work on genetics for 
example, where a great deal of work is done in many 
different sites, even without taking time into account it may 
be difficult to identify relevant work, especially if it has led 
to a dead-end.    

2.3 Making predictions 
A firm of investment advisors makes a profession of 
predicting the future. They monitor the specialized and 
general press in a search for events which may affect the 
value of investments. Monitoring involves a first stage of 
scanning news wire stories, trade journals and newspapers 
for items likely to be of interest, and a second stage where 
analysts who are specialists in the domain glean from the 
selected items any information pertinent to making 
predictions. 
Once again, the mass of material to be scanned is so great 
that human resources alone cannot carry out the task. If 
computer support can contribute to reducing the enormity of 
the task, it might be possible both to scan a larger amount of 
material and to reduce to some extent the human error 
introduced by inattention or fatigue. In either case, the 
information base on which the analyst can work becomes 
much firmer. 
The analyst may also, of course, make use of software 
intended to search out hidden associations, discover trends 
or look for specific pertinent information. In general, the 
complexity of any given knowledge discovery task may be 
such that success depends at least in part on a judicious 
choice of appropriate technologies and tools. 

2.4 Other types of knowledge discovery  
The applications picked out above have all become feasible 
only comparatively recently – indeed some might be 
thought to be still leading edge research rather than the basis 
of established commercial products. Other kinds of 
knowledge discovery systems have been around rather 
longer, including question answering systems, fact and 
information extraction systems and information retrieval in 
general. Both older and newer systems however share one 
characteristic which, from the evaluator’s point of view, is 
of considerable importance: the  top level task which the 
system is designed to support is of an extremely high order 
of generality: creating new insights, discovering 
associations hitherto unsuspected, picking out of a mass of 
information just that information  which is relevant – all 
these are skills which are important in a myriad of different 
contexts and which can be applied to achieve innumerable 
different goals. This means that the potential users of 
knowledge discovery systems are in their turn many and 
various. And that brings us to the central issue of user-
oriented evaluation of such systems. 

3. User oriented evaluation and ISO 
User oriented evaluation in the sense intended here is very 
closely related to work on software evaluation in general as 
typified by the ISO/IEC 9126 series of standards (ISO 
2001a, 2003a, 2003b, 2004). The basic notion is that a user 
has a set of needs which can be set forth in the form of 
requirements. The quality of a piece of software is to be 
judged in terms of whether it satisfies those requirements. 
Before going further, it might be useful to note that “user” 
in this context is a person, or even an organisation, with a 
task to be achieved. This should not be confused with 
another sense of user common in certain kinds of evaluation 
work, where the user is the person who sits in front of the 
computer and directly interacts with the system. To return to 
the supermarket example of the previous section, the user 
could well be the general manager of the whole supermarket 
chain, who is considering whether introducing knowledge 
discovery software might contribute to the overall task of 
increasing sales and thereby profits in each of the individual 
supermarkets which make up the chain. He is unlikely 
himself ever to use such a system, but in the sense intended 
here he is a user with needs that can be specified in terms of 
requirements on a system. 
IS0 9126 concentrates on the characteristics of systems 
which determine whether it can meet the quality 
requirements. Because the standard is located at a very high 
level of generality, the quality characteristics in the standard 
have to be made more specific for any given type of 
software. An essential point though is that reification of the 
characteristics must lead to a level where metrics can be 
specified such that a system’s performance with respect to a 
given characteristic can be measured. 
(This is a very brief and therefore inevitably imperfect 
summary of the ISO 9126 proposals: more detail can of 
course be found in the standards themselves. Also, a related 
set of standards, ISO 14598, (ISO 1998, 199a, 1999b, 2000a 
2000b, 2001b) concerns the process of evaluation, a topic 
which will be completely neglected here.) 

4. EAGLES and ISO 
Early EAGLES work was largely inspired by the first 
version of ISO 9126, published in 1991. EAGLES was 
specifically concerned with working out a specialization, or 
rather a series of specializations, of the ISO standard which 
would be applicable to software in the realm of human 
language technology. A deliberate policy of starting with 
softwares whose technological basis was relatively simple 
was pursued, so that early work looked at the evaluation of  
spelling checkers, of grammar checkers and of translation 
memory systems. 
The technological basis of such systems is simple mainly 
because the basic functionalities desired of them are also 
simple. In at least one critical way, this in turn simplifies the 
evaluator’s task. It is possible with such systems to define 
one or at most a small set of central functionalities which, if 
well performed, will contribute in very great measure to 
user satisfaction. As an example, a core functionality of a 
translation memory system is to retrieve from an archive of 
translations those portions of a text which have already been 
wholly or mostly translated, presenting the existing 
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translation as a candidate for re-use. If the system succeeds 
in this aim, most users will be fairly happy, modulo of 
course usability, robustness, portability and other such 
practical but important issues. 
In these cases, setting a framework for evaluation comes 
down to identifying potential users or classes of users, 
modelling them in terms of their needs and defining the 
metrics which can be used to find out whether a specific 
system matches their needs.  
An essential point here is that because the basic 
functionalities of the software are quite limited and quite 
precise, the variety of potential users is not very great. 
Finding out who they may be and organising them into 
classes with similar characteristics is entirely feasible. 

5. ISLE and FEMTI 
An attempt was made in the ISLE project to pursue a similar 
approach to more complex software with a correspondingly 
much richer range of possible users, machine translation 
software. The result (so far – the job is not finished) is 
FEMTI, a framework for machine translation evaluation 
which can be found at 
 http://www.issco.unige.ch/projects/isle/femti 
FEMTI takes the form of two loosely structured taxonomies. 
The first of these models potential users of machine 
translation systems. It does so by looking separately at the 
translation task the user hopes to accomplish, the 
characteristics of the users of machine translation systems 
and, finally, characteristics related to the text to be 
translated. (In line with the earlier remark about users, users 
here may be end users of machine translation systems, end 
users of the translations produced by such systems or 
organisational users of translation.) These three elements 
(translation task, user, input text) are only the topmost layer 
of a rather detailed breakdown characterizing the kinds of 
jobs that people want to use machine translation for. As an 
example of how detailed the breakdown can ultimately 
become, one sub-characteristic of the translation task is 
using translation as part of carrying out dissemination, 
dissemination in its turn is broken down into internal/in-
house publication and external publication, external 
publication is broken down again into publication aimed at a 
single client or type of client and publication where the 
same basic document has to be tailored to the specific needs 
and capabilities of different clients. The diagram below may 
help to make this break down clearer. 
 
� Translation task 
¾ dissemination    
� in-house publication 

� … 
� …   

� external publication 
� Single-client   
� multi-client 

 
The point here is not, of course, whether the choices made 
in building the model of machine translation users were 
judicious, or even whether the result is entirely satisfactory. 
The point is that, in the case of machine translation, a 

relatively complex software with a rather wide range of 
possible uses, it can be done: it is not total madness to 
attempt the task of modelling users of the software. And, of 
course, the question that we shall eventually come to is 
whether it is imaginable to do something of the same sort 
for users of knowledge discovery systems. 
FEMTI’s second taxonomy models machine translation 
systems as pieces of software. The taxonomy follows ISO in 
distinguishing characteristics that are internal to the system 
itself, such as what the theoretical basis of the system design 
might be or what classes of algorithms are used in its 
construction, and system external characteristics, 
characteristics that are observed when the system is in 
operation. The external characteristics are precisely those 
set out in the ISO standard – functionality, reliability, 
usability, efficiency, maintainability and portability, with 
the addition of one non-ISO characteristic, cost (considered 
a matter for management decisions rather than an evaluation 
issue by ISO). Again, this is only the top layer of a deep 
structure, which, as it deepens, becomes more specific to 
machine translation software. For example, maintainability, 
still following ISO, breaks down into a number of sub-
characteristics, one of which is changeability, which, now 
specializing towards machine translation, covers, amongst 
other things, the ease of carrying out dictionary up-dating 
and the ease of changing grammar rules. The diagram below 
shows this break down: 
 
� Maintainability 

� Changeability 
♦ Dictionary up-dating 
♦ Grammar rule modification 

� … 
 
Once again, the critical point here is not what the elements 
of the breakdown actually are but that it has been possible to 
construct the taxonomy. 
The two taxonomies are separate, but not unrelated. The 
basic principle is that tracing a path through the taxonomy 
modelling users and their needs will lead to pointers, 
embedded in the taxonomy, to items in the taxonomy 
modelling system characteristics. The existence of such a 
pointer is essentially saying “if this is one of the user’s 
needs, this is a system characteristic which an evaluator 
should look at”. In the ideal world, designing an evaluation 
for a specific user and context of use would involve 
checking through the user model to discover which 
characteristics are relevant in the case under consideration, 
collecting the pointers thus brought to attention, using the 
pointers to define relevant parts of the system model and 
incorporating those elements into the evaluation. (The real 
world is rarely, of course, that simple). 
A critical point which has already been mentioned should be 
re-emphasized here: each system characteristic is the top 
node of a hierarchical structure of sub-characteristics, sub-
sub-characteristics and so on to whatever depth is required. 
The leaf nodes must contain an indication of one or more 
metrics applicable to measuring a system’s quality with 
respect to that node. Values for higher nodes are obtained by 
combining values for lower nodes. (The combining function 

4



may be quite complex). 
Once again, the detail of the FEMTI metrics is irrelevant: 
what is important is that the whole exercise of constructing 
a system model is pointless unless metrics can be devised. 
To put this in terms of a much more banal world, there is no 
point in telling anybody that an important quality sub-
characteristic of clothes is that they should fit if there is no 
way of trying them on and no labelling system which 
renders trying them on unnecessary. 
Thus FEMTI could be said to consist of three main 
elements: 

• A model of (classes of) users 
• A model of (classes of) systems 
• A set of metrics whereby characteristics of systems 

can be measured 
together with pointers linking the two models. 

6. Evaluating knowledge discovery systems  
All of the foregoing has been a lengthy prolegomenon to 
asking whether it would be possible to construct a 
framework of some sort for the evaluation of knowledge 
discovery systems. It is probably unrealistic to think that all 
possible kinds of knowledge discovery systems could be 
dealt with, but could we, perhaps, distinguish classes of 
knowledge discovery systems and set up a framework for 
each class? Does the ISO/EAGLES/ISLE work offer us any 
guidance in how to do so? This final section which tries to 
look at these questions will be something of a rag bag. In an 
attempt at structure, we shall pick up each of the main 
elements of the FEMTI model for machine translation and 
ask what the chief obstacles are to doing something similar 
for knowledge discovery systems. A final sub-section 
comments on some practical issues. 

6.1 The users 
The first of the two FEMTI taxonomies sets out to model 
users and their needs. When we ask if it would be possible 
to carry out the same exercise in the knowledge discovery 
domain, the main problem, it seems to me, is the enormous 
range of applications possible, even for one single type of 
system. Similarly, the domains of interest amongst potential 
users are enormously varied. Thus, finding the link between 
what a system can do and what will satisfy a user might 
prove an intractable problem. I think the distinction I am 
after here is close to the ISO distinction between accuracy 
and suitability as different sub-characteristics of 
functionality. A system is functionally accurate if it 
produces what its technical specifications say it will 
produce. It is functionally suitable if what it produces is 
actually useful to the user. To see that this is not just a 
specious distinction, let me take the example of 
commercially available terminology extraction systems. 
There is at least one such system where the aim embodied in 
the technical specifications of the system is to traverse a 
stretch of text, collecting all those sequences of two or more 
words (let’s not worry about the definition of word) which 
occur twice or more in the text, thus producing a list where 
each such sequence is listed with an indication of the 
number of its occurrences in the text. The system does this 
job admirably: it is functionally accurate. But it lists 

sequences like “and the” with a very high occurrence rate, 
and such sequences are of no interest whatever to a 
terminologist. And it is an unfortunate fact of language that 
uninteresting sequences (on the definition built into the 
system) are much more numerous than interesting 
sequences, so much so indeed that I know of no 
terminologist who thinks that a tool based on these 
principles is of any use to support his work: the system is 
not functionally suitable. 
The analogy with knowledge discovery systems is I think 
clear. But the problem with knowledge discovery systems is 
much greater. It is not too difficult to work out what would 
count as a suitable result for a terminologist: begging some 
issues, he wants something that will extract all and only 
potential terms. How do we discover what counts as suitable 
for users of knowledge discovery systems, especially when 
the users are so diverse and operate over a very wide range 
of domains. Is there anything to be gained by trying to 
define typical users and perhaps even typical domains? 

6.2 The systems 
The second FEMTI taxonomy tries to describe quality 
characteristics of systems, first in terms of system internal 
characteristics and then in terms of the external quality 
characteristics which make up part of the ISO standard. 
Here, clearly, it might be much easier to think in terms of 
classes of knowledge discovery systems rather than to try 
and find one description. But this is essentially a practical 
remark rather than a theoretical remark, since the union of 
descriptions of two or more classes could perhaps provide a 
larger composite model. 
The theoretical problem seems to me almost an inverse of 
the suitability problem discussed in the last section. 
Knowledge discovery systems, as we have noted several 
times already, operate at a fairly high level of generality: 
they suggest associations, discover trends, hypothesize that 
two pieces of information are linked and so on.  Their 
proposals, by the nature of the technology and of the tasks, 
can never be certain; they always require validation by a 
human. They are intended to provide support in achieving 
the task, not to perform an independent task whose results 
will have independent validity. 
This raises the question of whether it is possible to link a 
particular task (whose accomplishment is a particular user 
need) unambiguously to a particular class of knowledge 
discovery system: can we tell, just by looking at someone’s 
needs, what the system characteristics are that are pertinent 
to satisfying those needs? In other words, is there a level of 
generality at which evaluation designers can operate, or will 
it always be a case of scrutinising very closely the tasks 
each individual user wants to accomplish and working only 
in those individual terms?   

6.3 Metrics 
This last question brings us to the last link in the FEMTI 
framework, the metrics which are of necessity associated 
with each terminal quality sub-characteristic. It is 
notoriously difficult to find valid and reliable metrics even 
with much less complex systems. With knowledge 
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discovery systems it seems to me that the nature of the 
systems themselves adds greatly to this difficulty. 
The first problem is a consequence of knowledge discovery 
systems inherently being intended as support tools. That 
means that it is not going to be possible to isolate some core 
functionality and provide a metric for it in the belief that the 
results obtained for this metric will say something about the 
overall satisfactoriness of the system. This may sound a 
little obscure: let me try to make it a little clearer through 
comparison with other kinds of software. If we look at 
machine translation systems, for example, it is highly likely 
that the speed of translation, measured in words per hour or 
whatever, is a sub-characteristic of efficiency of interest to 
many potential users. Once the system is running over the 
text to be translated, who the user might be can have no 
influence whatever on the results obtained for the metric: 
the system does all the work. Compare this to a translation 
memory system, where the user is working through the text 
sentence by sentence, launching a search for previous 
translations for each sentence, examining the translations 
proposed, accepting the proposals, rejecting them or 
modifying them. Here, how quickly the software searches 
the archive of previous translations is of relatively minor 
importance: it is the translator’s ability as a translator which 
determines how quickly (and how well) the job gets done. A 
last example will get closer to knowledge discovery 
systems. In our department we teach intelligent web 
searching. As practical exercises we ask students to find 
obscure items of information, like the German name for the 
assembly of Spartan citizens in 400 B.C. All the students 
doing the exercise have been given the same training, but 
how quickly they find the answer varies enormously, and is 
mainly determined by their own ingenuity in thinking up the 
right question to ask. If knowledge discovery systems 
inherently suppose a user interacting intelligently with the 
system, how can we devise metrics which separate out 
system characteristics and user intelligence? 

The second problem stems from the nature of the raw 
material over which the knowledge system is supposed to 
work. As we have already pointed out, it can be assumed to 
be a very large mass of potentially unstable material. This 
casts doubt on the utility of many conventional and well 
established techniques for establishing evaluation metrics, 
since they depend critically on being able to create a gold 
standard: a set of results which are by definition correct. 
(Good examples of such metrics can be found liberally in 
the ARPA/DARPA evaluation campaigns such as MUC and 
TREC, and in those European campaigns taking inspiration 
therefrom). A further problem stems directly from this 
observation: if it is assumed that the mass of raw data is too 
great for human analysis, how can silence be determined? 
How can we discover whether there are results which the 
system should produce but is failing to? Another way of 
saying all this would be to ask whether it is possible to 
produce any sort of gold standard dependent metric which 
would nonetheless accurately predict system behaviour over 
real text or real data.  

6.4 Some practical remarks 
The most obvious remark about the FEMTI exercise is that 
it was a considerable effort. First, any kind of general 
evaluation framework is unlikely to prove of practical use 
unless there is at least some level of consensus in the 
community concerned about the content of the framework. 
This was partly achieved with FEMTI through a series of 
workshops, eight in all, which brought together volunteers 
who were prepared to contribute to the elaboration of the 
framework. There was a small central group, funded partly 
by the National Science Foundation and partly by the Swiss 
Federal Office for Education and Science through the EU 
Framework programmes, but almost without exception, the 
participants in the workshops were self-funding and 
contributed their work on a voluntary basis. The participants 
came from both academia and private industry. An obvious 
question, then, is whether there would be sufficient support 
in the knowledge discovery community to sustain a 
consensus based attempt to find an evaluation framework? 
And, of course, even though the level of funding for 
FEMTI’s central group was extremely modest, the existence 
of that group was key to the whole enterprise: without it, no 
workshops would have taken place, the results of workshops 
would have disappeared into the limbo of pious aspirations, 
nothing concrete would have been achieved.  
Secondly, creation of an evaluation framework for a 
particular technology takes time. There are actually two 
aspects to this. The first is the time it takes for a technology 
to become familiar enough for common perceptions and 
common vocabulary to emerge. Machine translation has 
been around for something like fifty years. The first 
attempts at question answering systems or information 
retrieval go back almost as far, but data and text mining 
systems are very new technologies. Is the field mature 
enough for any attempt at generalisation about evaluation to 
make sense? The second aspect is simply elapsed time. 
Evaluation frameworks for complex systems are in 
themselves complex. Machine translation is relatively 
complex. After four years, a first version of FEMTI exists, 
is available on the web and seems to be appreciated. But it is 
far from a complete piece of work. It is incomplete even for 
the current state of the machine translation world and it 
contains inconsistencies. Although the metrics included are 
a fairly exhaustive collection of metrics documented in the 
literature, there has been very little work to date on 
correlations between metrics, and not much work on how to 
test the validity of individual metrics. The work has always 
been intended as a very long term on-going exercise, and 
will continue thanks to a modest amount of renewed 
funding. But knowledge discovery systems are by far more 
complex than machine translation systems: how long would 
it take to reach even the preliminary state of current FEMTI 
results? And how do long term efforts such as this fit in with 
a policy of research funding where funding typically comes 
in slices covering between one and two years? 

7. Conclusion  
Practical considerations are important, but in the end it is the 
theoretical issues which decide whether a project is worth 
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pursuing or not. This paper has raised a series of questions 
aimed at asking whether it is worth pursuing a programme 
of trying to create a pool of shared knowledge and expertise 
on how to evaluate knowledge discovery systems. The 
philosophy of the ISO 9126 standard has been used to 
structure the enquiry. In conclusion, it might be worth 
pursuing the ISO theme a little further. 
The ISO standard assumes that there is a sort of quality 
chain: quality in terms of internal system characteristics 
predicts, at least in part, quality in terms of external system 
characteristics. And external quality characteristics predict, 
at least in part, what ISO calls “quality in use”: the quality 
of a system as it is perceived by a user who is trying to get 
some job done using the system. He would like to get his 
job done efficiently, and in safety, and he would like to feel 
some satisfaction at how the job has been done. A good 
system, for his needs, is a system which will meet those 
criteria. 
It is this quality chain which allows evaluation to be broken 
down into something more manageable than creating a trial 
installation and evaluating by seeing how users get on with 
using the system, a procedure as risky as it is expensive. The 
major question raised here is whether the quality chain 
holds, in some sense or another, for knowledge discovery 
systems, or whether the only kind of evaluation that makes 
sense is some kind of isolated quality in use evaluation with 
all the attendant problems that raises.   
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Abstract
We present a short outline of a meaning-oriented open-domain question answering approach for German currently under development.
It is in several respects different from current Question Answering systems, and the resulting system will differ in the user interaction.
Therefore, the question of usability and user satisfaction becomes especially important: Does the system actually fulfil the user’s infor-
mation needs? Does it do so in a better way than other systems? This paper does not try to solve these questions; it is rather an attempt to
present our current view of the situation, to point out some of the problems, and to present some preliminary thoughts on how to proceed.

1. Introduction
In this paper, we describe issues in the evaluation of a

German meaning-oriented open-domain Question Answer-
ing (QA) system currently under development in our group.
As our system will differ in several respects from current
systems, we believe that evaluation will be especially im-
portant, even more so than for other systems.

We present first thoughts on the possibilities and the
problems of the evaluation. The issues are not yet clearly
defined and described in terms of evaluation metrics, i. e.
broken down into quantitative, measurable attributes (EA-
GLES, 1999). We think, however, that some of these
thoughts apply to QA systems in general and are thus worth
taking up for discussion.

The paper is organised as follows: First, we give a short
sketch of our system, followed by a summary of general
and special evaluation issues. We then turn to shared task
competitions as a means of evaluation. We argue that for a
number of issues, individual usability tests will probably be
more suitable and give some ideas on the experiment design
and conduct we currently envisage. The paper closes with
some general remarks and an outlook.

2. QA Using FrameNet Representations
We are currently building a Question Answering sys-

tem that uses FrameNet representations for the actual infor-
mation search (Fliedner, 2004a; Fliedner, 2004b). This is
ongoing work within the Collate project1.

Most current QA systems work roughly as follows
(Hirschman and Gaizauskas, 2001): The type of the ques-
tion and its focus are determined. The content words are
then used to search the document collection for candidate
documents using word-oriented IR techniques, possibly en-
hanced by query expansion. The candidate documents are

1Computational Linguistics and Language Technology for
Real Life Applications, conducted jointly by Saarland University
and DFKI GmbH, funded by the German Ministry for Education
and Research, Grant numbers 01 IN A01 B and 01 IN C02.

then searched for passages that best fit the search, again
based on matching the words in the passage with that of the
query. Some systems use deeper linguistic processing at
this stage (Moldovan et al., 2002a; Hovy et al., 2001). The
answer that is presented to the user then is either a likely
text snippet or is generated from the processing results.

Our approach differs in that it directly uses a FrameNet
representation of the users’ queries and of the document
collection derived off-line. FrameNet (Baker et al., 1998;
Johnson et al., 2002) is a lexical semantic database resource
that contains semantic valency information for words (sim-
ilar to thematic roles). A frame in FrameNet describes
a situation with the participants and objects belonging to
it. This is roughly comparable to event templates in In-
formation Extraction, but less specialised and less domain-
dependent.

Direct matching of the FrameNet representation derived
from the question against that of the document collection
will help us to abstract away from text surface issues such
as wording or syntactic variants. This will allow us to find
information in a meaning-oriented way. The representation
is also well suited for generating natural language answers.

We are currently also considering allowing an interac-
tive querying process where the user can put a number of
questions to narrow down (or broaden) the search. This
would allow a simple dialogue with elliptic constructions,
especially follow-up questions like ‘How about X?’.

3. Evaluation Issues
We expect our final system to differ from current sys-

tems in several important points:

1. Short, grammatical answers

We aim for short, grammatical answers. This is well
supported by using the structured FrameNet represen-
tation. Current IR systems (especially Internet search
engines) generally return whole documents – the user
must find the relevant passage(s). QA systems have
greatly improved in answer conciseness over the last
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years. However, answers are still sometimes not gram-
matical or do not fit the question.

2. Justification

Our system will be able to return a justification for its
answer upon request. If users are not satisfied with
an answer or if they doubt its correctness, the system
should be able to justify the answer, e. g. by displaying
the relevant passage/document.

3. Higher Precision

Using a more meaning-oriented search, we hope to
achieve higher precision, i. e. the user gets less ‘junk’.

4. Dialogue Capabilities

Referring back to the last questions and answers in an
interactive query process is more similar to informa-
tion inquiries in human/human interaction.

All the points above lead to a number of questions that
we would like to be able to answer in a system evaluation.
Some of them are very general and apply to all QA systems,
others are more specific.

Some of the questions are hard to objectify. As the sys-
tem should finally be gauged by the users’ needs, some-
times goals that seem desirable from a technician’s point
of view will not actually be optimal from a user’s per-
spective. There has been agreement that answers should
be concise. This has led to either limiting the number of
words (50, 250) or demanding ‘exact answers’ in shared
task evaluations such as TREC and CLEF. In real life, how-
ever, a user may find an answer that contains some more
detail and/or justification more helpful. This special dis-
tinction is captured by the differentiation between answers
and responses (Webber, 1986), where an answer has the
pure facts, whereas a response is a co-operative reply to
the user’s actual information needs, possibly not overtly ex-
pressed in the question. This is mirrored by the observation
that ‘Actually, no clear definitions of exact answer have
been formalised, yet.’ (Magnini et al., 2003) and that ‘As
with correctness, exactness is essentially a personal opin-
ion.’ (Voorhees, 2002).

This leads to the conclusion that evaluation for QA sys-
tems, especially for those introducing new features, should
be centred around the needs of individual users. In our
opinion there are two ultimate goals: That users can ef-
ficiently find an answer to their questions and that they are
content with the process. This should go together, but might
differ in certain cases, especially among users with differ-
ing needs and/or levels of expertise.

One example might be cases of ambiguity where a ques-
tion may refer to one of two (or more) things: The most ef-
ficient way for the system might be to always use the more
probable solution and let the user protest afterwards when
the less probable possibility was intended. Here, a system
that politely disambiguates first may lead to a higher user
contentness, even though the average number of required
dialogue moves is actually increased. Recall the recurrent
TREC example for ambiguity (Voorhees, 2001) and imag-
ine, e.g., a user inquiring for the location of the Taj Mahal,

and actually meaning the casino in Atlantic City, NJ. A
QA system could either react by answering ‘Near Agra’
and leave it to the user to figure out what went wrong, or
it could ask a question along the lines of ‘Do you mean the
famous mausoleum or the casino?’. This is mirrored by
the introduction of the important, user-centred ‘quality in
use’ level in evaluation that may ‘override’ external quality
characteristics such as ‘short dialogues’ (EAGLES, 1999).

This said, we will try to list the most relevant sub-
questions for evaluation here (partly following (Hirschman
and Gaizauskas, 2001)). If all these sub-goals are optimally
achieved from the user’s point of view, then an efficient and
satisfying system use should in principle ensue.

1. Answer Relevance

2. Answer Correctness

3. Answer Conciseness

The answer should not contain irrelevant material and
should not be excessively wordy. Furthermore, it
should be unambiguous.

4. Answer Completeness

Does the system’s output fully answer the user’s ques-
tion? To make this question even more complicated,
the users may not have fully expressed their informa-
tion needs (i. e. the system’s output is a correct answer,
but not a suitable response).

5. Justification

As mentioned above, the system should be able to jus-
tify its answers. It remains an open question if every
answer should be accompanied by a justification, or if
it is more helpful if the user can easily request a justi-
fication when in doubt. This choice may be influenced
by the system’s own trust in its answer (especially with
heterogeneous data collections).

6. Answer Format

In which format should the answer be presented to the
user? In many cases, a phrase (e. g. a name) or possi-
bly a sentence will be the most natural. In some cases
(especially when comparisons are involved) a table or
a graph will do better.

7. User Adequacy

Ideally, a system should be able to adapt to the needs
of every user. Thus, the user’s experience level should
be taken into account (e. g. novice, expert). This could,
e. g., be reflected by the wordiness of answers or by
always supplying a justification. This may also mirror
personal likes/dislikes (e. g. one user wants full sen-
tences as answers, another does not). It will in gen-
eral mean, that different users prefer different answers
to the same question (Burger et al., 2001). So, this
last point should be seen as super-ordinated to all the
above points.
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4. Shared Tasks

Over the last years, shared task evaluations have
been established and have very much gained in impor-
tance. In the question answering domain, the Text RE-
trieval Conference (TREC, trec.nist.gov, English)
and the Cross-Language Evaluation Forum (CLEF, www.
clef-campaign.org, multi/cross-lingual) are among
the most important. Recent QA tasks are described in
(Voorhees, 2002; Voorhees, 2001; Magnini et al., 2003).
The core idea is that all participants receive a large data col-
lection that they may process in any way they wish. Then
they receive a set of test questions and must return their
systems’ answers to be scored and compared with the other
participating systems.

There is agreement in the community that such shared
tasks boost research and development, as research groups
are encouraged to participate and therefore have to really
get their systems up and running in time for the shared task
(and fine-tune them for the next participation).

We therefore think that taking part in such a shared task
is an important goal: A shared task gives one the unique
opportunity to evaluate system features that are crucial to
the whole system and must be evaluated in any case, such
as answer correctness, in a comparative evaluation. There
are, however, a number of points that we would like to raise
in this connection:

1. Language

In general, shared tasks tend to be in English, as it is
likely to attract most participation. This, of course,
does not help researchers working on other languages.
For German, CLEF has offered monolingual tasks,
however, as the ultimate goal is to foster cross-lingual
IR, there is no guarantee that it will continue to do so.

2. Time

The sheer mass of documents to be processed for a
shared tasks (currently around one million documents)
combined with the time constraints on the competition
may exclude deep pre-processing of texts simply due
to lack of time, even though the time needed for this
pre-processing may be acceptable for potential uses.

3. Adequacy of Measures

Shared tasks have an important advantage: They rely
on measuring relatively hard facts, usually answer rel-
evance, correctness, and conciseness. Though the
evaluation is done by human correctors, there seems
to be evidence that these can at least be objectified in-
sofar as the relative ranking of different systems will
be preserved through different annotators (Voorhees,
2001). There might be cases, however, where these
measures just do not give the whole picture.

4. Applicability

Shared tasks tend to test open-domain QA systems.
While this is, of course, the most challenging applica-
tion, closed-domain systems may thus be excluded.

These points do not deduct at all from the utility and
necessity of shared tasks, they only underline the point that
shared tasks will always lead to a compromise of ‘minimal
agreement’, where different users and specialization can-
not be taken into account and where thus specialised sys-
tems (‘wrong’ language, ‘wrong’ domain) may not be able
to participate at all or may not show to the best advantage.
Besides, only the first three of the goals listed above are
addressed at all by shared task evaluations, not taking dif-
ferent necessary parametrisations for different user groups
into account. To put it in a nutshell: Shared tasks are an in-
valuable tool to evaluate a number of important features of
systems, and thus form an important part of a system eval-
uation, but they cannot address a number of issues that are
more user-oriented, i. e. quality in use issues. We now turn
to some ideas on user-centred evaluation.

5. User Requirements
In the preceding, we have stressed the importance of

centring evaluation around user requirements. We currently
plan a Wizard of Oz experiment with a small number of
users to get a better idea of users’ requirements with respect
to our QA system. We will sketch the experiment in this
section. It is to form a basis for both system design and
later system evaluation.

We believe that the first step in finding out about user
requirements is to find out more about who the users ac-
tually are. This is, of course, more straightforward for an
evaluation of systems for a given usage, e. g. in a company.
For research systems such as ours, whose main aim it is to
investigate new techniques and methods, the end-use is less
obvious, especially as it may hinge on the achieved results.
The shared tasks try to balance this by using questions from
a broad range of areas. If available, the queries are based on
real users’ questions to QA systems, adapted from system
logs (Voorhees, 2002).

We are currently developing a scenario for our first ex-
periment that is to be conducted as a Wizard of Oz exper-
iment. The current outline is as follows: The users are
supposed to be interested in business news. They con-
sider buying shares in a certain market segment or a certain
company (currently we envisage focusing on the German
market for renewable energies, especially manufacturers of
solar or wind energy plants). They are then asked to use
the QA system to find out more about the current status
of the companies. This would not so much focus on the
stock market figures of the company, but rather on back-
ground information such as recent company acquisitions or
sales, changes in key personnel, important orders, etc. It
would also assume, that the user has some information on
the issue (e. g. on relevant legislative initiatives). We think
that this (or a comparable scenario) is suited to be tested
on user groups with different background experience (es-
pecially ‘hobby investors’ vs. professionals).

The experiment we plan is set up as follows: The users
are told that they are taking part in an experiment to im-
prove certain features of a prototype system. The system it-
self is simulated by a hidden experimenter (‘wizard’). The
users would enter their queries via keyboard; the wizard
would then use a standard search engine to find suitable an-
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swers, re-formulate them as an answer string according to
a guideline (e. g. ‘use short, concise answers’), and send
this answer to the users’ terminal. At this stage, we would
simulate a ‘perfect’ system that makes little or no language-
specific mistakes. Very general questions of design (such
as: should all answers automatically be accompanied by
a justification) could already be tested on users by testing
different groups with different wizard guidelines.

This experiment will be accompanied by a question-
naire, possibly complemented by an after-experiment walk-
through (see below). We think that this procedure should
elicit important information on the following points:

� What sort of questions do users ask?

� Are users satisfied with the answers formulated ac-
cording to the wizard’s guidelines?

� Do users have suggestions for system improvement?

These answers will fundamentally influence system de-
sign: If, e. g., heavy inferencing would be necessary in the
final system to answer two-thirds of the questions, then this
module is essential. If, on the other hand, it is only re-
quired for a small margin of especially hard questions, then
it could be postponed for later. During the design phase,
additional experiments may become necessary, especially
addressing how users deal with a less-than-perfect system.

Also, the findings will form an important basis for later
evaluations of system prototypes – even if at that stage lin-
guistic and processing questions will probably automati-
cally take up more space.

6. Usability Evaluation
We believe that an individual evaluation of our eventual

system can provide a great number of insights. This should
be conducted as a usability test (Nielsen, 1994).

Ideally, such an evaluation should be conducted with
many users in real life situations, i. e. by establishing their
information needs and observing how they use the system
to find suitable answers. Quizzing the users on their actual
needs and their experiences with the system could dramati-
cally help to improve overall system performance and sys-
tem adaptability. The disadvantage is that this set-up will
generally be very time-intensive and thus expensive.

We think, however, that insights can also be gained from
evaluating a prototype system as a controlled laboratory ex-
periment. This would be a more artificial situation with a
somewhat artificial task: For reasons of comparability, all
users, or at least user groups, will receive the same task.

As we have stressed above that efficiency and user con-
tentness are the two main goals, we think that such an eval-
uation should be centred around the solution of one or more
information inquiry tasks. This should not only be a list of
single questions, but rather an information seeking scenario
where the user is instructed to use the system to collect in-
formation on a certain subject.

We would build on the results of the preliminary Wizard
of Oz experiment described above to find a similar scenario
that the prototype system can cope with. The actual task
will be broken down and adapted to the actual capabilities

of the system. For example, questions that the system gen-
erally cannot handle should be avoided as far as possible.

While the task described above is interesting and chal-
lenging enough, it should still remain controllable within
certain bounds. It is, however, not yet clear how much the
individual user should be controlled and constrained: While
we would, on the one hand, want as free an interaction as
possible to observe individual user ‘styles’, this must, on
the other hand, carefully been weighted against compara-
bility: If the different users’ query sessions differ too much
from each other, the data can no longer be sensibly com-
pared and evaluated.

In the actual experiment, a certain number of the mea-
sures mentioned above can be objectively measured (i. e.
answer correctness), for others at least a certain measure of
objectiveness should be obtainable (i. e. answer relevance).
For other points (especially more user centred questions)
we would need feed-back from the user. It would, for ex-
ample, be very important to find out if the users consider
individual answers complete.

For these more subjective issues, different methods
could be used. We have tested most of them in other con-
texts (especially spoken natural language dialogue design)
for other tasks.

� Immediate scoring

The user might be asked to score the system’s answers
directly during the experiment, i. e. scoring concise-
ness, completeness, etc. on some numeric scale. Dis-
advantage: Disruption of the query process.

� Thinking aloud

Users might be instructed to ‘think aloud’ during task
completion. This might include eliciting comments
like ‘My, this was an extraordinary useless answer!’.

� Questionnaire

Users should be interrogated concerning their impres-
sion of the system after the experiment. Questions
might take forms like ‘While using the system, I found
the system’s answers relevant (1=always, 6=never).’

� After-experiment walk-through

In this extended version of the questionnaire, users
would walk through the recorded questions/answers
step by step after the experiment and score separately.

Most probably, a combination of techniques will prove
most helpful, e. g. using a questionnaire combined with a
directed walk-through for special problem cases. Collect-
ing some overall usability score has proven to be useful in
practice (Nielsen, 1994), in spite of the difficulties in doing
so and in comparing results.

So far, we have described only direct system evalua-
tion. This should be combined and enhanced as far as pos-
sible with comparative evaluation. Comparative evaluation
should make the life of the evaluators easier in principle:
A certain feature must not be scored absolutely on some
scale, but it is sufficient to say that a system (or system fea-
ture etc.) is doing better than some other. Three important
comparison techniques are the following:
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� System comparison

By comparing different systems, one achieves insights
into their relative strengths and weaknesses.

� Module performance

To gauge the contribution of individual system mod-
ules, it can be helpful to compare the system’s perfor-
mance with that module switched on or off.

� System behaviour comparison

We have mentioned above, that in many cases systems
can be designed to behave differently. (Our example
was the use of different methods to resolve ambigui-
ties.) In such cases, a direct comparison between both
possibilities can, of course, help to decide on one de-
sign.

It is, however, notoriously difficult to get the compari-
son right: In cases like the one here, it will be almost im-
possible to simply let the user compare directly. It is, e. g.,
dubitable if instructing the user along the lines of ‘I’ll now
change the system answer behaviour. Please tell me after-
wards which behaviour you liked better.’ will elicit the de-
sired results. In general, we see three possible approaches:

� Tell the users explicitly what you are comparing and
ask them to score.

� Confront them with different systems/system be-
haviours without telling them and elicit comments.

� Test different user groups on different systems/system
behaviours and compare the results.

While the last possibility is attractive in that one must
not ask one user to compare things (explicitly or implicitly),
it has the disadvantage that user groups are, of course, more
difficult to compare, as the members of the group are indi-
viduals and may differ in many respects. Therefore, one
needs larger groups in general to get significant results.

Currently, we think that it would be very helpful to test
different user groups on at least two systems with compa-
rable functionality. This would mean that we would need
to be able to test at least one other German QA system with
comparable features. We will try to elicit (or simulate) at
least three different user levels. Additionally, personal likes
and dislikes should be established in the questionnaires and
will lead to improvements on the configurability level.

This should be complemented by performance test-
ing of the individual modules of our system to find out,
how well they work and what needs to be improved (cf.
(Moldovan et al., 2002b)).

7. Conclusion and Outlook
We have presented some thoughts on the evaluation of

a German QA system introducing some novel features. Es-
tablishing user requirements early on using Wizard of Oz
testing will form an important part of the evaluation.

While many questions remain open, we have identified
a number of respects in which the system should be eval-
uated. Some of them can readily be objectified and mea-
sured, for others, this is more difficult.

Ideally, we will do individual system tests on the one
hand, and comparative evaluations, on the other hand, and
we will also take part in suitable shared tasks.
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Moldovan, Dan, Marius Paşca, Sanda Harabagiu, and Mi-
hai Surdeanu, 2002b. Performance issues and error anal-
ysis in an open-domain question answering system. In
ACL 02.

Nielsen, Jakob, 1994. Usability Engineering. Morgan
Kaufmann.

Voorhees, Ellen M., 2001. The TREC question answering
track. Natural Language Engineering, 7(4):361–378.

Voorhees, Ellen M., 2002. Overview of the TREC 2002
question answering track. In TREC 2002.

Webber, Bonnie Lynn, 1986. Questions, answers and re-
sponses: Interacting with knowledge-base systems. In
Michael L. Brodie and John Mylopoulos (eds.), On
Knowledge Base Management Systems: Integrating Arti-
ficial Intelligence and Database Technologies. Springer.

12



User-Oriented Evaluation in Information Extraction

Roman Yangarber

New York University
Courant Institute of Mathematical Sciences
715 Broadway, New York, NY 10003, USA

roman@cs.nyu.edu

Abstract
Our focus is the application of Information Extraction (IE) technology to a higher-level Knowledge Management task, namely, informa-
tion surveillance, in any area, such as financial reporting, monitoring of the spread of infectious diseases or terrorist activity. Analysts
and Knowledge Management workers in these areas commonly use keywords (KWs) to seek out facts in large collections of documents.
Since KW search has been known for some time to be inadequate for many types of research scenarios, IE was introduced, in part, to fill
this gap. While IE is a fairly mature technology, several technical bottlenecks continue to inhibit its wider use. One of them is the lack
of effective evaluation. We propose to make the use of IE more productive by focusing evaluation in IE on the utility of the results to
the end-user, in addition to other, more abstract notions of correctness.

1. Introduction
Information Extraction (IE) is a text understanding

task which involves finding facts in natural language
texts, and transforming them into a logical or structured
representation - e.g., a table in a relational database. Our
IE engine, (based on the system originally described in
Grishman (1995)), has been customized to extract facts
on a variety of topics, viz.:

� Executive Management Succession

� Corporate Mergers & Acquisitions

� Rocket/Missile Launches

� Airplane Crashes

� Natural Disasters

� Infectious Disease Outbreaks

For example, for Infectious Disease Outbreaks, the
system finds reports of epidemics around the world. For
each outbreak the system determines the name of the dis-
ease, the location, date, number of victims, whether they
are sick or dead, a short description of the victims, and
a link back to the original document (for further details,
please see Grishman et al. (2002, 2003)).

The objective of IE is to populate such tables in a
database—with no further specification of how these ta-
bles are used beyond IE. Thus it should be stressed that
IE is not an end in itself, but is rather a mid-level technol-
ogy, or a support tool for higher-level decision making.

Evaluation in IE has been established via the
MUCs—the series of Message Understanding Confer-
ences (e.g., MUC6 (1995); MUC7 (1998)). The scoring
metrics used in the MUCs are: recall, which measures

the proportion of facts present in the text correctly ex-
tracted by the system, and precision, which measures the
proportion of the extracted facts that were extracted cor-
rectly. These are often combined into a single score, the
F-measure, which is their harmonic mean. F-measure is
a common way to compare performance across IE sys-
tems.

We will argue that in order to properly assess the util-
ity of IE, rather than relying on such measures of perfor-
mance, the developers of IE must engage experts from
the respective subject domains in a rigorous program of
evaluation and mutual feedback. In this way, we must es-
tablish a dynamic interdisciplinary association, and pay
special attention to the association’s optimal functioning.
It is interdisciplinary because the ultimate users of IE are
from outside the computational linguistics field.

A common—and natural—roadblock to success of
interdisciplinary projects is the absence of common val-
ues among the professionals in the different disciplines.
What seems a fair measure of success to the computa-
tional expert may not be relevant to the epidemiologist
or the intelligence analyst. Thus we should develop new
measures of performance, in terms useful not only to the
computational scientist (as has been the trend in the past)
but to the end-user as well, and devote effort to establish-
ing and testing evaluation metrics that will be meaningful
across the disciplines involved.

In this paper, we will propose specific methods to be-
gin to assess IE in an end-user-oriented fashion.

2. A Sample Research Scenario
We will use the bio-medical scenario, Grishman et al.

(2003), mentioned above, for illustration. The research
task involves finding facts in the ProMED-Mail database
of articles related to epidemics and spread of infec-
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tious disease, to answer the higher-level research query.
ProMED-Mail is the Program for Monitoring Emerg-
ing Diseases, sponsored by the International Society
for Infectious Diseases (ISID); it is one of the world’s
largest publicly accessible emerging diseases detection
programs with over 32,000 subscribers in 150 countries.
For instance, ProMED-Mail was instrumental in the de-
tection and surveillance of the recent SARS epidemic,
and is routinely followed by individuals at the US Cen-
ters for Disease Control and Prevention, the National In-
stitutes of Health, the Department of Defense and other
international, national, and state agencies for informa-
tion about emerging diseases and potential acts of bio-
terrorism.

The simulated research task for an analyst to perform
using the ProMED-Mail database,1 is:

“Dengue fever (DF) is an acute febrile, viral
disease frequently characterized by headaches,
bone or joint and muscular pain, rash, and leu-
copenia as symptoms. Dengue hemorrhagic
fever (DHF) is a life threatening complication
of dengue fever and is characterized by four
major clinical manifestations: high fever, hem-
orrhagic phenomena, often with hepatomegaly,
and in severe cases, signs of circulatory fail-
ure. Such patients may develop hypovolemic
shock, resulting from plasma leakage. This is
called dengue shock syndrome (DSS) and can
be fatal.

A ProMED posting (31 July 2001) describes
the capture in a second Tempe, Arizona neigh-
borhood by Maricopa County health officials
of an Aedes aegypti mosquito. A. aegypti is the
primary vector for dengue fever and its vari-
ants, as well as yellow fever. The mosquito’s
appearance marks the first time the species has
been found this far north (a suburb of Phoenix).
Until now, it was found only as far north as
Tucson. It is common in Central and South
America.

Use the system to determine the incidence of
DF, DHF, and DSS in the Western Hemisphere
roughly north of 20 N 00, but also including
Mexico City (19N54).”

The task requires the analyst to identify where exactly
dengue has been spreading, above 20N. That means iden-
tifying as many locations as possible, where incidents
have occurred. Note, that this is not the same as iden-
tifying every report about dengue above 20N, or even of
identifying every incident of dengue above 20N. Specif-
ically, if there are multiple reports about an incident, or

1As suggested by an editor of ProMED, Pollack (2002)

multiple incidents reported at the same location, that is
not relevant; we are only interested in identifying the lo-
cation, “placing a dot on the map.”2

If one had access to only KW-based IR tools, one
could build a complex query containing a disjunction of
all countries north of 20 N 00. At first glance that might
seem easy, since there are few countries there; but states
in the US often appear in text without explicit mention
of the US. One might then extend the disjunction to in-
clude states; but, large cities, like Los Angeles and San
Francisco, are also often listed without reference to the
state. And text may refer to other types of geographical
locations altogether, (“the Lake Tahoe area”, etc.)

Time may be another constrained variable; we may
not be interested in incidents that have occurred prior to
a certain date, say, 50 years ago.

Perhaps more to the point are two other objections:
as the query grows and the number of KWs expands, it
is more prone to inaccuracies which will degrade preci-
sion and require more “debugging”; further, in the doc-
uments returned by the query, the end-user will need to
search for the text containing the KWs, verify that it de-
scribes an incident of interest, and only then determine
what happened, where and when.

One informant on disease surveillance, (Plummer
(2003)) sums it up: “There is a great deal of informa-
tion out there that is published by a myriad of organiza-
tions. The limiting factors on the surveillance side are
... timeliness, access, and organization [prior to the anal-
ysis process]. [...] As an example, Promed, as far as
I can tell, provides a great deal of information as prose,
and does not organize the information in a more useful
tabular format. Useful, yet labor intensive.”

In current practice, there is a heavy reliance on IR-
like KW-based search—and consequently, even heavier
reliance on analyst’s prior knowledge.

Thus, an IE-style database of facts may be an appro-
priate tool to relieve such reliance.

3. Difficulties in Evaluation of Utility
In the IE community, MUC-style evaluation metrics

have for some time been the “received” measure of suc-
cess, the bottom line in evaluation of IE. Researchers
have used the MUC-style quantitative results to indicate
the degree to which they are succeeding in extracting
facts. Recently, this science is coming under more criti-
cal scrutiny.

On the technical side, e.g., Kehler et al. (2001), have
called for a re-assessment of the effects of recall, preci-
sion and F-measure metrics on the development process,
citing conditions where these metrics can be misleading.

2Another query might call for deeper information, e.g., the
severity of each incident, or “the size of each dot,” but that
would be a different task.
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Further, Knowledge-Management (KM) specialists
are increasingly aware that a true evaluation of “perfor-
mance” of a Text Understanding system, must take into
account measures of utility to the end user, in addition to
(if not in place of) measures of correctness in terms of
formal metrics.

In a MUC-style evaluation, the metrics and scores
may have meaning to IE developers, but not to an end-
user, whose task involves utilizing the extracted infor-
mation. The question that an evaluation should answer
is not whether the Knowledge Discovery (KD) system
achieves some F-measure on a test corpus, but whether
the end user finds the information identified useful in ac-
complishing her/his (higher-level) task.

Specifically, in reference to our sample research sce-
nario, the key question is: how many distinct areas of
incidence of the disease was the user able to identify
correctly—using the ProMED-Mail document base, and
possibly aided with an IE system.

Surely, for the end-user, the disease surveillance spe-
cialist, that is the bottom line, and not how many relevant
documents the system retrieved, or how many incidents
of dengue outbreaks the IE system detected in the docu-
ment base.

The evaluation, then, should focus on this question
directly, to be of value to the end-user.

4. Developer- vs. User-Oriented
Evaluation

We propose that in delivering IE systems to informa-
tion surveillance professionals, we conduct several dif-
ferent kinds of evaluation:

� “Classic,” MUC-style evaluation;

� “Dry,” developer-oriented evaluation;

� “Wet” user-oriented evaluation.

Before discussing the different kinds of evaluation,
we should clearly distinguish different levels of facts. We
will call those facts in which the end-user is ultimately
interested higher-level facts, in contrast to mid-level facts
which the IE system produces.

In our running example, a higher-level fact is “dengue
has affected location X”. The IE system may not neces-
sarily extract this type of fact. The IE system is intended
to fill a table (or tables) in a database with facts that
should be useful in answering a wide range of higher-
level scenarios.

These are the mid-level facts; the developer and the
end-user need to agree upon what these facts will be.
This agreement is reached through negotiation: the end-
user specifies what is desired, and the developer specifies
what is feasible. In our example, these facts might be of

the kind “disease
�

affected � people at location � at
time � .”

The mid-level facts are more widely useful, because
they carry more specific information, which can be ag-
gregated for making generalizations at a higher level.

We make the following two claims concerning effec-
tive evaluation:

Claim 1 The developer-oriented evaluation should fo-
cus on mid-level facts, while end-user evaluation should
focus on higher-level facts.

Claim 2 Evaluation is a phase in a process, where the
IE system is (at least partially) operational and is being
used by the end-user.

MUC-style evaluation: For compatibility with other
IE results, we may conduct standard MUC-style eval-
uations. To this end, we need to employ specialists
to build small test corpora (50–100 documents per sce-
nario), which involves some expense. The collective
MUC experience provides us with the scoring tools, cor-
pus markup tools, and guidelines necessary to carry out
such evaluations.

“Dry” developer-oriented evaluation: As the IE
system evolves over the life of a project, developers will
naturally want to monitor its performance, to assure that
it is steadily improving. When a new version of the sys-
tem, �����
	���
���� , is released by the developer, to replace
the previous ������	���
�������� , it should be evaluated against
the document collection.

As a corollary to claim 1, part of the end-user’s re-
search, and normal use of the IE database, should involve
the end-user in validating facts that are correctly identi-
fied by the IE system, and invalidating (and possibly cor-
recting) facts incorrectly identified by the system.3

Developer-oriented evaluation is then straightfor-
ward. First, the verified portion of the fact base accu-
mulated so far—i.e., records manually verified by hu-
man review—are permanently archived, as fact base
������	���
�������� . (The manually-verified fact base remem-
bers the incorrect records, as well as the corrected
records.) Then the upgraded IE system ������	���
���� is ap-
plied to the entire document collection. An automatic
evaluation procedure can then track the number of:
cp � correct facts from ������	���
�� ����� preserved in
������	���
�� � ,
ip � incorrect facts from ������	���
�� ����� preserved in
������	���
�� � ,

3This functionality can be easily built into the end-user’s
interface. After reviewing a fact during his/her research, the
user can press a button to accept or reject the fact. This input
is needed for keeping track of the IE system’s performance,
and without it this type of developer-oriented evaluation is not
feasible.
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cl � correct facts from ������	���
�� ����� lost in ������	���
�� � ,
il � incorrect facts from ������	���
�� ����� lost in �����
	���
�� � .

These numbers will provide a base for making es-
timates about the improvements of the system’s perfor-
mance. For example, the relative recall can then be esti-
mated as ��� � �

���
��������� , relative precision as �	� � �

���
����� � � ,

etc.4

Dry evaluations will be useful for estimating the in-
cremental contributions of individual components of the
IE system as they are refined over time.

“Wet” evaluation: we have conducted evaluations
on the utility of IE results in the epidemiology domain
Grishman et al. (2003). The published results were a
bit weak, since they employed the developers’ view on
utility; however, that view was developed in consultation
with the specialists who proposed the task.

A “wet” evaluation should involve human subjects.
The specialist specifies an actual or a simulated (“mock”)
research task. This task is a typical problem in the target
area, requiring the Knowledge Discovery system for ac-
cessing information for further analysis. The task shapes
the evaluation experiment. Two or more analysts are then
set against each other to perform the task; while one is
using the IE system and its extracted fact base, the others
use standard tools, such as search engines. The results of
the analysts are then collated and statistics are collected,
establishing the degree of utility of the systems and tools.

The dimension of time is a crucial aspect in
the wet evaluations: obviously, given a Google-like
search engine plus unlimited time, one can solve any
knowledge-discovery task. We should measure utility
under realistic time constraints. The evaluation tools
should register the results each analyst has gathered
so far at, say, 15 minute intervals. This will enable
the evaluators not only to judge who got the best final
results, but also to draw curves tracking results against
a time scale. This will make the evaluation much more
informative.

5. Conclusion
The application of IE systems to higher-level Knowl-

edge Management tasks is a complex undertaking, in-
volving collaboration among specialists from different
disciplines. We have proposed that an optimal way to
proceed in such a setting involves separating the con-
cerns of developers from those of the end-users, and
providing developer-oriented evaluation in terms of mid-

4So, for example, 
�
��
��� implies that �	����� , or that no
correct records were lost, going from ����
��	����� �"!$# to ���%
��	�����&� ,
whereas 
�
 � �'� implies �)(*�'� , or that all correct records
were lost, etc.

level facts, and a separate, user-oriented evaluation in
terms of high-level facts.

This should help reconcile the (possibly orthogonal)
points of view as to the utility of the IE system to the
Knowledge Discovery process, as held by the computa-
tional specialist vs. the domain specialist.

Finally, given these different sources of evaluation
information, the interesting question can be addressed,
whether, and to what extent, there is a meaningful corre-
lation between the results of the different evaluations.
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The importance of meta-information for effective search in 
document collections has led to intensive research on the 
subject of ontology learning. The establishment of an 
ontology through a human expert is a cumbersome and 
expensive process. Moreover, it is very fragile against 
change. As document collections evolve, expert-defined 
templates become obsolete in the sense that their recall 
declines. Given these shortcomings, the automation of part 
of the ontology learning process and the minimisation of 
expert involvement seem desirable alternatives. 
 
Automated ontology learning takes two forms: 
 

• The human expert specifies a set of templates, a 
software engine learns these templates and exploits 
them to build an ontology connected to a document 
collection. 

• A software engine scans a document collection and 
derives patterns, which serve as ontology 
components connected to the collection.  

 
The first form is a typical supervised learning task, which 
expects that the templates have already been specified in the 
corresponding labour intensive process. The second form, 
which is our subject here, is unsupervised and completely 
data driven. Its objective is to derive patterns that describe 
the data collection and are appropriate as components of an 
ontology, e.g. as new concepts or as new relationships 
among existing concepts. 
 
The involvement of supervised or unsupervised learning 
algorithms in the process of ontology establishment calls for 
a methodology of evaluating their findings. We are 
interested here in evaluating the quality of the algorithm’s 
output rather than in the performance of the software in 
terms of resource consumption or execution speed. 
 
For supervised learning, the evaluation typically takes place 
against a reference model built by human experts, 
sometimes referred to as a “gold standard”. The supervised 
learning algorithm builds an approximation of this reference 
model and is evaluated with respect to the quality of this 
approximation. Statistically speaking, this approximation is 
a global model of the population being studied, which in our 

case is a document collection. In terms of methodology, the 
algorithm is trained on a subset of the labelled data 
encompassing the gold standard and is tested on its ability 
of guessing the labels for the remaining data.  
 
In unsupervised learning, there is no a priori gold standard 
describing the population (here, the document collection). 
Rather, unsupervised learning algorithms are invoked to 
generate global or local models that describe that 
population. This raises the question of appropriate 
evaluation methods. One straightforward answer would be 
to build a dedicated gold standard. However, since the 
ultimate goal of applying an unsupervised learning 
algorithm is to gain interesting insights into the behaviour of 
a population, it is also reasonable to evaluate the findings of 
an unsupervised learning algorithm on the basis of 
interestingness measures. 
 
In the talk during the workshop, we will first elaborate on 
the two aforementioned approaches for the evaluation of the 
results of an unsupervised learning algorithm. We claim that 
the evaluation on the basis of interestingness measures is not 
appropriate because it corresponds to evaluating the human 
expert who selects the measures and specifies their 
thresholds. We also claim that the evaluation against an a 
priori designed gold standard is inappropriate because it 
defeats the purpose of using unsupervised learning 
algorithms that discover unknown models. Then, we propose 
a mid-field solution to the evaluation problem. We design a 
process that builds a reference model taking into account the 
expert-imposed constraints under which the unsupervised 
learning algorithm operates. We then explain how an 
algorithm can be evaluated on the basis of this model. 
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Abstract 

This paper  considers a number of issues in evaluating Knowledge Discovery systems from the users' point of view.  It is intended as a 
contribution to the discussion on how to ensure truly user-oriented evaluation of such systems.  As such it puts forward a number of 
problems and open questions to be discussed during the workshop.. 
 
 

1. Introduction 

This paper is intended to provide input to a discussion 
during the workshop on how to ensure trully user-oriented 
evaluation of KD systems.  For the purposes of discussion 
we first  present a working definition of KD at a general 
level (Section 2).  Section 3 considers the nature of user-
oriented evaluation and points out some of the shortcomings 
of more traditional metrics which have been applied to 
similar, but simpler systems for extracting information from 
data.  In Sections 4 and 5 we present some more concrete 
suggestions for better metrics and the beginnings of a 
checklist for modelling users of KD systems.  We conclude 
with a number of open questions concerning the next steps 
which should be taken to achieve truly user-oriented 
evaluation of KD systems. 

2. Knowledge Discovery: a working definition 

In this paper we take the goal of Knowledge Discovery 
(KD) to be the uncovering of knowledge or rather 
information from data (in the form of patterns and 
relationships) which was not previously apparent or readily 
accessible because of the amount and complexity of data 
available to the user.  Thus KD systems are typically applied 
to very large amounts of data which may also be 
heterogenous (e.g. police intelligence gathered from 
different sources) and/or constantly updated (e.g. 
newswires, customer purchase records, the web).   

In order to reveal such knowledge, rather complex systems 
involving, for example, data mining and intelligent 
information extraction techniques have been developed.  In 
general, data mining techniques produce results which by 
their very nature are statistical and indicative rather than 
factual and which need to be interpreted by the user in order 
to be useful.   Thus a KD system is very much a supporting 
technology to aid the user in carrying out a higher level task 
based on the knowledge which is uncovered. 

These properties of KD give rise to particular for problems 
specifically user-oriented evaluation. 

3. User oriented evaluation of KD systems 

Carrying out a user-oriented evaluation of a system involves 
evaluating how well  that system addresses the needs of the 
user.  In ISO terms (ISO/IEC, 2001), the question we need 
to address concerns how we can reliably evaluate the 
"Suitability" of a system or piece of software.  This should 
not be confused with evaluating the "Accuracy" of a system 
which will only tell us how well the system performs the 
tasks which it has been designed to carry out in the first 
place.  Although accuracy may  sometimes be a good 
inicator of suitability, it is perfectly possible to have an well 
designed and implemented system which fulfills all its 
design specifications but which is nonetheless not suitable 
for a particular user or group of users.  

3.1 Shortcomings of traditional metrics  

Much previous work in evaluation (see e.g. EAGLES 
(1996), the MUC and TREC web sites) has focussed on 
developing metrics for system attributes which are also 
assumed to predict the utility of a system for a typical user 
or group of users.  In the field of KD evaluation we do not 
rule out the possibility of defining some such metrics.  
However,  the open-ended nature of KD systems calls this 
approach into question.  

In the fields of IE and IR evaluation for example, the 
standard metrics have traditionally  been precision and 
recall.  These metrics rely crucially on the construction of 
gold standards, which specify in advance the correct result 
which a system should produce.  However by definition, the 
results obtained from KD should be new and unpredictable.  
So in principle, it should not be possible to pre-determine 
the results a system should produce and therefore such 
metrics seem to be difficult, if not impossible, to apply in 
the case of KD.  It may of course be possible to try and plant 
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patterns or trends in the data which the system is supposed 
to discover, but artificially rigging the data calls into 
question the validity of the metric in terms of how well it 
reflects the real-life application of the system and  for those 
users whose data is also constantly updated, the reliability of 
such precision and recall metrics in predicting the utility of 
a system is even more doubtful. 

Another problem in defining metrics which will predict the 
suitability ofKD systems for users in general is the difficulty 
in defining a typical user of KD systems.  It seems that the 
goals of (potential) KD system users can only be defined at 
the highest level of abstraction in terms of the desire to gain 
new insights from data which they may not be able to 
achieve themselves.  The type of insights they are looking 
for and what they will do with the results produced by a KD 
system can be very varied indeed.  These may range from 
seeking commercial intelligence which might help a user to 
decide whether to invest in a particular business or market, 
through trying to identify unusual or illegal events and 
activities which a view to preventing terrorist attacks to 
scientific or medical research looking for previously 
unnoticed correlations between instances of diseases.   

Added to this, the level of experience and the expectations 
of users may also be very different.  Given the complexity 
and relative newness of the technology, this can be expected 
to have a significant effect on the suitability and utility of a 
system for a specific user. 

In the next section we present some preliminary ideas on the 
sorts of metrics which might be applied to evaluate the 
utility of a system for a particular user. 

4. Metrics for evaluating utility 
Since direct testing of system attributes cannot completely 
reliably predict the utility of a KD system for a particular 
user, then one approach would be to ask users themselves to 
rate the utility of the results which are produced.  This could 
be broken down into the following characteristics of results. 

• Novelty (do the results tell me something I didn't 
  know before?) 

• Credibility (does this result accord with my own 
  knowledge? do I believe it?) 

• Relevance (does this result contribute to the task I 
  am trying to carry out?) 

• Understandability (can I understand the results 
  presented?) 

• Subsequent use of the result (was the information 
  useful to me? did I go on to use it in a 
  meaningful way?) 

Such "soft" metrics relying on the user's more or less 
subjective judgement of the utility of the results produced, 
should not be confused with those commonly applied by 

developers of KD systems when, for example, measures of 
confidence and support are calculated for an association rule 
to determine the reliability that rule.  Even if a revealed 
pattern or trend is statistically very well supported by the 
data, if  the user doesn't find it credible, he may well ignore 
it and it is therefore not useful to him. 

As with all software evaluations the issue of usability is also 
an important one in determining utility.  The more user-
friendly a system is, the more likely users are to use and 
thus benefit from it.  Given the complex nature of KD 
systems and the fact that, for some systems at least, the user 
is required to expend a great deal of effort in preparing and 
cleaning his data, as well as iteratively refining parameters 
and re-processing the data until a useful or interesting result 
has been achieved,  questions of usability may be 
particularly important for these types of systems. As a 
starting point the following usability characteristics from the 
ISO quality model  

• understandability 
• learnability 
• operability 
• attractiveness 

could be expanded in relevant sub-characteristics to answer 
the question of how easy it is to understand and learn to use 
the system. 

In addition to the rather subjective characteristics listed 
above, it is also necessary to look at more objective 
measures of utility which address the effects of deploying 
the system.  The following metrics can apply to the overall 
organisation  rather than simply the end-user(s) of the 
system 

• Efficiency (has the system affected efficiency?) 

• Cost (what has been the financial costs? savings? ) 

• Quality (how has the overall quality of work been 
affected?) 

However these metrics and others like them, have a major 
drawback in that they all presuppose a running system 
which has been deployed for some time.  KD systems tend 
to be both complex and expensive to deploy and need to be 
fine-tuned for a specific user's needs  before a reasonable 
evaluation of this type can be carried out.  It is not likely 
that a user could take an off-the-shelf system on a trial basis 
(as for example might be possible with an MT system) in 
order to find out how useful it might be to him before 
deciding whether to invest in a system.  This is not to say 
that evaluations of deployed systems are worthless because 
they can be used for providing feedback to system 
developers or for an organisation to monitor the results of 
deploying the system with a view perhaps to deploying it 
elsewhere.  Such an evaluation may even provide general 
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insights to a potential new user of KD systems, if his 
requirements seem similar to those of the current user.   

But for the potential user trying to decide whether to invest 
in such a system from scratch an evaluation based solely on 
such metrics is not feasible.  In such a case, then, it is vital 
to understand as much as possible about the user's 
requirements which will affect the a system's suitability for 
him.  This leads us to the question of which types of user 
characteristics we need to understand in order to carry out a 
reliable evaluation.  In the next section we propose an high-
level intial sketch of how one might begin to model a user 
of a KD system. 

5. Modelling the user 

Questions of utility and usability crucially depend not only 
on the task which the user has to carry out but also on his 
experience and expectations1.  One can imagine a number of 
different characteristics of a user we may find it useful to 
model but at the highest level we need to know who the user 
is and want he wants to do with the KD system. 
 
In the following we present a first pass at a high-level 
checklist which will hopefully be discussed  and further 
fleshed out during the workshop: 

5.1 Who is the user?  
The term "user" can cover a multitude of different actors 
with different tasks and roles. 
 

• The user's role 
- medical researcher 
- meteorologist 
- intelligence analyst 
- research manager 
- marketing manager 
- ....... 

Above is a more or less random list of the types of roles, 
potential users may have.  The role which a user may have 
will affect the type of information they are seeking and the 
sorts of results which may be acceptable to them in terms of 
how much interpretation of results (and refining of the KD 
process) they are prepared to engage in. 

                                                 
1 In a sense this is true of all software evaluations, if a 
potential buyer of an MT system is not a professional 
translator expects it to produce perfect translations of free 
texts which can be immediately published then he will be 
sorely disappointed. And indeed many users of MT systems 
have learnt to temper their expectations the hard way.  With 
a highly complex and very expensive technology like KD 
systems the problem of matching expectations and 
experience with a new technology seems even more acute.. 
 

• The user's experience and level of expertise     
The question of experience and expertise applies 
both to the subject domain of the data and to the use 
of similar (if considerably simpler) technology: 

 
a) Expertise in the subject domain 

- domain expert  
- newcomer to the field 
- expert in a related dicipline 
- ......... 

Such differences will affect  the user's ability to assess the 
results produced by the KD system (does this trend seem 
plausible? do these association rules accord with my 
knowledge of this domain? what can/should  I do with these 
results?) 
 

b) Experience with similar systems/tasks 
- sophisticated user of similar but "simpler" 

tools  (e.g. search engines, DB queries) 
- novice user of databases, search engines 

etc) 
- ........... 

The user's experience with similar technologies and 
techniques will affect both his acceptance of the system and 
his ability to use it optimally in carrying out his task. 
 

• The user's expectations of the system              
The expectations which a user may have are very 
likely to be dependent on his  level of experience 
and expertise.  However, given the hype which 
surrounds any relatively new technology, it is 
worth finding out what a potential user expects of 
the system.  For example,  in talking to a variety of 
potential users of a KD system under development 
we have come across the following expectations, 
some of which are more or less realistic: 

 
– the system will  monitor a set of data 

sources and alert me to particular trends or 
events 

– the system will help me to improve on the 
results which I already get by traditional 
searching or information extraction  
techniques  

– the system will produce results which I 
can use immediately without further 
interpretation. 

– I expect to work further on interpreting 
the results 

 
Even if some user expectations seem unrealistic, it may be 
that the system in question is potentially useful if the user 
were to amend or lower their expectations.  
 
User expectations are clearly related to the question of what 
the user wants to do with the system.   
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5.2 What does the user want to do?  
This question refers in general to the task or goal which the 
user wants to accomplish with the help of the KD system.  
 

• The task (describing the task or goal of a user may 
be rather complex since his overall goal may 
comprise a number of smaller sub-goals which the 
KD system is expected to support him in achieving) 

 
• The data (in KD the nature and quality of the data 

which is available is a key factor in both how KD 
should be applied and the quality of results which 
can be achieved) 

 
In addition users of KD will typically not be working alone 
but rather as part of a larger organisation and therefore we 
also need to  consider the setup into which the system would 
be incorporated: 
 

• User setup 
– workflow 
– hardware 
– software 
– the current divisions of labour 
– ...... 

 
We will no doubt discover other characteristics of the user 
which should be modelled. 

6. What next? 
We have presented some suggestions for user-centred 
evaluation metrics and  a sketch of how to begin modelling 
users.  Neither of these should be considered exhaustive and 
would need to be further refined in greater detail. 
Incomplete as they are, they do however give rise to a 
number of questions: 
 

• Having said that users of KD systems can differ 
widely, will it be possible to generalise over user 
types at all?  Is it, for example, possible to predict 
users expectations from their previous experience 
and levels of expertise?   

• A model of a user must clearly inform the evaluation 
of the system, but how far can the features in the 
model be directly translated into metrics which can 
be applied to the system?  How desirable would this 
be? 

• When new technologies and techniques become 
available they are often associated with quite 
ambitious claims which affect the user's 
expectations of what it is possible to achieve.  By 
modelling the user and his expectations can we also 
contribute to a more realistic set of expectations?  In 
other words should we also be educating the 
potential user as to the real potential of KD systems? 

The importance of user modelling in evaluation is not by 
any means a new concept (see e.g. EAGLES 1996)..  
However often in the past it seems that only lip-service has 
been paid to this  aspect of evaluation.   

References 
– EAGLES (1996). EAGLES Evaluation of Natural 

Language Processing Systems. Final Report. EAGLES 
Document EAG-EWG-PR.2, ISBN 87-90708-00-8. 
Center for Sprogteknologi, Copenhagen. 

– ISO/IEC (2001) International Standard ISO/IEC,9126-
1. Software engineering – Product quality – Part 1: 
Quality model.  International Organization for 
Standardisization / International Electrotechnical 
Commission. Geneva.  

– MUC (Message Understanding Conference) website: 
www.itl.nist.gov/iaui/894.02/related_projects/muc/ 

– TREC (Text REtrieval Conference) web site 
trec.nist.gov/ 

21



A Note on User Oriented Evaluation of Knowledge Discovery Systems 
 

Andreas Persidis Ph.D 
andreasp@biovista.com, 
Biovista, Athens, Greece. 

 
Abstract 

This note looks at some questions related to user attitudes to knowledge discovery systems and to features of those systems which render 
them more acceptable to end users.  
 
 

1. Background 
This note is written from the point of view of one who 
hopes to make use of knowledge discovery systems in the 
general area of creating and distributing knowledge as a 
commercial resource. The emphasis is on a knowledge 
expert, a user whose job is to discover and develop new 
knowledge and who is making use of a computer system 
exploring a collection of text or data in order to facilitate his 
task and perhaps to suggest insights that he might not have 
otherwise developed.  

2. Knowledge discovery as hypothesis 
generation 

Within the framework of the perspective described above, 
the essential aim of knowledge discovery systems is to 
support the generation of hypotheses. In a sense, the 
hypothesis is already present in the existing literature which 
the system uses as its raw material. But the user, unassisted, 
would probably not hit upon the hypothesis found by the 
system, perhaps because there is too much data to be 
processed, perhaps because he would not make the 
imaginative leap required. By uncovering links between 
seemingly disparate chunks of knowledge, a knowledge 
discovery system supports the user in discovering and 
investigating novel hypotheses. This does not mean, of 
course, that the hypothesis is necessarily valid: once 
proposed, it must be further investigated and validated or 
invalidated.  How the hypothesis may be shown to be valid 
is usually specific to the particular domain being 
investigated. 
 
There are three main ways in which a knowledge discovery 
system can be said to create new knowledge. 
 
First, the system may uncover a developing trend, 
increasing or decreasing, or may confirm that a trend stays 
stable. This is an example of the creation of new knowledge 
and is represented by data mining and related approaches. 
 
Secondly, the system may apply a chunk of knowledge in a 
problem area different from the one it was created in. This is 
transfer of knowledge from one domain to another, resulting 
in the creation of new knowledge. Case-based reasoning and 
analogical reasoning are examples of research in this mode 
of knowledge discovery. 
 

Thirdly, in a more general sense, it may identify a link 
between chunks of knowledge where the previously 
unsuspected link itself constitutes the new knowledge. 
 

3. Judging the value of the knowledge 
discovered 

Creating scientific hypotheses is an essential step in the 
R&D process. Creating validated hypotheses however is a 
much more interesting and difficult proposition, which in 
many cases, such as drug development, has important 
financial implications. Seen in this light, it is clear that the 
value of the discovered knowledge increases with the 
quality of the hypotheses made. For example, in the 
pharmaceutical industry, it is relatively easy to generate 
drug candidates. However, the cost of developing a drug 
candidate into an approved commercial drug is enormous: it 
would certainly be prohibitively expensive to do exploratory 
development work on every candidate proposed. Thus, for 
this industry, the best knowledge discovery system is the 
one which proposes as candidates only those candidates 
which have the best chances of passing the various toxicity, 
efficacy tests and so on, leading to the cost-effective  
development of an industrial product. 
 
The measure, then, of the value of a knowledge discovery 
system is the quality of the predictions it makes. 

4. Quality of Hypotheses 
In saying  this, all we have done is to displace the problem; 
the inevitable question now is how to judge whether one 
hypothesis or prediction is better than another. Below is a 
list, almost certainly not exclusive, of possible ways in 
which the quality of an hypothesis might be measured. 
 
First, one hypothesis may be supported by more facts than a 
different hypothesis. For example the ‘fact’ that one protein 
is implicated in some biological pathway may be supported 
by research reported in 5 different scientific papers. All 
other things being equal we could say that an hypothesis 
based on this fact is more valid than one where the fact is 
supported by only three scientific papers.  
 
Secondly, the “facts” themselves may differ in degree of 
believability. for example we may place greater weight on a 
fact reported by a research group with a high reputation in a 
peer reviewed journal with a high citation index than a fact 
reported by a not so well known group in a journal with a 
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lower citation index. The believability of the source is 
therefore a second parameter affecting the overall value of a 
hypothesis. 
 
Thirdly, hypotheses are usually validated through a variety 
of tests (experiments) that either confirm or refute them. For 
example, in the drug development process a drug candidate 
is evaluated against animal models, toxicity and efficacy 
tests and finally clinical trials in humans. The more such 
tests it passes the higher the chances are that the candidate 
will eventually become a commercial drug. In general then 
the more screening tests an hypothesis survives the higher 
its value is.   
 
Finally, an hypothesis might benefit from a degree of 
cognitive comfort.  Any hypothesis is made in the context of 
facts which support it. If the supporting facts are in a 
context which is close to the context of the problem to be 
solved, it is easier and more straightforward to make the 
analogical reasoning steps which would lead to accepting 
the validity of the hypothesis.  

5. User perspective 
To quite a large extent what has been said in the last section 
already directly addresses the perspective of users of 
knowledge discovery systems: indeed, when we talk of the 
quality of hypotheses it is quality in the eyes of the beholder 
– the user using the system to investigate a domain and to 
create new knowledge for his own purposes – which is in 
question. This is most clearly the case when we talk about 
cognitive comfort, but even the importance of facts and their 
relative reliability is directly affected by a particular user’s 
interests. 
 
However, there are other features which will contribute 
strongly to whether a user finds it easy to work in 
partnership with a system or not. 
 
First, it is important that the user should be able to 
understand how the system got to the hypothesis it has 
generated. He should be able to ask for justification of the 
system’s conclusions, and the system should be able to 
provide them. 
 
Secondly, the hypotheses offered should be homogeneous, 
at least to the extent that it should be possible to compare 
them one to another and rank them on the basis of different 
criteria supplied by the user. 
 
Thirdly, a system that offers ways to proceed further is 
likely to promote user acceptance. To continue with the 
drug development scenario, for example, the system could 
itself suggest wet lab experiments that could be performed 
in order to validate the hypothesis. 
 
Finally, a system might offer the possibility to work at 
different levels of resolution, allowing the user to select 
various levels of detail at which analysis might be 
performed. For example, a data mining system provides a 
different level of analysis from a system that identifies 

specific relationships between domain concepts and hence 
choosing one or other of these ways of looking at the data 
gives a very different picture. Ideally, it would be useful to 
be able to “zoom in and out” of levels of abstraction of a 
knowledge domain, seeing what kinds of hypotheses and 
conclusions are generated at each level. 

6. Some final remarks on evaluation 
The system features mentioned in the last section are not 
very problematical for evaluation – they are almost what 
early EAGLES work would have called “facts” – items that 
can be checked just by looking to see if the system has 
them, in the same way that one can check the languages a 
machine translation system translates between or the 
standard price of  a commercial software. 
 
Things are not so easy with the suggestions of section 3; 
there are many open questions about how to count facts, 
how to judge or rate their reliability or how to measure 
cognitive comfort.  Nonetheless, we hope to have suggested 
fruitful avenues of enquiry. 
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Abstract
Assessing enhanced knowledge discovery systems (eKDSs) constitutes an intricate issue that is understood merely to a certain extent by
now. Based upon an analysis of why it is difficult to formally evaluate eKDSs, it is argued for a change of perspective: eKDSs should
be understood as intelligent tools for qualitative analysis that support, rather than substitute, the user in the exploration of the data; a
qualitative gap will be identified as the main reason why the evaluation of enhanced knowledge discovery systems is difficult. In order
to deal with this problem, the construction of a best practice model for eKDSs is advocated. Based on a brief recapitulation of similar
work on spoken language dialogue systems, first steps towards achieving this goal are performed, and directions of future research are
outlined.

1. Elaboration of Problem Statement
The user-oriented assessment of enhanced knowledge

discovery systems is a sophisticated problem that is under-
stood merely to a certain extent by now. It imposes a series
of challenges for which no ready-made solutions are avail-
able:

1. In contrast to less complex applications, there is no
direct correlation between the performance of the nat-
ural language processing base technology and the us-
ability as perceived by the user. For applications such
as spell checking and voice recognition, quantitative
evaluation measures (percentage of recognized incor-
rectly spelled words, transcription accuracy) can be
expected to correlate quite well with perceived usabil-
ity. In contrast, for enhanced knowledge discovery
systems, no suitable quantitative criteria seem to be
readily available.

2. It is difficult to formally define a prototypical task that
matches the knowledge discovery needs of all, or at
least of a large fraction of users. Too much depends
on the specific application scenarios (and of their user-
specific perception), which seem to be difficult to stan-
dardize and, hence, to model beforehand.

3. Enhanced knowledge discovery typically works on
huge amounts of data. Due to this and to the com-
plexity of the knowledge discovery task, it is regarded
to be unfeasible to construct respective reference data
intellectually through human annotators. In this re-
gard, it is important to understand the difference to re-
stricted knowledge discovery scenarios such as basic
information extraction, the task of which consists in
the document-local combination of information only,
which may, with considerable efforts, be modeled by
suitable text annotation schemes. This is impossible
with enhanced knowledge discovery, which, in gen-
eral, involves relating information contributed by dif-
ferent documents.

4. The homogenity of the data may vary, particularly re-

garding type (e.g., domain and genre of documents)
and reliability. In contrast to the prototypical applica-
tion cases that have been considered during the clas-
sical evaluation studies (such as the Message Under-
standing Conferences (MUCs), cf. (MUC 7, 1998;
MUC 6, 1996)), the document sets to be processed
are not necessarily well-behaved. In particular, they
may contain non-factual texts that express differing
opinions or points of view on a particular topic. This
makes the task of constructing reference data consid-
erably harder.

5. The data as well as its homogenity may vary over time,
as in the case of web-based knowledge discovery ap-
plications. The same may hold with respect to the typ-
ical tasks of the users.

From all this, it follows that it is difficult to define how a
“good” output of the knowledge discovery process looks
like. Tasks like the identification of market trends seem to
be simply too abstract to arrive at a level of formal trans-
parency as achievable for more restricted tasks.
The subsequent sections elaborate upon the issues pointed
out above. In section 2., previous work on formal evalu-
ation is recapitulated; in particular, the notions of intrin-
sic vs. extrinsic evaluation are discussed and related to the
problem of assessing enhanced knowledge discovery sys-
tems. Building up on this analysis, section 3. proposes a
change of perspective: enhanced knowledge discovery ap-
plications should be considered as tools that, in large parts,
assist in rather than carry out for themselves the analysis of
the data: as enhanced browsers for the qualitative explo-
ration of data, they support rather than substitute the user,
who hence remains responsible for the central intellectual
component of the task. This leads to the identification of
the qualitative gap (section 4.), which will be singled out
as the main reason why the evaluation of enhanced knowl-
edge discovery system is difficult. Section 5. draws some
important conclusions and suggests promising ways to deal
with this problem. In particular, it is argued in favour of the
statement of best practice guidelines for enhanced knowl-
edge discovery applications. Based on a brief recapitulation
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of similar work on spoken language dialogue systems, first
steps towards achieving this goal are performed, and direc-
tions of future research are outlined.

2. Intrinsic vs. Extrinsic Evaluation
According to, e.g., (Mani, 2002), efforts of evaluating

natural language processing systems may be categorized
along various dimensions. The intrinsic vs. extrinsic dis-
tinction turns out to be of particular importance here:1

Intrinsic evaluations test the system in itself; ex-
trinsic evaluations test the system in relation to
some other task [...].

According to the above problem statement, tasks to be as-
sisted by the application of enhanced knowledge discovery
systems are typically too complex in order to infer appli-
cation performance from experiments at intrinsic evalua-
tion level only. On the other hand, generic extrinsic eval-
uation imposes problems as well, since, as initially iden-
tified, standardizing the knowledge discovery task across
users and across specific application scenarios is regarded
to be unfeasible in many cases. Clearly, it is possible to
extrinsically evaluate systems in specific application con-
texts. However, results are unlikely to generalize; thus,
such evaluations cannot be taken as expressive substitutes
of in-situ experiments in the particular application scenario
an enhanced knowledge discovery system is aimed for.
So how to deal with this situation, according to which, in
the case of enhanced knowledge discovery tasks, intrin-
sic evaluation is feasible, but not sufficiently expressive,
whereas extrinsic evaluation would be expressive, but is not
expected to yield results that generalize across users and
application scenarios? Let’s take a closer look at the is-
sue why extrinsic evaluation is unlikely to yield once-for-all
predictions regarding the performance of enhanced knowl-
edge discovery systems. Figure 1 illustrates the generic ap-
plication scenario of knowledge discovery systems. The
input to the system consists of potentially heterogeneous
collections of source documents, which might contain texts
as well as tabular data and graphics. These documents are
submitted to the knowledge discovery application system,
which, possibly driven by a user query, yields an output
that can be considered as a view on the input document col-
lection. There are many types of operations that might be
involved to generate this view, be it textual or graphical in-
formation extraction, information retrieval, data mining, or
categorization based on similarity criteria.
The essential distinction, however, regards two different
stages of processing: (1) the algorithmic symbol trans-
formation performed by the knowledge discovery system,
which comprises the different types of operations men-
tioned before, (2) and the qualitative intellectual interac-
tion of the understanding user with the system, which com-
prises the statement of appropriate queries, the analysis of
the output, eventually followed by the drawing of conclu-
sions regarding the particular knowledge discovery need.
By definition, intrinsic evaluation is related to the process-
ing at the algorithmic stage. In general, these evaluation ex-
periments are based on intellectually annotated corpora and

1(Mani, 2002), p. 223-4, typographical emphasis by Mani
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Figure 1: Generic application scenario of KDSs

on formally defined performance measures, which can be
computed without further human involvement. In contrast,
extrinsic evaluations refer to the output at the qualitative-
intellectual stage of analysis, which might aim at the solu-
tion of quite abstract and heterogeneous tasks. This leads to
a central observation regarding why evaluation of enhanced
knowledge discovery systems is hard:

Enhanced knowledge discovery systems typi-
cally cannot be evaluated extrinsically according
to general standards because the main surplus
value of the knowledge discovery process is gen-
erated in a heterogeneous way at the qualitative-
intellectual stage of analysis.

3. Change of Perspective: Enhanced KDSs
Support Qualitative Analysis

This hints at adopting a different perspective: enhanced
knowledge discovery systems should not be looked at in
the same way as at their ancestors with restricted scope,
e.g. textual information extraction systems as considered
during the MUCs, which can be meaningfully assessed by
intrinsic evaluation. Instead, they should be understood as
intelligent browsers that support, rather than substitute, the
user in the qualitative exploration of the data.
In this sense, their contribution is similar to the contribu-
tion of software solutions for computer-supported content
analysis, which are employed in the Social Sciences (e.g.
(Fielding and Lee, 1991; Huber, 1992)). Essentially, these
systems assist the user in retrieving and browsing data that
might be relevant with respect to the specific research ques-
tion. In particular, they provide enhanced functionality for
the creative-explorative play with the data, such as cut-and-
paste tools to manually extract parts of the data and facili-
ties for the intellectual classification of the data according
to user-defined categorization schemes. This enables the
user to intellectually generate views over the data in or-
der to gain insight in her field of research. This contrasts
with computer-based content analysis systems, which em-
ploy (usually elementary) automatic categorization of tex-
tual data (cf. (Mohler, 1989)): while software systems that
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support content analysis might offer tools for retrieving rel-
evant content as well,2 the central decisions of how to clas-
sify the data and of which conclusions to draw regarding
the research question are left to the discretion of the user.

4. The Qualitative Gap
Thus, as in the case of software systems for computer-

supported content analysis, rather than aiming at an auto-
matic deep analysis the output of which is near to the an-
swer, enhanced knowledge discovery systems are designed
to foster intellectual understanding. Regardless of whether
one subscribes to the point of view that there is a princi-
pal upper bound concerning the algorithmic explicability
of cognitive processes, this can be interpreted as acknowl-
edgement of the fact that the scope of algorithmic knowl-
edge discovery will always be limited due to restricted cov-
erage of state-of-the-art technology as well as due to prac-
tical feasibility issues, and that the actual understanding of
the data remains up to the discretion of the user anyway.
Based on these observations, the notion of the qualitative
gap can be defined:

Software solutions that support the intellectual
exploration of the data through the user, such as
enhanced knowledge discovery systems, implic-
itly acknowledge the existence of a qualitative
gap, which is due to practical limitations of the
technology for automatically identifying relevant
content: to optimally support the user in gain-
ing insight in particular fields of research, tools
for automatic content analysis are supplemented
with features that allow for creatively browsing
the data. Since, typically, the qualitative gap be-
tween the scope of algorithmic analysis and the
requirements according to the research topics to
be investigated is considerable, intrinsic evalua-
tion can be expected to be not expressive enough.

As further argued in section 2., whether generic extrin-
sic evaluation could be employed instead depends upon
whether the knowledge discovery task (in particular, its
qualitative component) can be standardized across users
and across specific application scenarios.

5. Implications - Towards Best Practice
Guidelines for Developing eKDSs

The above discussion has revealed that one central prop-
erty of enhanced knowledge discovery systems is the typ-
ically considerable gap between the contributions of the
individual technology components and the (typically quite
abstract) insight into the research topic gained by the user
through usage of the system as a tool that supports, rather
than substitutes, understanding of the data. Regarding the
issue that the components that can be subjected to intrin-
sic evaluation contribute only quite indirectly to the success
in particular application scenarios, enhanced KDSs closely
resemble other classes of complex Natural Language Tech-
nology applications.

2be it basic string search or enhanced retrieval and extraction
functionality

5.1. Best practice guidelines for NLP applications:
objectives and development issues

A related topic has been investigated for spoken lan-
guage dialogue systems (SLDS), which exhibit the anal-
ogous property that their usability and perceived degree
of usefulness highly depends on the particular application
context, i.e. on the information needs and on the com-
municative or interactional preferences of the typical user.
This identification of a gap between technology-related in-
trinsic criteria and the observed usefulness at extrinsic level
has led to the development of best practice guidelines for
spoken language dialogue systems, which, according to
(van Kuppevelt et al., 2000), p. 207, are to be understood as

[...] a mapping from functional parameters to pa-
rameters of design and development

Developing best practice guidelines hence means (ibd., p.
207f),

[...] to determine exactly what the mapping is
like, and how its salient properties are best ex-
plained to a broad spectrum of laymen and pro-
fessionals who find themselves confronted with
the problem of getting an SLDS that answers their
needs.

According to these definitions, best practice guidelines
have general scope in the sense that they are intended to
fulfil the requirements of all involved stakeholders, viz. de-
ployers, developers, customers, and users, i.e. (ibd, p. 206)

[...] to enable them to make accurate and suc-
cessful design and implementation decisions, in
accordance with broad consensus of what must
be best practice in this particular engineering do-
main.

Acknowledging the intricacies of designing appropriate
spoken language dialogue interfaces thus in effect amounts
to recognizing this issue as a creative intellectual engineer-
ing activity based on well-founded standards rather than as
a matter of solid craftsmanship that merely relies upon the
application of basic schematic knowledge.
The above discussion urges upon the conclusion that the
statement of best practice guidelines should be the approach
of choice for coping with the challenges of development,
selection, and optimization of enhanced knowledge discov-
ery systems. As in the case of spoken language dialogue
systems, the degree of success of a solution highly de-
pends on factors determined by the particular application
context. Hence, the postulated objectives for the develop-
ment of best practice guidelines for SLDSs can be taken as
guiding principles for respective work on eKDSs. Accord-
ing to (van Kuppevelt et al., 2000), best practice guidelines
should cover three closely related issues: (1) stock-taking
of the state-of-the-art in order to enable the stakeholders to
quickly inform themselves about the range of options for
design, implementation, and evaluation; (2) quality control
through the provision of criteria that support the selection
of options that are best suited to particular application re-
quirements; (3) economic control, to be achieved by mak-
ing available a repository of resources in order to foster the
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reuse of existing components, design know-how, and gath-
ered experience.
Hence, as required for dealing with the typical scenario
sketched in the workshop description, best practice mod-
els in particular provide criteria for the design of optimal
solutions that fit best within particular application contexts.

5.2. Best practice guidelines for eKDSs

Thus, instead of entering into the ad-hoc discussion of
how to deal with this typical scenario, a principled approach
is advocated. The DISC best practice model, which covers
the three above issues identified by (van Kuppevelt et al.,
2000), is centered around a series of fundamental aspects
of SLDS (system components as well as abstract develop-
ment issues); it discusse them along a common scheme of
main items (cf. (DISC, 2000)).3

It is proposed to take this approach as the point of depar-
ture for respective work on eKDSs. Regarding enhanced
knowledge discovery systems, some main aspects are:

1. Information Extraction Engines, qualified by type of
data (textual, graphical etc.),

2. Information Retrieval Engines, qualified by type of
data,

3. Data Mining Engines, qualified by type of data,

4. Categorization Engines, qualified by type of data,

5. Indexing Schemes, qualified by type of data

6. Query Engines, qualified by type of data

7. Knowledge Sources, e.g., supported types of data, cov-
ered encoding schemes (.doc, .pdf, .ps, email archives,
.jpeg, .tiff, etc.), static vs. dynamic data, intranet
and/or internet resources etc.), amount of data to be
processed, reliability and homogenity issues,

8. Graphical User Interface,

9. Human Factors (types of users, their degree of experi-
ence and previous knowledge etc.),

10. Systems Integration,

11. Knowledge Discovery Objective (as specific as possi-
ble, as abstract as necessary).

While some of the abstract aspects are immediately adopted
from the SLDS best practice model (Human Factors, Sys-
tems Integration, the more concrete ones are not, as they
correspond to specific system components of knowledge
discovery systems without counterpart in the realm of di-
alogue systems. There is a further important difference
that should be noticed here: regarding eKDSs, the extent to
which particular systems differ with respect to the individ-
ually relevant aspects is considerably larger than regarding

3In accord with its objective, the resource repository of the
DISC best practice guide has been made freely available at the
web page (DISC, 2000). DISC is extensively documented in nu-
merous online and offline publications, e.g. the deliverables made
available at (DISC, 2000) or the book (Bernsen et al., 1998).

SLDS, which typically instantiate all aspects of their best
practice model. A particular knowledge discovery solution
might include an information extraction engine for graphi-
cal data, whereas another system might cover textual input
only. Hence, the recommendations provided for the Sys-
tems Integration aspect are necessarily situated at a more
abstract level; they strongly interdepend with the particular
knowledge discovery objective, which, as a consequence,
should be covered by a separate dedicated aspect. Again,
this illustrates that, compared to many other natural lan-
guage engineering problems, the development of eKDSs is
a particularly intricate matter.
As far as applicable, each aspect should be discussed along
several dimensions4: (a) grid (factual properties), (b) life
cycle (development issues), (c) evaluation, (d) checklists,
(e) glossary, and (f) references. Much specific previous
work has been done on these issues. For instance, it might
be referred to the experiences and resources gathered at the
various DARPA- and EC-funded evaluation contests, e.g.
TREC (information retrieval) and MUC (information ex-
traction). Thus, to a large extent, modeling best practice
amounts to an in-depth analysis of the state-of-the-art of the
above-identified aspects of knowledge discovery solutions.
Further aligning these different sources of knowledge ac-
cording to the standardized scheme of a best practice model
necessitates a considerable research effort.

6. The Next Steps

Proceeding along similar lines as followed during de-
velopment of the DISC model, the elaboration of the best
practice guidelines for eKDSs might be accomplished in
three stages: (a) analysis of the state-of-the-art through
data collection from different evaluation sources, (b) iden-
tification of particular constraint-oriented (i.e. application
context sensitive) evaluation criteria, and (c) criteria inte-
gration, the output of which consists in the best practice
methodology proper that provides high-level criteria for the
informed choice among the technological options. Obvi-
ously, the last-mentioned stage embodies the major intel-
lectual challenge.
According to the above considerations, modeling best prac-
tice regarding eKDS can be regarded to impose even more
intricate challenges than in the case of SLDSs. Mainly due
to the qualitative gap, the extent to which particular eKDSs
differ with respect to their individual relevant aspects is
considerably larger. Thus, the development of a sufficiently
expressive best practice model constitutes a major research
effort that should be addressed by a joint project with part-
ners from commercial as well as non-commercial research,
comprising all types of stakeholders (developers, deploy-
ers, customers, users). This project is necessarily interdis-
ciplinary, as it covers issues from a broad range of disci-
plines (linguistic and mathematical models of content anal-
ysis, software system engineering, human-computer inter-
action).

4according to the DISC terminology, main items

27



7. References
Bernsen, Nils Ole, H. Dybkjaer, and Laila Dybkjaer, 1998.

Designing Interactive Speech Systems: From First Ideas
to User Testing. Berlin, Heidelberg: Springer Verlag.

DISC, 2000. The disc best practice guide. available
(March 1st, 2004) at http://www.disc2.dk/.

Fielding, Nigel G. and Raymond M. Lee, 1991. Using
Computers in Qualitative Research. SAGE Publications.

Huber, Günter L., 1992. Qualitative Analyse. Computere-
insatz in der Sozialforschung.. München, Wien: R. Old-
enbourg Verlag.

Mani, Inderjeet, 2002. Automatic Summarization. Amster-
dam/Philadelphia: John Benjamins.

Mohler, Peter Ph., 1989. Computergestützte inhaltsanal-
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