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Abstract

Statistical Language Models (LM) are highly depertden their training resources. This makes it nolly difficult to interpret
evaluation results, it also has a deterioratingafbn the use of an LM-based application. Thisstioe has already been studied by
others (e.g. Bellegarda, 2004). Considering a speddmain (text prediction in a communication aft handicapped people) we
want to address the problem from a different poinview: the influence of the language register. §idering corpora from five
different registers, we want to discuss three natho adapt a language model to its actual langresgirce ultimately reducing the
effect of training dependency: (a) A simple cactmdel augmenting the probability of thdast inserted words; (b) a user dictionary,
keeping every unseen word; and (c) a combined Lidrjolating a base model with a dynamically updaisdr model. Our
evaluation is based on the results obtained fréextgprediction system working on a trigram LM.

1 Introduction 2 AAC: theProblem of Missing Data

Language models depend strongly on the similafithe ~ AAC aims at restoring communicative abilities for
training data with the task. In particular, theyvéa persons with severe speech and motion impairments
reduced capacities of generalization apart fromstyée (cerebrally and physically handicapped persons).

of language on which they are trained. In the donwi  \yhatever the disease considered, oral communicasion
speech recognition, evaluation campaigns showed thg, ) cqinie for these persons who have also serious

journalistic corpora are well adapted to the autizna difficulties to control physically their environmenin

transcription of broadcast news. On the contranghs ol h bl . deviok
corpora are completely inoperative on spontaneouBarticular, they are not able to use input devioesa
speech. computer. Communication with an AAC system means

A simple solution to this problem consists in bl communicating by the help of a table of symbolsrfigo
specific resources for every task. This solutiohdsever ~I€tters or even icons), where the handicapped perso
expensive. For this reason it is generally preterte sele_cts succesgv_ely item after item. The ;elecis)n
interpolate a background language model with a reco achieved by pointing on a virtual keyboard disptaye
one trained on a specific corpus (Woodland et agg]  the screen of the computer. _

Bellegarda, 2004). Basg:ally, an AAQ system consists of four composent
This paper investigates the relevance of some atiapt At first, a pr_\y3|.cal input interface connected to a
techniques for difficult tasks, where the languagebe ~computer. This interface is adapted to the control
modelled strongly varies according to the contdxuge. ~ capacities of the user. Often, these only amoung to
Such situations raise the question of adaptatioenwrery ~ binary reply (e.g. an eye glimpse): the control toé
limited data are available. This is particularle tbase in  €nvironment is therefore restricted t¥@s/Necommand.

the domain ofAugmentative and Alternative Communi- Secondly, a virtual keyboard allowing the user étest
cation (AAC) for disabled people, where every successively symbols to compose messages. In _our
association of a specific patient and a commurdoagoal ~ SBYLLE AAC system (Schadle et al, 2004), key selection

(loose conversation, official or private correspence, is achigved by a Iinea_r scan: a cursor highlights
literary writing etc.) will constitute a very spéci successively each key, which can then be selected.

situation of communication. The last two components are a text editor (to veitaails

At first, we will present the problem of word pretion ~ Of .other _documents) and a sp_eec_h synthesis which is
for AAC systems. Then, we will detail experimentsigh ~ activated in case of oral communication.

show the influence of register, as defined by Bid€93), The main weakness of AAC systems results from the
on language models. We will then compare well-knowrslowness of message composition (on .the averagesl t
techniques of adaptation such as the cache modeler words per.mlnute). Moreover, this task is extrentaling
dictionary and a dynamic interpolated user modal. | for the patients. .

conclusion, we will explain our ideas on using TWO complementary approaches are possible to speed
information provided by atent Semantic Analys{gSA) ~ communication. The first aims at optimizing theesgibn

communication. dynamically presented at first on screen. The s&con

improvement consists in minimizing the number of
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keystrokes: the system tries to predict the worliElvare
likely to occur just after those already typed. SaV

3.1 Influenceof Language Registerson Training
Our experiments have been conducted with a text

approaches can be used to carry out this predetiO’brediction system based on a tri-gram model using
among which language models that provide a liskaifd

suggestions, depending on the (typically 1-4) last
inserted words. Other, more complex models (strattu
model, e. g. Schadle et al, 2004) can be usedybuwill
limit ourselves here to a tri-gram model givingealdy
satisfactory results.
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re 1: The interface of thaBSLLE AAC system

As can be seen in figure 1, after each keystrolist af
(usually 3-7) word suggestions is presented orstineen.
If the user selects one of these proposals, the isex
automatically supplemented, which avoids the selraif
the last letters of the word. Classically, word dictors
are evaluated by an objective metric callédystroke
Saving Ratdksn) :

k
ksr= (1—k—p) 100

with Ky, , ka being the number of keystrokes needed on th
input device when typing a message wk}) and without
prediction k, = number of characters in the corpus). We
do not consider perplexity, being often used in $iév
domain, since it does not well reflect the actuaingn
prediction.

3 AAC and the Problem of Language
Model Adaptation

Experiments on a newspaper corpus have shown th
SBYLLE is able to arrive at &sr varying between 50%
and 60% (Schadle et al, 2004). However, the pedoca

of this system decreases strongly with handicapseds,
especially when the patient is agrammatic. This lo§
performance is due to the differences in each tsituaf

use. Since the users respond to very varied C“nicaperformance of a langua

patterns and will use AAC systems for varied puesps
we face multi-factorial requests for adaptation.m8o

backoff absolute discounting for smoothing. It asned

on a French newspaper corplie (Monde 5,6M words);

the vocabulary size amounted to 141.022 words. This
model was assessed on several test corpora condisgo

to various styles :

a. Newspaper (control situation) part fromLe
Monde not incl. in the training data; 20.009 words.
Scientific a scientific article (unpublished) from the
domain of NLP; 8.766 words.

Literary: first chapter fromGerminal by Emile
Zola; 20.928 words

Speech transcription of spontaneous dialog
between tourist agents and custom&@$G corpus;
Antoine et al, 2002); 15.435 words.
E-mail personal e-mails; headers,
hyperlinks were removed; 8.874 words.

Using a simulation device, we computed #s¥ of the
system on the five corpora. The ratio of out-ofalmalary
words (OOV) was determined as well (see table 1).

In the control situation (same register as trairgogpus),

the prediction system showed ksr of 50,5%. The
percentage of OOV amounts to 3,4%. These results
correspond to state-of-the-art performances in text
prediction.

On the contrary, as can be seen in figure 2, aiderable
degradation is observed for the other corpora :kisre
decreases by 8 to 16% (scientific register). OO¥ ar
obviously more frequent (up to 16,3%, see tablélhgse
results show a very important influence of the lage
register on training.

b.
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Figure 2: Resultskér) for the five test corpora

4  Adapting a Language M odel

we have shown in the previous section, the
ge model is highly dependant
its actual usage. This problem has already beertiomedl

by others (e.g. Bellegarda, 2004), who also dissassral

works (e.g. Trost et al, 2005) already emphasize t tgchniques to diminish this dependency on the itrgin

importance of adaptation for AAC systems. However,

corpus. We investigate here three techniques op-ada

these works did not consider this multlpI|C|ty of tation: a cache model, a user dictionary and amjuq:ﬂﬂy

influences in terms of language registers.

adapted user LM.
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41 The Cache Model algorithm (Jelinek & Mercer, 1980) summing up the

Assuming that a word recently used has an elevatef€V10us probabilities assigned by each of the moalels.
probability in the current discourse, the cache ahod cMPirical testing showed that this approach finutieed

keeps track of tha last inserted words (Kuhn & De Mori, 2" optimal weighting factor. Moreover, our factovere
1990; Rosenfeld, 1996). The probability of theseords ~ rather constant (0,40 - 0,49 forand 0,60 - 0,51 far,.)

(n usually being between 50 and 200) is then augrdente

by a constant or an exponentially decaying fact¢see 5 Results

also Clarkson & Robinson, 1997). For our experia@v®  Table 2 shows thksr measured for the three methods on
implemented a rather simple cache model: the maximu every test corpus. The results displayed in thst fine
sizen was set to 100 words; = 0,0005. The mass of can be seen as a baseline for the three approaches
probability reserved for the cache did thereforeen@eed discussed before.

0,05. Stopwords were not added to the cache.

Newsp. Scient. Lit. Speech E-mail

4.2 TheUser Dictionary (UD) Trionly 5051 3397 4029 3550 42,11
Like nearly all applications in NLP, a text prediet  Trj+cache 51,07 35,14 40,76 39,03 42,98
system has to deal with unknown words (out-of- +056 +117 +047 +353 +087

vocabulary words, OOV). As an OOV is not prediatibl :
its ksr remains at 0. The amount of OOV (i.e. theirTrI+ ub 5(%8301 3264’1:2 32726 oafé% 0‘;’46
deteriorating effect) depends strongly on the sirti _ 0, 4, 0, 0, 0,

between the training and the test (or usage) tiatagver, 111+DUM 61,58 43,09 46,89 50,14 51,62

as we could show, even when training and test ligltang +11,07 +9,12 +6,60 +14,64 +9,51
to the same register, it remains a non-negligilvEbiem . N
(OOV for the newspaper corpus : 4,83%). Table 2: Resultskér) and advantages for all conditions

We integrated to our prediction system a dynamjcall . : i
adapted user dictionary (UD) keeping track of everyFor the three adaptation technigues we can seditiahe

unknown word. As the frequency of these words 3 les effects on every corpus tested. For the cache masiel
well, we can properly calculate their probabilitsf as if well as_the user dlctlona_ry the advant_ages are t
they had been part of the base vocabulary. Theigés very high. There are in turn two interesting outlie

2 Firstly, for the cache model we measured for theesh
dictionary reduces the percentage of OOV by upo 7 corpus an advantage of 3,53% over the baselines Thi

N Scent. Lit S nE 7 indicates that oral communication relies much mone
ewsp. scient. It peech E-mal the current content of discourse; words are hereéemo

%OOVwoUD 340 1633 444 218 883 |ikely to re-occur.
%00VwUD 184 934 293 096 519 sSecondly, the UD scores 2,45% better than the inasel

) for the scientific corpus. This corpus had the bighrate
Table 1: % of OOV for the five test corpora of OOV (16,6%), which is not surprising, since the
o ) ) scientific register relies on a rather distinct abalary. In
Considering the case of the UD, it becomes obvie$ s case the UD was able to reduce the rate of ooV
perplexity is a misleading measure of evaluationdor 7%, meaning that nearly half of the unknown words
purposes: previously unknown words being included i occurred twice or more.
the model will be assigned a very low probabillfthey  ror the dynamic user model, however, different ltesu
are encountered in the test corpus, model perplexit.on pe observed. Here, we get advantages of 6,6% -
(reflecting average word probability) will necesbarise. 14,6% for all test corpora. Even for the test cerpfithe
However, it is still beneficial to include unknowvords,  ¢5me register (newspaper) we get an improvement of
since they can further reduce the amount of tyeWents.  1,5re than 11%. This was not expected, since thgukage
. style is rather homogeneous in newspaper text,thad
4.3 TheDynamic User Model (DUM) amount of OOV words is not very high. This resulttier
This model integrates two LM’s : a base trigram elod underlines the efficacy of the DUM approach.
and a user specific model being trained on evexy te
being inserted. It follows the framework of Belleda 6 Conclusion
(2004) with the difference that every text beingdried is
instantly used within the language model. As unkmow
words are considered as well, this model compribes
former one (UD), and to a lesser extent as welache
model, as it is sensitive to the current word usage
arrive at a common probability estimate, the twodeis
are linearly interpolated by the (well-known) forlau

P'(w;) = A, R

We started from the observation that the perforraawic
language models depends to a large extent on the
similarity of the training data and the actual task
register. Our experimentations, conducted on tegiara
from five different registers, showed a loss oftapl6%
in ksr, a deterioration, which has to be expected in-real
life conditions as well.
W_,W ) + A, TP, (Wi\W W) We then discussed three techniques to adapt anoLiks$ t
current usage: a cache model, a user dictionaryaand
wheredq, X2 (1 =X + }p) are weighting factors. We interpolated dynamic user model. Whereas all three
estimated them also dynamically by applying an ERé-l  approaches proved to be beneficial, the advantafytse

(w,

ase
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cache and the user dictionary are rather limite@l1%-  BELLEGARDA, J. (2004.: “Statistical language model
+3,5% gain ofksr). The dynamic user model however, adaptation: review and perspectives’Speech
showed very interesting gains (up to 14,6%), ewerthe Communication42, pp. 93-108.

test corpus belonging to the same register (nevespas . . . -
the training data. From the superiority of thedatinodel B'%ER’ D. |(1|?93). US|ngStRzgster-Dl\ie:_slﬂe(lj l‘?"fp."? for
we conclude that local syntactic information, asvited 15(2()3@ g?gf’zigle udiesomputational linguistics
by the DUM, is of much more importance for our PP '

purposes than simple lexical knowledge. Knowing tha CLARKSON, P. R. and RBINSON, A.J. (1997). “Language
word has already occurred in the context (cacheeflod  Model Adaptation using Mixtures and an Exponenyiall
does not seem to have a big influence on predicBon Decaying Cache”, ifProc. IEEE ICASSP-9Munich.

: L "
how about the semantic domain it belongs to CoccArg N. and ORAFsSKY, D. (1998). “Towards better

. . . integration of semantic predictors in statistiealduage
7 Perspectives: Thematic Adaptation modeling”, Proc. of the ICSLP-98Sydney.
A track we have not yet pursued in the context of
adaptation is exploiting semantics or topical infation. DEERWESTER S. C., IMAIS, S., LANDAUER: T., FURNAS,
There is no doubt that the probability of contemrds G. and.l_ARSHIMA.N;, R. (1990). ,Indexing by Latent
depends strongly on the particular thematic contexa. Semantic Analysis*JASIS 41(6), pp. 391-407.

Lesher et al, 2002). For example, a rare word likeGiLpEA, D, HOFMANN, T. (1999). “Topic-based Language
‘abstention’ or ‘ballot’ will have an elevated prattlity in Models using EM”Proc. of Eurospeech-9Budapest.

the context of presidential elections. .

For the exploitation of topic several approachestzeen JELNEK, F. and MRCER R. (1980). “Interpolated
presented (e.g. Gildea & Hofmann, 1999). The tiigge estm:atlon of Markov source parameters from sparse
model (Rosenfeld, 1996; Matiasek et al. 2003), uses data”. InPattern Recognition in Practic@p. 381- 397.

collocations to adapt word probabilities to a givemtext.  Kunn, R. and [ MoRri, R. (1990). “A Cache-Based
We want to investigate a different approach: in ttsA Natural Language Model for Speech Reproduction”,

model (Deerwester et al, 1990) a werds represented as  |EEE Transactions on Pattern Analysis and Machine
a high-dimensional vector, derived (8ingular Value Intelligence 12 (6), pp. 570-583.

Decompositior(SVD) from a term x document (or a term

X term) matrix of a training Corpus' LANDAUER, T. K., LAHAM y D., FEHDER, B. and

In this framework, a context can be representedhey SCHREINER M. E. (1997). ,How well can passage
vector sum of the vectors corresponding to the word ~ meaning be derived without using word order? A
contains (Landauer et al. 1997); these vectors lman  comparison of LSA and humansProceedings of the
compared by well-known similarity measures (scalar 19" annual meeting of the Cognitive Science Society
product, cosine). The vector of the actual histefjects pp. 412-417, Erlbaum Mawhwah, NJ.

the meaning of the preceding, already typed sectiod
can be compared with the term vectors of the voeajpu
The terms of the closest vectors should be senadlytic S ; .
related to the history. We now can exploit this aatic prediction performance”Proceedings of the CSUN
similarity to make our model sensitive to the cotr®pic 2002, California State University, Northridge.

by interpolating the similarity scores with the yicisly  \atiasek, H. and B\RONI, M. (2003). "Exploiting long
calculated probabilities. Promising approaches his t distance collocational relations in predictive tyg,

direction have been done by Coccaro & Jurafsky §1.99 Proceedings of the EACL-03 Workshop on Language
As the words being contained in the history tendoéo Modeling for Text Entry MethogdBudapest.

very close to the history vector, this approaclo alerks
as an improved cache model. We cannot present arJOSENFELD R. (1996). “A maximum entropy approach to
results yet, but we are confident that this appnoatl adaptive statistical language modellingComputer
enhance thé&sr more than a simple cache. In the near Speech and Langga, 10 (1), pp. 187-228.

future, this model will be subject to a thorouglakenation.
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