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Abstract
This paper presents a corpus search system utilizing lexical dependency structure. The user’s query consists of a sequence of keywords.
For a given query, the system automatically generates the dependency structure patterns which consist of keywords in the query, and
returns the sentences whose dependency structures match the generated patterns. The dependency structure patterns are generated t
using two operations: combining and interpolation, which utilize dependency structures in the searched corpus. The operations enable
the system to generate only the dependency structure patterns that occur in the corpus. The system achieves simple and intuitive corpus
search and it is enough linguistically sophisticated to utilize structural information.

1. Introduction 2. Corpus Search based on Dependency

Large text corpora increasingly become important re- Structure

sources for linguistic research, development of natural lanThis section presents a corpus search system based on de-
guage processing systems, language teaching, etc. Corppendency structure.

search systems are necessary to utilize text corpora effe¥Ve assume that corpus sentences are annotated with depen-
tively. dency structures. The user’s query consists of a sequence of
Several corpus search systems have been presented. Mégywords (words or POSs). For a given query, the system
systems provide keyword-based search functionality. Thé&ies to generate dependency structure patterns and returns
search is simple and intuitive, but not enough linguisticallythe sentences whose dependency structures match one of
sophisticated to utilize structural information. the generated patterns.

On_the other hand, (Corley et al., 2001) and (Resnik a_n%. . An Algorithm of Generating Dependency
Elkiss, 2005) have presented corpus search systems utiliz-

. . N Structure Patterns

ing syntactic structure, Gsearch and Linguist’s Search En-_ ) ) )

gine (LSE), respectively. These systems can search cof IS Section proposes an algorithm of generating depen-
pora by using phrase structure patterns. In the GsearcHENCY structure patterns. The inputs are as follows:

the user gives a phrase structure pattern and a grammar tery: q; --- ¢ (q1, - . ., ¢m are keywords)

the system. The system constructs parse trees of the sen- o irs of q
tences in the corpus by using the given grammar, and res_entenc(:jebsog wi - w (W ..., wy are pairs of words
turns the sentences whose parse trees match the given pat- an )
tern. In the LSE, the user first gives an example of sendependency structure (a set of dependencies)?
tences which he/she needs. The system parses the exam

I . . .
by using a statistical parser and returns the parsing resul@'ﬁeéﬁgs'i;j’e:g d(;pregfdtir;m%s;g% ?\N‘?ef‘ \.'?;d;g:nweim
The user edits the resulting parse tree to specify a structurzglep J pal position, j) |

query. The system finally returns the sentences whose par Dd \ple V\t/rr1|teé —J Ijor (i’j)£ ¢ t 3ol
trees match the structural query. The Gsearch and LSE ¢ e define the dependency structure pattern as a 3-4uple

D L . ., L, R), whereh is a word position and, and R are lists
search corpora by utilizing syntactic information. However,* > > """ .
b y gsy of dependency structure patterns.is called theheadof

th t achi impl h like k - -
terE;ySdO not achieve simple search like keyword-based sysd. The dependency structure pattethsepresents that the

heads of dependency structure patterng idepend om

This paper presents a corpus search system which aut om left. Similarly for R, from right.

matically generates structural queries from keyword-base .
; : ur proposed algorithm generates dependency structure
gueries. The system searches corpora based on lexical de- . ; . o
tterns by using the following two operatiorgimbining

pendency information. The user’s query is a sequence JT)a . .
. . andinterpolation
keywords. For a given query, it generates dependency struc-
ture patterns by using two operations: combining and intereombining: Let d = (h,L,R) andd’ = (h',L',R’)
polation. The user need neither to build a grammar like the ~ be dependency structure patterns fgr--¢; and
Gsearch nor to edit structural query like the LSE, because  g;+1 - - - qx, respectively. Ifh — b’ andR’ = ¢, then
of the automatic pattern generation. The system achieves generate a dependency structure pattéfnd- L', R’)
simple and intuitive corpus search and it is enough to lin- (see Fig 1a)). I’ — h, then generate a dependency

guistically sophisticated to utilize structural information. structure patterigh, L, R - d') (see Fig 1b)).
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d=(h, L. R) d=(i', L', R) input: queryqi - - - gm,
h ’ sentencev, - - - wy,

h
m m dependency structu®
A A initialization:
L' R’

L R fori=1tom
' for eachj s.t.w; = ¢; do
b) h'=h push(j,e,e) to D[i — 1,4, 0];

h' h
comblnlng:

a) h—h'

fork=2tom
for j =k —1downto1l

R’ fori=j—1downtoO

for ¢ = 0to cost

_ o foreachd = (h, L, R) € DJi, j, ],

Figure 1: Combining d = (N,L',R") € D[j,k,cost — ]
s.t.rm(d) < Im(d") do

if h—h' € DAR =c¢then

L R L'

a) h<h' b) h>h' push(h/,dL’, R') to D[i, k, cost];
h' h' if W' — hthen
h/ \h push(h, L, Rd') to Dli, k, cost];
interpolation:
A forj =1tom
fori=j—1downto0
L R L R ifi £ 0V j#qthen
foreachd = (h, L, R) € DIi, j, cost]
Figure 2: Interpolation for W’ st.h—h €D
if h < k' then
push(h™,d, ) to D[i, j, cost + 1];
else
interpolation: Letd be a dependency structure pattern for push(h’*,e,d) to D[i, j, cost + 1];

gi - - - q; whose head i&. For b’ such thath — //, if
h < K, then generate a dependency structure patterrn_return D[0,m,0]U---U D[0,m, cost];
(h'*,d,€) (see Fig. 2a)). Ih > b/, then generate ade- _ ) )

pendency structure pattefh’, e, d) (see Fig. 2b)). A Figure 3: An algorithm of generating dependency structure

symbolx means that’ is introduced by interpolation. Patterns

By applying the combining operation to the given query,

all depgndency structure patterns that directly connect key- [\mm ﬂ

words in the query can be generated. The generated pat- It is important for us to have such technology

terns are guaranteed to match the dependency strubture 2 3 4 56 7 8 9

so the system returns the sentences for which some patterns

are generated. Figure 4. Dependencies for “It is important for us to have
In some cases, the user may not intend that some keywords!ch technology”

in the query directly depend on the other keywords. To

process such queries robustly, we introduce the interpola-

tion operation. This operation can generate the dependengy1 1. An example of combining operation

structure patterns which include words not occurring in the et ys consider an example of generating dependency struc-

query. ture patterns for the following query:
To avoid useless application of the operation, we intro- o
duce a cost defined as the number of occurrence of * in itis for to 1)

the dependency structure pattern. The algorithm does not )

generate the dependency structure patterns whose costs & the following sentence:
greater than a threshold.

Figure 3 illustrates the algorithm of generating dependency
structure patternsg is the threshold of costD]i, j, c] is Assume that the dependencies are as illustrated in Figure
used for recording the dependency structure patterns with.

coste for gi11 - - - ¢;. rm(d) andim(d’) are the rightmost  The first keyword “it” matches the first word in sentence
word position ind and the leftmost word position iff, re-  (2), so the following dependency structure pattern is gener-
spectively. These positions are used for checking the ordeated:

of keywords in dependency structures patterns generated. (1,¢,¢) 3)

Itis important for us to have such technology (2)
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/-\ f\ m Table 1: Precision and recall for a query “it is for to.”

Opera combines music and drama l thresholdd H precision ‘ recall ‘

1 S A 0 100.0% (17/17)] 81.0% (17/21)

1 90.5% (19/21)| 90.5% (19/21)

Figure 5: Dependencies for “Opera combines music and 2 70.0% (21/30)| 100.0% (21/21)
drama” 3 60.0% (21/35)| 100.0% (21/21)
baseline || 27.3% (21/77)| 100.0% (21/21)

Similarly, the following dependency structure patterns are
generated for keywords “is”, “for” and “to”, respectively: ~ Since3 — 2, the algorithm combines (12) and (14) to gen-
erate the dependency structure pattern:

2,¢€, 4

(2.¢.€) @ (2,¢,(3%¢,(4,¢,¢))) (15)
(4,¢€,¢) (5)  This example demonstrates that the interpolation operation
(6,2, ¢) (6) allows the generation of the dependency structure pattern in

which some keywords indirectly depend on the other key-
For the heads of dependency structure patterns (3) and (4)ord.

the dependency — 2 holds. Therefore, the following

dependency structure pattern is generated: 3. Implementation and Evaluation
The system is implemented in CMUCL The system pro-
(2,(1,¢e,8),¢) (7)  vides a simple KWIC display of the result. The returned

o ] _ sentences are classified according to the dependency struc-
Similarly, the following dependency structure pattern isyre patterns matched. Figure 6 shows a screen shot of the
generated for “for to”: system.

(4,2, (6,2,2) ®) To evaluate the performance of our proposed system, we

performed an experiment. We searched Penn Treebank
Furthermore, sincd — 2, dependency structure patterns (Marcus et al., 1993), which is annotated with phrase struc-

(7) and (8) are combined and the following dependencﬁures' The phrase structures.in the corpus are conyerted to

structure pattern is generated: depe_ndency structures by using the method in the literature
(Collins, 1999).

(2,(1,e,¢), (4,¢,(6,¢,))) (9)  We built several queries and assigned relevant sentences to

each query manually. We measured the precision and recall

This means that “it is for to” occur in sentence (2) in the of the search system for the cost threshold of 0 to 3. The

form of dependency structure pattern (9). precision and recall are defined as follows:

On the other hand, for sentences in which some keywords o the number of relevant sentences returned

do not depend directly on the others (for instance,iglt ~ Precision=

clear whether support féhe proposal will be broad enough

to a serious challenge”), the algorithm generates no depen- Recall=

dency structure pattern.

the number of sentences returned
the number of relevant sentences returned

the number of relevant sentences
Moreover, we measured the precision of the search which
2.1.2.  Anexample of interpolation operation returns the sentences including all keywords in the query in
Let us consider another example of dependency structurfge order. The recall of the search is always 100%. We call
pattern generation. The query and the sentence are as fdéi-the search baseline.
lows:

3.1. The result for a query “it is for to”

Let us consider the result for a query “it is for to.” The
Opera combines music and drama  (11)  precision and recall are shown in Table 1. Wher- 0,

the system achieves high precision and recall, and all the
dependency structure patterns that the system generated are
the same as the example of Section 2.1.1. The relevant sen-
tences for which the system does not generate the depen-

combines and (20)

The dependencies are as illustrated in Figure 5.
For “combines” and “and”, the following dependency
structure patterns are generated:

(2,¢,¢) (12) dency structure pattern with cost 0 have the dependency
o structures where “for” depends not on “is” but on a com-
(4,¢,¢) (13)  plement. However, these relevant sentences were able to be

. ) found by using the interpolation operation.
Since neithe2 — 4 nor4 — 2, no dependency structure

pattern is generated by the combining operation. 3.2. The result for a query “combine and”
By applying the interpolation operation to dependencyl et us consider the result of a query “combine and.” The
structure pattern (13), the following pattern is generated: precision and recall are shown in Table 2. No relevant sen-

(3*,e,(4,¢,¢)) 14 http:/ww.cons.org/cmucl/
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Figure 6: A screen shot of the system

know the instance opreposition from the result (in

Table 2: Precision and recall for a query “combine and.”

[threshold || _precision | scall | tlhr:s example, most words matchipgeposition were
0 0.0% ( 0/ 2)[ 0.0% ( 0/11) '
1 55.0% (11/20)| 100.0% (11/11) 4. Conclusion
2 42.3% (11/26)| 100.0% (11/11) This paper presents a corpus search system based on de-
3 32.4% (11/24)| 100.0% (11/11) ;
baseline || 24.5% (11/45)| 100.0% (11/11) pendency structure. The system autgnjatlcally generates
dependency structure patterns by utilizing corpus anno-
tated with dependency structures so the user needs not
to construct a structural query. The experimental results
Table 3: Precision and recall for a query “have demonstrated that the system achieves high precision cor-

preposition mind.” pus search.
| thresholdd || precision | recall l We would like to evaluate the system performance from the
0 100.0% (10/10)| 90.9% (10/11) viewpoint of not only the precision and recall but also the
1 73.3% (11/15)| 100.0% (11/11) usability.
2 61.1% (11/18)| 100.0% (11/11)
3 61.1% (11/18)| 100.0% (11/11) Acknowledgments
baseline || 50.0% (11/22)| 100.0% (11/11) This work is partially supported by the Grant-in-Aid for

Young Scientists (B)(No. 17700145) of JSPS.
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