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Abstract
This paper offers a comparison of two resourcesfaish adult learners of English. The first hagrb designed for Polish-English
Literacy Tutor (PELT), a multimodal system for figne language learning, as training input to speedognition system for highly
accented, strongly variable second language speBuoh second corpus is a task-specific resourdgrkss in the PELT framework to
investigate the vowel space of English producedoles. Presented are linguistically and technobilyi challenging aspects of the
two ventures and their complementary character.
The platform for developing the PELT system is the
1. Introduction Colorado Literacy Tutor, developed by the Center fo

Development of a pronunciation tutorial system foroPoken Language Research (CSLR) (Cole, 1999; Gole e

Polish adult learners of English required annotajgekch al., 1998, 19_99' 200_3) U_r_liversity of Coloradlo, Bied a
corpora of English produced by Polish speakerscomprehensive, scientifically-based reading program
Educational and technological requirements of secondeSigned to teach children to read by interactinith &
language teaching and learning were the motivatipn Vitual tutor and through interactive books prowgli
create two new, high quality resources: the Pdisblish contextual feedback, reinforcement and individwadiz

Literacy Tutor (PELT) corpus and the diphthong emrp Instruction. The technology developed for the Catir
allowing for investigation of typological differeas Literacy Tutor involves automatic speech recognitio

between phonological systems of English and Polisie dialog systems and animated agents. The PELT rayste

Iy he CSLR’s speech recognizer SONIC (Pellom &
PELT corpus has been developed specifically toesasva  US€S t _ .
training input to the Polish English Literacy Tutehich ~ Hacioglu, 2003; Zhang, Pellom & Hacioglu, 2001).
is multimodal and multilingual tutorial system frareign ~ R€cognizing second language speech, in this calgshPo

language learning, requiring a specific speechgeiion ~ 2ccented English, is ‘a difficult task, because ighh
sys%emg dealing 3vith qhighl?/ acc?ented, gtrongglﬂ\biﬂa variability of accented speech. Therefore, siméarthe

second language speech. The PELT corpus is thusPgocedures are to the ones we applied when wording

general corpus designed to investigate all basitufes of Polish Literacy Tutor, which is system for nativeligh,
Polish English required by PELT. The diphthongpisr the PELT system aimed foreign-accented speechre=qui

is a specific corpus designed to examine the quiakt MO'e adaptations to the specific requirements ofidm,

and quantitative features of British English digtgs Strongly accented speech with a high degree of
produced by Polish learners. It has been develdped interpersonal variability. The Polish Literacy out
supplement the PELT corpus on the one hand anti®n tinvolved annotations of speech at the sentencel,leve
other hand to answer specific phonetic questiotaing forpgd-ﬂme-ahgngd phonenc annotation, _ recognizer
to diphthongs in order to boost pronunciation fragnby ~ r@ining and defining visemes, whereas the PELStesy
giving precise information about diphthong-relatzdors Wil add.|t|(_)nall)]( requwg deal;]ng W'Bh d";g&m
and inform second language phonetics and phonoI0(33}“"‘""0&”St'CS of accented speech depending of
research. Both corpora consist of read speechubecat f Ignguage prqf|C|ency of the learner, and aligrimghly
this stage in development spontaneous speech vixawiel variable acoustic features to phpne_mes.

too many degrees of freedom. Moreover, the Polish- After presenting the. mot|vat.|onal backgrou'nd to
English Literacy Tutor is designed mainly as a flegd creating the two new Polish English corpora, corimgar
and pronunciafion-oriented tool, so as the inputtte  Olish and English phonology and describing Pdiglis
speech-recognizer read speech was needed. lasbeot (English with Polish accent) pronunciation, corpus

a diphthong corpus, read speech was also moreabisir collection procedures in the two cases will be qanwd_.
as, by controlling for the contexts, constructedtsaces N€Xt, the system of annotation, based on the pusiyo

used as stimuli allow for focusing on a particulardiscussed features of Polglish, will be presentede

pronunciation problem. Therefore, though rootecoire  |atter will be followed by the description of thindings
project, the two corpora have different levels ofls: about Polish English pronunciation on the basitheftwo

PELT has mainly technological applications, wherge ~ COrPOra. Finally, the necessary next steps towahes
diphthong corpus serves second language phonetits alraining of the S.O”'C recognizer on the collectedhas of
phonology research. Both corpora could be of éstero a  F0l9lish data will be discussed.

wider audience because of the solutions used for ..

collecting and analyzing the second language speath 2. Motivational background

on the one hand, and a reusable format adequate for The motivational background to designing the caapor
examining different phonetic phenomena on the otheand presenting them to the public is rooted in asgde

hand. oriented, technological and educational requiresasft
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foreign language teaching and learning. PELT cerigu distributional differences. For example, Polish kiac

the first comprehensive corpus of Polish Englishegfn, dental apical fricatives while it has dental lanhina

and the diphthong corpus is the first corpus of [Bhg obstruents; the distribution of a velar nasal mtrieted to

spoken by Polish speakers designed to examinedifispe homorganic pre-velar-stop contexts. Finally, on a

phonetic phenomenon. The goal is also to integiladée universal dimension, Polish is unmarked with refessto

corpora into a comprehensive set of high qualispueces the process of word final obstruent devoicing, &l as

in the area of Computer Assisted Language Learningnterconsonantal voice agreement.

specifically multimodal tutorial systems. On the bases of those features we have drawn the
following predictions. A Polish learner of English

Polish-English corpora presented in this paper werpredicted to have pronunciation problems stemmiogf
needed in the context of scarcity of data basedhtm all the above mentioned discrepancies between dkishP
language combination. There are no English corfiigra and English sound systems. The resulting errodseitiier
Polish learners in the Linguist List collection.ut®f four  be directly L1-induced (i.e. caused by the intexfere of
existing corpora of English produced by Polish heas, the system-adequate features of Polish), or cabogetie
two are devoted to written language only: PICLEIGho type-specific or universal processes.
sub-corpus of the International Corpus of Learnaglih, An example of a typical L1l-induced error is the
contains 330,000 words from over 500 essays) ansubstitution of some Polish dental or labio-dental
PELCRA (Polish and English Language Corpora forobstruent (fricative or stop) for the English apidantal
Research and Applications) project has a Polistrieza fricative. The typological rhythm difference lea@dsnong
English Corpus, which has about 500,00 words ahlera  others, to the inability to reduce unstressed vewasl well
data. Although another two corpora are devotesptiken as the difficulties in stress placement. Word-final
language, they are small and inadequate for examini obstruent devoicing is probably the most notorious
diphthongs. The first corpus of English spokenFmfes characteristics of Polglish, and predictably so¢sithis is
was created by Sylwia Scheuer (1998) for the pwpmds a universal phonological process reinforced in $Poli
her Ph.D. thesis investigating segmental pronuiotiat speakers by the system-adequacy. The above are only
errors by Polish learners of English and it cossist 2 illustrations of the predictable mispronunciations
hours of transcribed spontaneous speech and reddtag English by Polish learners, since a systematic esuiig
by 13 first year English majors. The second corpfis not possible within the scope of this paper. Fer ieeds
English sentences read by Polish learners withim thof PELT the most representative selection of Psihgli
Polish Literacy Tutor project so far includes dfatan 116  errors has been made, with a view to sensitivize th
learners each reading about 50 sentences. Théhdigh recognizer towards those features which constithee
corpus has been designed as a part of this cafpusgh  most perceivable traits of the foreign accent irdisho
detailed phonetic tagging is not planned for ott@mpus learners of English.
components and the other corpus components are not
controlled for segment types and contexts. Alsbjects 3.1. Predictions related specifically to
taking part in the project recordings exhibitedfetiént diphthongs
levels of proficiency in English, which would make — tne aim of the diphthong corpus is to provide
generalizations about ~their diphthong production§nsrmation about the new vowel space of Polishrees
difficult. .T_herelfore, It was dec'ded that to rgaltthe goal English, specifically about acoustic propertie$
of examining diphthong prodyct|ons by Polish Ie@ng English diphthongs produced by Poles. Polish duoss
new corpus of read-aloud, isolated sentences waust 56 giphthongs, though it has vowel plus glideiseges
specific requirements was needed. comparable to English rising diphthongs, but not to

centering diphthongs. Predicted are non-nativepgntes
.. . . . of formant and timing relations and systematicedéhces

3. Examining Polish English phonetics in alternations applied to: simple vowels vs. dijgs,

In Dziubalska-Kotaczyk et al. (in press) we spedfi rising vs. centering diphthongs and initial vs.afiphases
the phonological features which are different itigtboand  of diphthongs. The diphthongs containing schwa are
in English. They concern: rhythm, segmental ingent likely to be especially difficult for Polish leamsebecause
and devoicing. Polish is not stress-timed. As sulte of both qualitative and quantitative reasons. Mueg,
vowels tend to maintain their quality and they meguce the #fo/ and /es/ diphthongs are especially likely to
to schwa (or be devoiced or deleted) only wherundergo j/ breaking and theué/ is likely to undergow/
phonostylistically conditioned. Other important thwy-  breaking. Glottal stops are likely to precede winital
related differences concern: word stress — in Rdtiss  diphthongs, because they precede word-initial veviel
fixed on a penultimate syllable, and consonaniadters — Polish. Vowels before nasals are heavier nasalired
Polish is much richer in clusters in all word pasis than  Polish than in English, so it is predicted that the
English. Secondly, Polish is not weight-sensitimeither  diphthongs before nasals are likely to be overlyatiaed.
in terms of vowel quality nor syllable weight. Isa does English diphthong plus nasal sequences are predicte
not appreciate diphthongs. Thirdly, the segmentabe realized as a vowel plus semivowel plus nasal
inventory of Polish is much nearer to the averagjaire sequences. Nasal vocalization, i.e. the substitutif a
between vowels and consonants (ca. 6 to over 2@asal semivowel instead of a nasal sound occursrdef
according to Maddieson (1999)) than English. Asdar fricatives in Polish, and it is predicted that tisisocess
system adequacy is concerned, the inventory ofsPRoli will be transferred to English. It will be intetaw to see
vowels is entirely different from the English omghile in  whether the sequence in English gets realized \asne!
consonants, there are some important systemic hsasve plus a semivowel plus a nasal semivowel pluscafie,
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or whether the whole semivowel part is heavily fiasd  system environments. A dedicated user-friendlyrfate

and uniform in quality. Moreover, nasal vocalipas are was added to a simple recorder based on MCIWin

predicted to appear more often in unaccented pasitas  functions. Audio files were checked for misreadings

these are more prone to lenitions. repetitions etc. as they were elicited, and if ssaey the
speaker was asked to repeat a sentence. The PELT
database was annotated by a group of studentsgiisEn

4. Corpus characteristics who completed a two year course in English phosetic
They were supposed to listen to the recordings,peoen
4.1. PELT corpus them to all its acceptable native readings and tat@dahe

The description of the PELT, with a different focus differences by means of a predefined tagging ramati
corpus has already been presented in Dziubalska®!! accgpt_able native readings” were und_erstoodaﬂs
Kotaczyk et al. (in press). The PELT corpus, ainad pronunciations a<_:cepted by (_eduqated_ native sp_eaﬁers
training the recognizer to recognize accented d$peedne standard variety of English identical to theiety
depending on the level of proficiency, includesoreings ~ declared by the subject in the interview that pdecethe

of more speakers than corpora for speech recog;nizerrecord'”g session, i.e. Recelved. Pronunciation (BP)
dealing with native speech recognition. It hapdisen General American (GA). We additionally assumed ghes
necessary to record learners of different levels ofacceptable native readings” to be produced without
advancement. The number of speakers declaririgea g disfluencies and noises. The taggers were instiutie
level of advancement in English has been contrpled refer to pronunciation dictionaries in the.casedonbt
since the general level of English does not closely’hat forms are acceptable. For the recording postacd
correspond to pronunciation skills, the speakert bé annotations an XML format was_used. Itis antlcmh_lhat
divided into proficiency groups by means of statéit the learner corpus resource will b_e Qdapted foride w
tests performed on the number and quality of erfoey ~ @nge of teaching and speaker applications.

have made. The speech of any user beginning tdhase
program will be compared to the group charactessaind .
the users will thus receive pronunciation trainatgthe ~ 4-2-  Diphthong corpus

appropriate level (cf. Jassem & Grygiel 2004). Gsrp The corpus was designed with the requirement of
collection has so far been based on sentences vaidh including British English diphthongs (initially fro the
been used for recording native American EnglishRP vowel set) in a variety of contexts. The foais
speakers. These prompts were designed to ensuigsearch are diphthongs as they are complex vowels,
maximum diversity of phonetic contexts when elidite Which do not exist in the Polish phoneme set. dPois
from native speakers of English, and as a resalf iso  known to have vowel + semivowel sequences, but® h
contained the maximum range of contexts a foreigmeither vowel duration distinctions nor vowels whiare
learner might have problems with. The recordinghade  qualitatively identical to the ones appearing ingksh

so far included only read speech, as spontaneaesB@mt diphthongs. Therefore the research on diphthoriigsso
this stage of recognizer training would be too aflé. possibility of examining the interplay of substitins of
Currently there are recordings of 116 speakersiifed in  qualitative and quantitative features, and models f
the corpus. Each speaker recorded 50 sentencéssefc capturing the status of vowel plus vowel combinadigl)

of sentences being different for each speaker. Thé English as diphthongs, and (2) in Polish as semél
speakers controlled the tempo of recordings therasel plus vowel sequences. This controlled corpus alittw

and were allowed to repeat a sentence if they wishelo  examining acoustic correlates of diphthongs, priopeof

so. 85 females and 31 males were recorded. Spéakers diphthong formants and timing, differences betwesing
ranged from 16 to 43, with the mean age 21,9 yaads and centering diphthongs, any specific differenicethe
standard deviation 4,4 years. Speakers were ctedrfr  initial and final phases of diphthongs and charésties

the level of English: 24% were intermediate, 62%ave of timing relations in comparison to syllable sture.
advanced, and 14% were proficient learners of Bhgli The corpus design constraints were as follows.htEig
71,6% declared to have been learning British Ehglis British English diphthongs were taken into accouat;
accent, 27,6% American English accent, and 0,9%e werl, 9L U, au, 1, €3, val. The conditioning criteria
hesitant. Subjects were also asked to name gedgahph considered were: quality, duration, degree of nzaon,

regions they came from and other foreign langualgeg and occurrence of gIottaI_ stops before thga dipkgbon
spoke. The entire PELT corpus: sentences, labéiies There were twelve conditioning contexts in whidte t

and technical specifications, is approximately B in diphthongs were tested: word-initial, word-finagfre a
size and contains a total of’ 6032 files, correspundo voiced obstruent, before a voiceless obstruentprbea

: ; ; nasal consonant, and before a nasal consonanivéallbdy
14h 37min 37sec of running speech. The recordiveye N ' L X
recorded, annotated and stored following EAGLES. fricative, and each of these conditions was destea

: - . . stressed and unstressed position. Prosodic eriteere
(Gibbon, Moore & Winski, 1997) and (Gibbon, Mertifis ;
Moore,  2000), IMDI (http://www.mpi nl/ISLE also taken into account and the occurrence of tbelsv

i ; containing the examined diphthongs was controllfxt
and OLAC (http://www.language-archives.grg/ gress position in a sentence, and the sentences we

recommendations. The recordings were recordedyusinontrolled for rhythmic units and length. Al the

Edirol UA 25, one channel, 24-bit resolution, artil@0  examined diphthongs occurred in actual words emiedd
sampling frequency. Recordings were performed in @ sentences.

quiet office in order to obtain realistic data fautorial
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Eight diphthongs multiplied by twelve conditioning  There were 7277 errors found in the databse.
contexts give the number of 96 combinations. Duthe Presented will be the percentages of ten error stype
non-existence of real words satisfying some ofaheve referring to consonants, vowels and other errdrise ten
conditions, out of potential 96 diphthong-contextphonetic error types have been grouped into sevaorm
combinations, 29 cases could not be examined. nbhe categories: five consonant error categories, onegoay
existent diphthong environments were predominantlfor all vowel error types and one category for ottypes
centering diphthongs in nasal contexts. Each exist of errors.
combination appeared once in the set of sentences The first consonant error category refered to thiarv
recorded by the subjects. nasal §/. In Polish the velar nasal is always followed by

30 subjects (15 females, 15 males) were recordeah oral velar stopk/ or /g/. In Polglish the following
reading the sentences. All the subjects spokeiéingt erroneous realizations of the Englishy/ / were
an advanced level, but none of them had ever redeiv encountered: gk, ng, n/ both word-finally and word-
pronunciation training or had been to an Engliskaging medially. The velar nasal errors amounted to 5%ulbf
country for more than a month. All the subjectseireed  phonetic errors. The second consonant error category
instruction in British English. included voicing errors: word-final obstruent desing,

The recording scenario involved diphthongs embeddete. big */bik/, and regressive assimilation of voicing in
in 61 sentences, each read three times by eaclecsubj consonant clusters, e.@bsent */'apsont/.  Errors in
Subjects were instructed to read the sentencesiatraal  voicing amounted to 33,4% of all phonetic errorShe
speed and in an affirmative style. The subjectgrotied third type of errors consisted in repairing a wéird
the tempo of recordings themselves and they wévevedl  consonant cluster likeft/ or /dzd/ by inserting a schwa,
to repeat a sentence when they wished to do soe Tle.g.attached*/a'teetfot/. Such errors amounted to 0,2% of
sentences were displayed on the computer screem inall phonetic errors. The fourth category of corstun
random order. The recordings were collected iruigtq errors referred to changing the place of articatatof a
office environment with 22050 Hz sampling frequencysound, e.g.&/ — /s/ or /t/, as inthin */sm/, and it covered
and a 16-bit resolution. 11,2% of all phonetic errors (N.B. the category diot

The data were hand-annotated with Praat, usinipclude velar nasal errors ag+/n/). The fifth and last
SAMPA phonetic alphabets for Polish and Englisithwi consonant error category referred to changing thenar
an orthographic tier, and then with a tier contagni of articulation of a sound, e.gf/+/tf/, as in cliché
segments of interest and their contexts. Thesee wet/'kli:tfer/, and it covered 0,7% of all phonetic errors.
annotated with broad and narrow transcriptions tred The vowel error category covered all possible vowel
canonical British English transcription was alsdetbfor  error types, ranging from vowel quality and quantit
each word containing a diphthong of interest. $amthe errors as irhid */hi:d/, especially in the case of schwa as
corpus is, thanks to its precisely controlled patars it is in cater */'kerter/, overly nasalized quality as in bend
significantly informative with relation to the Engh  */betind/, monophthongization of a diphthong as in or
diphthongs produced by Polish learners of Englisthits  diphthongization of a monophthong, to diphthong
usefulness for other kinds of phonetic researchpitmt  breaking as inier */tda/. The diphthong errors amounted
studies is also foreseen. The corpus is storéderXML  to 31,8% of all phonetic errors.
format, with TASX specifications. The corpus caa b The category covering other phonetic errors inalude
obtained in a CD-ROM form by writing at errors connected with stressing words and mixinggtias
abogacka@ifa.amu.edu.pl. of English. Word stress errors related to stptasement

errors as inastronomy*/@stro'nomi/ and reduction of
secondary stress, e.g.impartially  */mmpofi'eli/.

5. Observed pronunciation mistakes Inconsistent use of British and American Englisiceat
as inafter */efto/ instead of/'a:fto/ or /'eftor/. 17,7% of
5.1. PELT corpus all phonetic errors were produced in this category.

) r ) Non-phonetic departures from the acceptable native
This quantitative summary reports on the analy$is Oreadings included word-level errors, disfluenciestarts
100 transcripts read and recorded by 100 subjeuds agznd noises.
tagged for errors, disfluencies and noises. Theoioig Word-level errors included word deletion, word
work is aimed at tagging all of the 116 transcriptsnsertion, word order error, substitution of a saript
correspondlng to 116 speakers in the database khasve \yqq by a different yet existent English word and
extending the speech database. misreadings — substitution of a transcript word &y
Departures from the transcript in the speech of thgjtferent and non-existent word assuming this stuiin
subjects were divided into phonetic and non-phenetiyyas not motivated directly and solely by the phimet
ones. . . . difficulty of the transcript word but by not knovgrwhat
The list (_)f phoneUp errors was compiled on theidas jt means or just wrong reading of the transcripthe
of two empirical studies (Sobkowiak, 2005; and drye  gtatistics from the total of 1478 word-level errobserved
Jarostaw Weckwerth, private communication). Theg a5 follows: deletions — 23,2%, insertions — 28,4vord

number and type of errors to be used in the arinotaf  orger errors — 0,5%, misreadings — 33,4%, subistitst—
PELT was, on the one hand, a result of a compromisgg 5o

between the predicted discrimination and clasdifica Disfluencies included pauses, hesitated chunks and
power of the speech recognizer trained on the datd, fjled pauses. Hesitated chunks consisted of wdrd(s
the pedagogmal_usefulness of the tool in teackinglish produced with hesitation, usually at a slower pace
phonetics to Polish students on the other. possibly with pauses within words. The set of fdlend
acknowledgements was adopted after Heeman & Allen
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(1995). Out of a total of 491 disfluencies 50,1%rev

seen as a fine grained variant of accented speech

pauses, 39,8% were hesitated chunks and 10,1% wemecognition techniques described in Ikeno et €08 or

fillers.
There were 526 restarts in the corpus.

Kumpf & King (1996). The detector, given an acousti
observation sequence and an orthographic transsrijot

Noises tagged in the corpus included aside remarksyvaluate the observation sequence using each of the

audible inhaling or exhaling, laughter, cough, #iotear,
sniffing, steps, etc.
observed.

5.2. Diphthong corpus

The corpus is still being statistically analyzedt the
qualitative analysis of the diphthongs in the carfas
been confirming predictions of the phonological teys

comparison and broadening the current knowledgeitabo

Polish-accented English. English diphthongs preduay

Polish learners have component qualities similar to
There are nBecause of the careful design, documentation and re

respective Polish vowel counterparts.

acoustic and pronunciation models. The resultingrex

There were 544 cases ofesois for each model will allow to measure the intensity

pronunciation error by comparing the score of there
model to the score of the native English model. fhar
purpose of scoring comparable additional normabnat
factors need to be extracted from the acoustic and
pronunciation models. The implementation basis tfer
project is Sonic continuous speech recognition esyst
developed at CSLR (Pellom, 2001).

7. Discussion

dgration differences petween word-final dip_hthongsusable format, the corpora are suitable for furthiwt
diphthongs before voiced obstruents and diphthongstudies research and applications in a variety rafew

before voiceless obstruents (N.B. syllable-finaliced
obstruents are all devoiced). Sentence-initiahttipngs
are preceded by glottal stops. Annotation of diphgs in
nasal contexts is especially difficult, becausenafened
bandwidths, which make the vocalic parts less miittre,
the lack of a vowel following a nasal, which wouwltiow
for relying on vowel formant transitions on bottdes
when determining the quality of the nasal, naskdases
being only optional and the first formant beingeoiftthe
only visible one. Diphthongs are heavily nasalizgubn
followed by a nasal. Schwa in the nasal plus fiiea
context, when the nasal is vocalized, is more yikel be

researched areas of Polish-English learner-perfocma
beyond the original goal: phonetic research incigdi
intonation research, rhythm, spectral charactessti
fluency research (variation in the number of paulesmth

of pauses, ratio of pause duration to total dunatime
and speech rate), speech recognition evaluaticalytim
work in speech synthesis and in the development of
language instruction materials which are sensitivé.1-
based errors. The corpora provide evidence fongto
and phonological research as they include sounds of
English in a wide variety of well-defined contexts,

substituted byd/ than in the case of non-nasal contextsProduced by leamners at different levels of advarer.

Additionally, if a nasal is followed by a fricativéh most

The ultimate verification of the predictions willome

cases the nasal is deleted, and the diphthong reith0m implementing and using the corpora.

remains nasalized, or just its second part is gubsd by

a nasal semivowel. The observed patterns of ptmauc

of a diphthong plus a nasal and of a diphthong aloasal
plus a fricative vary depending on a diphthong, hore
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