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Abstract

We propose a method that uses information from WordNet glosses to assign semantic tags to individual word meanings, rather than to
entire words. The produced lists of annotated words will be used in sentiment annotation of texts and phrases and in other NLP tasks.
The method was implemented in the Semantic Tag Extraction Program (STEP) and evaluated on the category of sentiment (positive,
negative or neutral) using two human-annotated lists. The lists were first compared to each other and then used to assess the accuracy of
the proposed system. We argue that significant disagreement on sentiment tags between the two human-annotated lists reflects a naturally
occurring ambiguity of words located on the periphery of the category of sentiment. The category of sentiment, thus, is believed to be
structured as a fuzzy set. Finally, we evaluate the generalizability of STEP to other semantic categories on the example of the category
of words denoting increase/decrease in magnitude, intensity or quality of some state or process. The implications of this study for both
semantic tagging system development and for performance evaluation practices are discussed.

1. Introduction

Most tasks in NLP require extensive lists of words accu-
rately annotated with various types of semantic and syntac-
tic information. Such annotation usually spans the whole
lexicon of the natural language and represents an onerous
and often prohibitively expensive task for the researchers.
The attempts to automate the task of semantic tagging pro-
duced mixed results in comparison with the results of hu-
man annotation '. This paper addresses both parts of this
process — the semantic tagging and the evaluation of its re-
sults, which present a substantial challenge to researchers.
First, we propose a method that uses WordNet (Fellbaum,
1998) glosses as a special type of text that can be used
to extract sentiment information about the words and as-
sign sentiment tags (positive, negative or neutral) to these
words at the level of individual meanings (rather than en-
tire words). Second, we evaluate the performance of this
method on two human-annotated lists that are compared
to each other and then used to assess accuracy of the pro-
posed system. Finally, we evaluate the generalizability of
the proposed approach to other semantic categories on the
example of a relatively unexplored category of words de-
noting increase/decrease in magnitude, intensity or quality
of some state or process (thereafter “I/D category”). The
implications of this study for both semantic tagging sys-
tems development and for performance evaluation practices
are discussed.

2. Sentiment Tagging System

Sentiment annotation of phrases and texts has attracted sub-
stantial interest in the recent years (Das and Chen, 2001;
Pang et al., 2002; Pang and Lee, 2004; Turney and Littman,
2002; Yu and Hatzivassiloglou, 2003). One of the common
approaches to this task is based on computing the average
sentiment for the words in a text. This method relies on
lists of words tagged with positive or negative sentiment.
Several manually annotated lists have been produced, such

ISee, for example, (Grefenstette et al., 2006; Kim and Hovy,
2004; Thelen and Riloff, 2002).

as General Inquirer (GI) (Stone et al., 1966) and lists used
in (Hatzivassiloglou and McKeown, 1997) (HM). Strappar-
ava and Valitutti (2004) created an extension to WordNet by
manually assigning affect labels to WordNet synsets based
on the theories of emotion representation. These manual
lists, however, are incomplete and efforts continue to find
an algorithm to annotate words with sentiment information
automatically (e.g., (Esuli and Sebastiani, 2005; Kamps et
al., 2004; Turney and Littman, 2003)).

Automatic methods of sentiment annotation at the word
level employ different techniques that can be grouped
in two categories: (1) corpus-based approaches and (2)
dictionary-based approaches. The first group includes
methods that rely on syntactic or co-occurrence patterns
of words in large texts to determine their sentiment (e.g.,
(Grefenstette et al., 2006; Hatzivassiloglou and McKeown,
1997; Kim and Hovy, 2004; Turney and Littman, 2002;
Yu and Hatzivassiloglou, 2003) and others). The majority
of dictionary-based approaches use WordNet information,
especially synsets and hierarchies, to acquire sentiment-
marked words (Hu and Liu, 2004; Strapparava and Vali-
tutti, 2004), to create training sets for automatic sentiment
classifiers (Esuli and Sebastiani, 2005) or to measure the
similarity between candidate words and sentiment-bearing
words such as good and bad (Kamps et al., 2004). The
reported accuracy of automatic systems for sentiment tag-
ging of words ranges from 62% to 92%, depending on the
method used to assign the tags, the part of speech, the inclu-
sion/exclusion of “difficult” cases, and the evaluation meth-
ods.

Since different meanings of the same word may bear dif-
ferent sentiment (e.g., positive and neutral) the aggregation
of sentiment information at the word level may lead to sys-
tem errors (cf. ambiguity of It’s now time to change the
negative image to a positive). In order to address this lim-
itation, we have developed a Semantic Tag Extraction Pro-
gram (STEP) that uses WordNet glosses and synonyms to
extract sentiment information about the words at the level
of individual meanings. STEP is a two-pass system: it starts
with a small seed list composed of adjectives, nouns and
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verbs that are common markers of positive or negative sen-
timent in all their meanings (38 words in the experiments
reported here). At the first pass, synonyms and antonyms
of all the meanings of these seed words are retrieved from
WordNet 2. The synonyms are deemed to bear the same
sentiment, antonyms the opposite sentiment. The result-
ing 227-word list is 85% accurate compared to GI and 97%
accurate compared to HM 3. Since glosses leave little op-
portunity for word-sense disambiguation, highly ambigu-
ous words (e.g., right) were added to the stop word list to
reduce the noise at the next pass. The resulting list was
then used as input in the second pass that retrieves from
WordNet all the words that contain these seed words in their
glosses. Dictionary definitions are an important source of
information about semantic features of words. We argue
that the presence of sentiment-bearing words in glosses is
a good indicator of the sentiment of the head word. In or-
der to address the use of negations, common in dictionary
definitions, we included a negation heuristic based on the
simplified assumption that the scope of negation covers all
words that follow the negative word in the same gloss and
their sentiment changes to the opposite. The second pass
generated a list of almost 5000 words that included nouns,
verbs, adjectives and adverbs.

3. Results and Evaluation

STEP was evaluated on two manually annotated lists: GI
and HM. Before the system performance was assessed,
however, we tested the reliability of the selected lists as
gold standards for system evaluation by comparing them to
each other. The comparison revealed strikingly low inter-
annotator (or, rather, inter-list) agreement: only 78.7% of
the 744 adjectives found in both lists were assigned the
same tag, while 10 words were assigned the opposite senti-
ment. This suggests that the high rates of inter-annotator
agreement often reported for a given list may be the re-
sult of annotator training to code particular cases in a cer-
tain uniform way, rather than a reflection of convergence
of different annotators’ linguistic intuitions. High rates of
agreement among team-trained annotators, thus, represent
an adequate measure of coding consistency throughout the
list, but may not be an adequate representation of the actual
inter-human variability in word/ phrase interpretation.

The relatively small size of overlap between the two manual
lists (only 52% of adjectives from HM were found in GI)
signals another limitation of evaluation of semantic labels
— the impossibility to assess recall and precision due to
limitations in coverage of manually annotated lists . Thus,
the performance of STEP was evaluated only using accu-
racy on the intersection of the list produced by the system

>WordNet relationships, especially synonymy, have been used
by many researches as a source of information about word’s senti-
ment (Kamps et al., 2004) or to extend the list of annotated words
(Esuli and Sebastiani, 2005; Strapparava and Valitutti, 2004).

3Since existing manually annotated lists don’t usually differen-
tiate between senses we used word-level annotations in our evalu-
ation.

4Grefenstette et al. (2005) demonstrated that intersection be-
tween two manually annotated lists may be as small as 22%.

with the gold standard (GI or HM). The results of STEP
evaluation vs. GI and HM are summarized in Table 1.

While sentiment tags are assigned by STEP at the mean-
ing level, for the evaluation purposes we had to go up to
the word-level annotations because there is no manually an-
notated resource that provides sentiment annotations at the
meaning level °. This limitation of the available manually
annotated lists can influence the results: many words have
both sentiment-marked and neutral senses that have to be
aggregated to one sentiment-marked or neutral tag with a
substantial loss in overall accuracy of the annotation.

List STEP vs. Glvs.
source GI [ HM HM
Intersection size 623 188 744
Accuracy WITH neutrals 66% 78.7%
Accuracy WITHOUT neutrals | 88% | 91% © | 98%

Table 1: Accuracy on the intersection: STEP vs. GI and
HM.

The intersection with both GI and HM was small: 623
words overlapped with GI and 188 with HM. The errors on
positive-neutral and negative-neutral boundaries accounted
for the bulk of system errors and almost all of the disagree-
ment between the two human-annotated lists. This suggests
that the boundaries between the coding categories (posi-
tive vs. neutral vs. negative) are fuzzy and both humans and
computer systems show much smaller rates of agreement
on positive vs. neutral or negative vs. neutral distinctions
than on positive vs. negative labels. This problem is ad-
dressed by Turney and Littman (2003), Grefenstette et al.
(2005), Kamps et al. (2004) by setting a scoring threshold
below which words are deemed neutral. Elsewhere, we also
proposed an approach based on fuzzy logic (Andreevskaia
and Bergler, 2006).

Table 1 also shows the accuracy for the intersection be-
tween the two manually created word lists compared to
each other. The overlap of human annotations in GI vs.
HM was only 78.7% (when neutrals are taken into account),
which suggests that at least for some semantic categories
(such as sentiment) the rate of inter-annotator agreement
cannot be expected to be high, unless the annotators are
trained to code similar cases in a uniform way. This obser-
vation may have important implications for the evaluation
of semantic tagging systems.

4. Exploring system generalizability on the
“increase/decrease” category

While STEP was initially developed for the task of extrac-
tion of sentiment-bearing words from WordNet glosses, the
method has some appeal for the analysis of other seman-
tic categories as well. In order to assess the generalizabil-
ity of the proposed system, we have applied STEP to the

5In a small number of cases GI gives multiple entries for the
same word, but it is done only occasionally and these entries do
not correspond directly to WordNet senses.

SHM does not contain neutrals therefore we can compare only
accuracy of the tags on sentiment-bearing words.
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task of extraction of words belonging to a different seman-
tic category — to the category of increase/decrease in mag-
nitude, intensity or quality of some state or process (“I/D
category”).

We have chosen this category mainly because such words
are known to interact with the category of sentiment
by escalating the intensity of the sentiment conveyed by
sentiment-marked words (the words with “increase” se-
mantics) or by reversing the sentiment expressed by these
words to the opposite (the words with “decrease” seman-
tics). This interaction can be seen from the following two
examples:

The diet increased her suffering

increased <I> + suffering <NEG> = <NEG>
The diet reduced her suffering

reduced <D> + suffering <NEG> = <POS>

This property makes the study of the I/D category partic-
ularly relevant for sentiment tagging research. The impor-
tance of the effect of the words with I/D semantics on the
sentiment of phrases and texts is emphasized in the growing
literature on valence shifters ’ (Polanyi and Zaenen, 2006)
and appraisal modifiers (Whitelaw et al., 2005).

The category of I/D has some structural similarities with the
category of sentiment. First, both categories have a ternary
structure, where the extremes of positive and negative or in-
crease and decrease are separated by the words with neutral
semantics (non-positive and non-negative or non-increase
and non-decrease). Second both categories appear to have
fuzzy boundaries separating the extremes from the neutral
words. For the I/D category, such fuzziness comes from
the presence of a group of words that denote a change of
state without any indication of direction (e.g., change, al-
ter, move, etc.). Such words, however, are able to acquire
the direction from their context, for example,

Training has changed his performance.
Injury has changed his performance.

Another challenge in the annotation of some I/D words is
that the same word can be defined sometimes as “increase
in A” or as “decrease in B”, where “A” and “B” are con-
versives or words denoting inversely related processes, for
example, compression can be defined as a decrease in vol-
ume or as an increase in density or pressure. Such factors
blur the boundaries within the I/D category and are likely to
have a negative effect on STEP accuracy and on the agree-
ment between human annotators.

Given the early state of research on the I/D category and
valence shifters, no extensive lists of I/D words (similar
to GI and HM lists of sentiment-marked words) are cur-
rently available. A notable effort towards the development
of such lists was made in GI where 183 words of differ-
ent parts of speech were annotated with Increas or Decreas
tags. The 183-word list, however was too short for adequate
system evaluation. The evaluation set for I/D category was

"Valence shifters can be defined as words that can modify the
sentiment expressed by a sentiment-bearing word. They include
negatives, intensifiers, modals, presuppositional items, irony and a
number of discourse based elements (Polanyi and Zaenen, 2006).

then constructed by combining 11 categories of words with
I/D semantics drawn from the 1911 edition of Roget’s The-
saurus. The 11 included categories are: Increase, Decrease,
Addition, Non-addition/Subtraction, Expansion, Contrac-
tion, Improvement, Deterioration, Overestimation, Under-
estimation and Accumulation. These categories were iden-
tified by matching the list of 183 I/D words from GI to
the full set of words in (Roget, 1911). The Roget cate-
gories with more than 5 word matches were then selected
and manually screened to ensure that all the words in these
categories indeed had the I/D semantics. The resulting eval-
uation set contained 916 words (excluding phraseologic
expressions) with semantics of increase or decrease and,
hence could be used for STEP results evaluation (under
“neutrals excluded” scenario) 8.

Table 2 compares STEP performance on the categories of
sentiment and I/D.

Sentiment: | I/D: STEP

STEP vs.GI | vs.Roget
Intersection size 623 325
Accuracy (no neutrals) 88% 80%

Table 2: Accuracy on the intersection: STEP performance
on sentiment and I/D categories.

Overall, the accuracy of STEP results on the intersection
with the evaluation sets (GI and Roget respectively) is com-
parable for the two categories: STEP performed with 88%
accuracy vs. GI on the category of sentiment and with 80%
accuracy vs.Roget on the I/D category. It is important to
note, however, that the experiments with STEP presented
here were performed on two semantic categories with sub-
stantial structural similarities. It can be expected that the
system will perform even better on semantic categories
that have clear boundaries, are hierarchically structured,
and where hypernyms reflecting the category’s structure are
used in word definitions (e.g., the words person, female,
relative in definitions of words in the semantic category
of Humans). Further experiments on other semantic cat-
egories will be required to validate this proposition.

5. Conclusions

In this paper we proposed a method for automatic extrac-
tion of words with specified semantic features from dic-
tionaries using not only synonym and hypernym relations,
but also word definitions contained in glosses. One of the
strengths of this method is its ability to assign semantic tags
at the level of individual meanings, rather than entire words,
which can allow for development of more fine-grained text
characterization systems. The method was implemented in
the Semantic Tag Extraction Program (STEP) and evalu-
ated on the category of sentiment. We assessed the general-
izability of STEP to other semantic categories by conduct-

8Since this method of the evaluation set development cannot
provide an assurance that all I/D words from Roget’s thesaurus
were identified and since a single word can be included in multiple
Roget categories, we could not treat the rest of Roget categories as
I/D-neutral (i.e., “not increase and not decrease”). For this reason,
no STEP evaluation with I/D-neutral words was conducted.
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ing experiments on the increase/decrease category. The
comparison of STEP performance on the I/D category to
its performance on the category of sentiment confirmed the
portability of STEP to other categories.

This paper also contributes to the literature on system
performance evaluation by exploring the reasons for low
agreement on sentiment tags between two independent
teams of human annotators — GI and HM (78.7% agree-
ment). We argue that a high degree of inter-annotator dis-
agreement on a given category may signal the presence of
fuzzy boundaries separating category members from non-
members.

Future research in the direction set in this paper will seek to
validate the STEP system on semantic categories with sub-
stantially different structure and to incorporate word sense
disambiguation into the STEP system. Word sense disam-
biguation module would allow us to relax the constraints
on the seed list composition and to improve the accuracy
and coverage of the produced lists. The comprehensive
lists of words covering the categories of sentiment and in-
crease/decrease will be produced using STEP and then used
as input into a system for sentiment annotation of phrases
and texts. We believe that the improvements in quality and
comprehensiveness of input into a text sentiment annota-
tion system have the potential to provide substantial gains
in accuracy of such systems.
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