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Abstract
We propose a bootstrapping approach to creating a phraskdignment over a sentence-aligned parallel corpusyrtiely concrete
treebank annotation work performed on a sample of sentepéestfrom the Europarl corpus, currently for English, EferGerman, and
Spanish. The manually annotated seed data will be used aasiwefor automatically labelling the rest of the corpusm8greliminary
experiments addressing the bootstrapping aspects aenpeds
The representation format for syntactic correspondensagarallel text that we propose as the starting pointfiooeess of successive
refinement emphasizes correspondences of major conssitthext realize semantic arguments or modifiers; languaggeplar details
of morphosyntactic realization are intentionally leftgaly unlabelled. We believe this format is a good basis faining NLP tools for
multilingual application contexts in which consistencya@ss languages is more central than fine-grained detailsdcific languages
(in particular, syntax-based statistical Machine Trainste.

1. Background and Motivation ing: To obtain parallel parsers for a group of languages, a
small section of a large multilingual parallel corpus (oa th

erature that although generally in translated texts, ther@der of 100 translated sentences) is annotated by humans

is a systematic cross-linguistic correspondence of phras‘@ﬁo have reaéjlng knowledgtla of the Ianguages w(;vglved%
structure constituents, the number of exceptions is to e annotated sentence tuples are used as seed data for

high to ignore when working with a fine-grained phrase- ootstrapping phrase correspondence patterns for the enti

structural representation. For dependency represensatio corpus, building on top of a statist.ical'word alignmgnt. The
the consensus across languages is higher (see e.g., (F Rsultmg consensus representanon is used to. train mono-
2002)). Therefore, “annotation projection” experiments mgual_pars_er.s that assign tree analyse_s following the, lea
like (Yarowsky et al., 2001; Hwa et al., 2002) typically cross—lmgwsugally oriented represerltatm,r’\ scheme.
convertthe PennTreebank-style representation from the Eﬁl’he hypothesized advgntages of a "lean” phrase-structure
glish parser into a dependency representation before “proc-Onsensus representation are:

jecting” it to a different languagé, using a statistical word e the annotation principles can be phrased in a general,
alignment on a parallel corpus. (The data in language mostly language-independent way

with the projected dependency structure are then used W@structural ambiguities in a particular language are often
train a parser fol., with noise-robust techniques.) resolved in one of the other languages

A phrase structure representation on the other hand has thehe lean format allows for relatively fast annotation
advantage that it does not enforce a commitment on what i 3 nnotations for additional languages in a multilinguat cor
the head of a group of words: most syntactic theories a||0v\bus can be added even faster

for the pOSSIbIlIFy of having Q|st|nct synt.actlc and ;ermant « for related languages, the annotator need not have full
heads, or functional and lexical heads in a constituent. Fo

. . ! . . L Command of all the languages, but can interpolate from the
|n.stan(.:e, in a clause with a periphrastic verb form I|ke' Ivarious translations in the other languages.

will arrive tomorrow”, we may say that the temporal auxil- . . . -

iary will is the morphosyntactic or functional head, but the'.the labelling sgheme IS effectlve.m a minimally super-
full verb arrive is the semantic or lexical head. If we adopt vised bqotstrapplng approach, providing robust and riliab
a relatively flat phrase structure representation, makieg t annotations for a'largle parallel corp'us -

various heads sisters of each other, the hierarchical-stru® the representation is a good basis for multilingual NLP
ture for clauses with periphrastic verb forms is identical!@©lS building on parallel corpora, e.g., statistical MT

to their cross-linguistic correspondents including coempl The last two points in particular require relatively extieas
verb forms, like the French translation “J'arriverai denfai  experiments in order to be evaluated. At this point we can
(I arrive FuT.1sg tomorrow); the only difference lies in the only present work in progress towards this goal. We antic-
number of preterminal symbols included. (Of course, otheipate that certain aspects of the annotation scheme chosen
more substantial structural divergencies across languagenay have to be adjusted to best meet these criteria.

will lead to differences in the representation.) This study is part of the long-ternT®LEMAIOS project on
Our longer-term goal is to explore whether better multi-grammar learning from parallel corpora (for an overview
lingual NLP tools can be obtained with weakly supervisedof the project agenda see (Kuhn, 2005)). Orginally depart-
learning techniques based on a “lean” phrase structure rejing from a fully unsupervised grammar induction approach
resentation, which is semantics-driven and designed witlfKuhn, 2004), one of the project goals is to explore how
the specific cross-linguistic situation in mind. The coere much implicit information about the syntax of a language
scenario for applying the scheme in the future is the follow-one can exploit from a sentence-aligned parallel corpus.

It is well-known from the Machine Translation (MT) lit-
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EN: [1 [2 On behalf of the European People 's Party; l][call [5 for a vote | in favour of that motion ]] ]
FR: [1 [2 Aunom du Parti populaire européens;ljg] demande I’ adoption [s de cette résolution] ] ]
DE: [1 [2 Im Namen der Europaischen Volkspartei ] rufedh] [+ Sie] auf , | [¢ diesem EntschlieRungsantrag] zuzustimmen ] |
ES: [1 [2 En nombre del Grupo del Partido Popular Europeo ,] soligite probaciond de la resolucion] ] ]
Figure 1: Example of annotated sentence tuple

For the work we are presently reporting, it is a consciou2.2. Annotation Work
methodological decision to start out with a preliminary an- Annotation is performed with the MMAX2 tool developed
notation scheme, annotating only relatively few corpus senpy EML Research, Heidelberg, Germawhich was origi-
tences as seed data for bootstrapping and as test data. Basgly designed for monolingual coreference annotation, bu
on these data, the usefulness of the scheme is aSSESS_%h be customized eas”y_ As a preprocessing Step, we con-
along all dimensions relevant to our project; successive reyerted the sentence-aligned parallel corpus into the appro
finements can then be made and the approach can be fgriate XML format, such that the sentence tuples are dis-
evaluated, etc., following a bootstrapping idea also at thep|ayed in a line-by-line format, which has proven highly
meta-level. adequate for the annotation task. So far, 300 sentence tu-
ples (with a length limit of 20 words) have been annotated.
2. Manual Annotation of Seed and Test Data With some experience, the average annotatior!timeforsuch
atuple (i.e., all four languages) is approx. 3 minutes.
2.1. Annotation Scheme To get a first impression of inter-annotator agreement in the

We experimented with annotation schemes of various grarracketing task, a subset of 39 sentence tuples was anno-
ularities. This paper focuses on the “leanest” scheme whickated by two people (the two authors of this paper) inde-
consists of a bracketing for each language and a correspoRendently’ The table in Figure 2 shows the agreement for
dence relation of the constituents across languages. éeith€ach of the four languages, based on unlabelled bratkets.
the constituents nor the embedding or correspondent rela-
tions were labelled.

The guiding principle for bracketing is very simple: all and
only the units that clearly play the role of a semantic argu-

| Language [EN [FR | DE |ES |
Complete match(| 28.2 | 23.7 | 48.6 | 20.5
(% of sentences

P . . Precision 89.7| 839|913 | 874

ment or modifier in a larger unit are bracketed. This means
that f fi ds. light bs. “bl hed” PPs like Recall 86.6 | 845| 89.3| 81.4
at function words, light verbs, “bleeche s i F-Score 88118421903 843

spite ofetc. are included with the content-bearing elements,
leading to a relatively flat bracketing structure. Refegam ~ Figure 2: Inter-annotator agreement (annotator 1 rel&ive
quantified expressions that may include adjectives and pognnotator 2) based on 39 sentence tuples

sessive NPs or PPs are also bracketed as single constitueg\t,g believe that a greater degree of agreement can be
(e.9., [the president of Franc§), unless the semantic re- o,cneq if in a revised annotation scheme, a more con-

lations reflected by the internal embedding are part of theye1e ang syntactically explicit criterion is used to deter
predication of the sentence. A few more specific annotation .o \what constituents should be bracketed. It is not sur-
rules were specified for cases like coordination and discon{)rising to find a certain amount of disagreement in the
tinuous constituents. o ] ] question whether or not a syntactically embedded element
The correspondence relation is guided by semantic corrgjoes play the role of a semantic argument or modifier in
spondence of the bracketed units; the mapping need n@e |arger unit, or whether it is semantically vacuous. The
preserve the tree structure. A constituent has at most ongoss-linguistic correspondence links will still be sutje
correspondentin each of the other languages, but may hayge semantic criterion.

no correspondent in a language, since the content of thigjnce the labelling of alignmentacross languages de-
constituent may be implicit or subsumed by the content ohended so much on what brackets were chosen in the first
anpther constituent. '“'Semantlc. correspondgnce” IS not re5lace, we do not present an anlysis of this part of the an-
stricted to truth-conditional equivalence, butis gerieeal  notation task for now. Informal inspection of the annota-
to situations where two units just serve the same rhetorical

function in the original text and the translation. 2hitp://mmax.eml-research.de

Figure 1 is an annotation example. Note that index 4 (the 3Agreement with a random bracketing has an f-score of 22.3;
audience addressed by the speaker) is realized overtly onp on the (small) basis of the 39 examples, the kappa coetficie
in German Sie‘you’); in Spanish, index 3 is realized only for inter-annotator agreement is .84, which indicates kigtee-

in the verbal inflection (which is not annotated). ment. ) _
“The differences across languages is possibly due to the fact

that the data were presented in the order German — English —

1The intuition is that the bracket spans and the cross-lstigui  French — Spanish. The semantically based bracketing ioriter
correspondence relation combined are rich informatiorrcgsu  can be applied most easily for the first language considared i
for learning systematic rules. For application contextpuneng parallel treebanking; for languages added later, there lneagn
category distinctions or role label distinctions, thesgtmbe “im- occasional choice as to whether some constituent is bieatket
ported” using an existing analysis tool for English and/treo make it parallel to the other languages or whether it shoeld b
languages. considered a mismatch.
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tions suggest a very high level of agreement where the santban for the larger, unfiltered set (70.1 vs. 60.7 for a partic
brackets were chosen. ular experiment; the baseline f-score for random bracgetin
. . is generally in the low 20’s).

3. Bootstrapping Experiments We took this as a first indication for the potential effec-

weakly supervised learning in a multilingual NLP context, gchemé

large-scale bootstrapping experiments will be required.
Also, it will be important to evaluate the resulting anno- 3.2. Study B: A full bootstrapping architecture

tations in a task-oriented way, €.g., in the context of pas \ye gesigned and implemented a full bootstrapping archi-
based statistical MT. We expect that analyzing such eXPeliucture based on Charniak’s parser (Charniak, 2000; Char-
iments will provide crucial feedback on the original choice i1 and Johnson 2008)as follows (a more detailed de-

of the annotation format, and we forgseg going through S,evécription is provided in (Kuhn, in preparation)): The manu-
eral cycles of revised annotation guidelines before COMINQ1y annotated seed data are split into a training and devel-

up with a format that is most suitable for both (i) €asy ooment set. Parsers for each of the languages are trained
seed data annotation with high inter-annotator agreement, . 1ho (monolingual) parse trees included in the annota-

and (ii) effective bootstrapping of the annotation on largejo s of the training set. In addition, a binary classifier

amount; of par_allel text. L for the alignment of phrase pairs is trained on the link in-
For the time being, we can report on some initial bOOtStrapTormation included in the training set, using the MegaM

ping experiments_ which have the statu_s of a proof of CONMaximum Entropy (MaxEnt) kit developed by Hal Daume
cept that the envisaged methodology is valid. We cannofy o1 |51 UsC? The features applied in the MaxEnt clas-

present any task-oriented evaluation results yet. sifier rely on correspondences of (combinations of) part-of
3.1. Study A: Selection of training data using speech categories and word forms, phrase length, position

consensus on tree structure within the sentence (distortion) and the geometry of links
om a GIZA++ statistical word alignment.

In a first pilot study, we used a subset of our annotated daf o
he parsers are applied in k-best mode on the development

to train (simplistic) treebank parsers for the four lan S : ; .
(simp ) y guag’ set, giving rise to candidate pairs of trees for each pair of

using Bikel's reimplementation (Bikel, 2004) of Collins . e :

parser (Collins, 1999)). The goal of this study was to Seéanguages. The phrase pair cla55|f|e_r Is also .applled on .the
whether parsers trained on such a small set of seed data wﬂ velopment data in order to detgrmlne the highest-scoring
nevertheless reach some degree of consensus when pars aje ghtgnment (fjor EaCh calljdldatettrfee E}afﬁge g?ld ¢
unseen sentence tuples (and whether the consensus can hdard trees and phrase alighment for the developmen
considered useful for a bootstrapping approach). In a ful atals useq to'gene'raFe training data fqr a MaxEnt tree pair
bootstrapping scenario, the analyses of sentence tuples Wiranker, which is opt|m_|ze.d to put ‘.h? highest score on the

%gld standard tree pairs in the training corptisThe fea-

a high degree of cross-parser consensus would be used for the © . K loit structural inf i
training data for the next generation of parsers. What w uresthor € lree pag trr?n elr exploit s ruct utrﬁ\ inforrog Ifth
are focusing on here is the “parse tuple filter” for deciding romhe parsers, and théy aiso Incorporate he scores otthe

&hrase alignments used. They can also include the parser
scores; however, in the bootstrapping scenario, versibns o

e tree pair ranker are trained that are uninformed about
e parsing score in one of the languages.

Going beyond the seed data, the k-best parsers and the

sentences for which no reliable consensus can be foun(ﬁ);hrase alignment glassifigr are applied on unlabelled_data
hence the degree of gold-standard matching in the data th -ggnerzte tree pair candk!dates. Thﬁ tree pa:;_r(‘janker 'S ﬁp_
passthe filter gives us a good indication of the quality of plied to determine a ranking over these candidates. The

the filter (ideally only exact matches should pass the filter) filtér criterion for including analyses of the unseen data in
The parse tuple filter we used was very simple. Given a{he next bootstrapping cycle can now be defined based on
tuple from the parallel corpus, we used (a) the highest-
scoring parse from each of the four parsers, and (b) a stan- 5We discontinued development of the particular system under
dard GIZA++ statistical word alignmeAtWe projected the  ving the study reported in this section, since the massseeaf
word-level alignmed to phrases using simple heuristics (es<-2€st parsing in the actual bootstrapping steps maden see
sentially saying that two phrases align if all the contained"'s‘i‘?le_ /t/‘f) SW'tCklj to Chzrr}uakbs/ plarser. ,

words are linked by the word alignment). We could then de- B'It'?wé rgpo.r?-st;arrrﬁ\i/\r/lg'lengd%i f:o‘r)nartiir unlabelled bracketing are
fine a family of parse tuple filters by setting thresholds on

- ; - named S, NP, PP, ADVP, ADJP or X, using simple heuristics.
the number of phrases in the parses for which the alignment Shttp://www.isi.edu/ hdaume/megam/

condition holds. Filtering was indeed effectlve: depegdin 10 apply a greedy search to approximate the best phrase
on the threshold and the language pair we compared, th@ignment for a tree pair, subject to the constraint that mage
data passing the filter had an f-score against the gold staan be aligned to more than one phrase in the other language.
dard that was between 4 and 10 percentage points higher ' The actual gold standard trees are not necessarily inclinded
the parses for the development data; if they are missingiréiee

5GIZA++ by Franz Josef Och is available from with (1) highest (unlabelled) recall and (2) highest priecisis
http://iwww.fijoch.com/GIZA++.html picked.

should be included in the next training data or not.

To evaluate the filter, we applied the parsers and the filter oﬂj‘
a set of unseen sentence tuples for which we had a held-o
gold-standard annotation. A good filter should eliminate
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the k-best ranked parses (for two or more languages) anexploration as an alternative to existing work on syntac-

the tree pair ranking for pairs of languages. tic analysis of parallel corpora: “annotation projection”
work on the one hand (Yarowsky et al., 2001; Hwa et al.,
Labelled Unlabelled 2002), and work applying (inversion) transduction gram-
bracketing o o bracketing mars on the other hand (e.g., (Wu, 1997; Melamed, 2003)).
= ;§ % g.g = ;§ % Contrary_to the f_ormer type of approach, we do not as-
gl 2| D|8sd| 8| 2| sume a high-quality grammar/parser for English (or another
r|jaojubij<c|xjau language) as given; grammars for all languages are boot-
No boot- 62.7/69.7/66.0| .36 |68.075.5|71.6 strapped in parallel. This makes the approach more flexible
SBt;?)?Spt'r';g citloaloaa 2 soL T and may lead to emerging consensus representations across
ping (1 cscle) ' ' : : ' ' the languages (which can be orthogonal to fixed choices in

the parser used in an “annotation projection” approach).
Figure 3: Results of some first bootstrapping experiment3here are many parallels between our approach and work
for a parser of German based on transduction grammars for multitexts. However,

- l%y using a conventional monolingual parser and assuming
At the present stage, we can only present preliminary tes . )
a structurally unconstrained correspondence relation be-

results that were based on a very small set of 4600 unla- X .
. . ween tree nodes, we can split up the learning problem
belled sentence pairs for bootstrapping a German grammar . : .
: -3 n a different way, relying on existing tools for compar-
from English-German parallel text. The seed training and_,. :
. atively simple subproblems (the parsers and the MaxEnt
development sets each consisted of 94 hand-labelled sen: 7. .
. classifiers/rankers). Moreover, most steps can easily be
tence pairs. No tools at all (such as part-of-speech taggers . . )
. - ) parallelized. Larger-scale experiments will have to show
etc.) were applied to the unlabelled training data; we re- e
i . . whether the search heuristics that our approach forces us to
lied exclusively on the unknown word mechanisms of Char- : - :
o . . : . . adopt are indeed empirically unproblematic.
niak’s parser (which was certainly not designed for tragnin
on less than 200 sentences). Acknowledgement
The features we used in the classifiers were rather simpl

(forinstance, we completely left out the parser scoresen th

tree pair ranker). The filter criterion for the bootstrappin Emmy Noether project FoLEMAIOS on grammar learning
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