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Abstract
We present a corpus of spoken dialogues between studentmaadhptive Wizard-of-Oz tutoring system, in which studemtertainty
was manually annotated in real-time. We detail the corpuserts, including speech files, transcripts, annotatiand,log files, and we
discuss possible future uses by the computational linggisommunity as a novel resource for studying naturallyuodeg user affect
and adaptation in complex spoken dialogue systems.

1. Introduction in complex (e.g. non-form filling) dialogue systems.

Within research on spoken dialogue systems, many promis- 2. WOZ-TUT: Adaptive Wizard-of-Oz

ing results have been reported for automatically detect- - .
ing user affective states (e.g., (Litman and Forbes-Riley, Spoken Dialogue Tutoring System

2006; Vidrascu and Devillers, 2005; Batliner et al., 2003;In prior work we developed ITSPOKErtelligentT utoring
Shafran et al., 2003)). The larger goal of this work is SPOKEn dialogue system) (Litman and Forbes-Riley,
to improve Spoken diak)gue System performance by au2006) ITSPOKE tutors students in 5 qualitative phySiCS
tomatically adapting to user affect. The achievement ofroblems.  The dialogue manager uses a finite state
this goal could be significantly aided by studying affect- Paradigm; tutor responses (next states) are based on the cor
annotated corpora between users and spoken dialogue sy§ctness of the student answer (transitions between ktates
tems. However, to date only a few such corpora have beeWe've begun enhancing ITSPOKE to respond to student
reported or made publicly available to the computationafffecf over and above correctness, and are initially tar-
linguistics community. For example, while the HUMAINE geting student uncertainty for two reasons. First, it oc-
project contains a large collection of publicly available curred more often than other student affective states in our
emotional speech corpora, very few contain naturally ocdialogues (Forbes-Riley and Litman, 2008). Second, al-
curring human-computer dialogues (e.g. (Batliner et al.though most tutoring systems respond based only on stu-
2004; Walker et al., 2001; Ang et al., 2002)). Moreover, dent (in)correctness, tutoring researchers view bothrinco
only the DARPA Communicator corpus uses English; itfectness and uncertainty as signals of “learning impasses”
contains dialogues in the travel-planning (i.e. form4fi) ~ i-€. as opportunities for the student to engage in construc-
domain, and user turns are annotated for frustration and arfive learning (Craig et al., 2004; VanLehn et al., 2003).
noyance. This view provides a straightforward adaptation hypothe-
To support further research towards the development of efSis to test: Responding to student uncertainty in the same
fective affect-adaptive systems, this paper presenthanot Way as incorrectness should significantly increase legtnin
affect-annotated spoken dialogue system corpus, whicRY Providing students with knowledge to bridge their un-
uses English and reflects a complex human-computer intefertainty impasses. Implementing this adaptation invblve
action domain and new affect annotation. THiscertainty changing the next state transitions in the dialogue manager
Corpuscontains spoken dialogues between students and t& depend on the answer's combined correctness and uncer-
Wizard-of-Oz spoken dialogue tutoring system. The Corpugainty value. That is, all uncertain+correct answers were
was collected in a controlled experiment, in which studentreated as incorrect (uncertain+incorrect answers ajread
uncertainty was manually annotated in real-time by a hure treated as incorrect).

man “Wizard”, and was automatically adapted to in the ex-Ve implemented this adaptation in a Wizard of Oz version
perimental condition. This corpus is publicly available fo Of our ITSPOKE system that tutors only one physics prob-
scientific purposes (by request) through the Pittsburgh Scilem. In this paper we will refer to this system as “WOZ-
ence of Learning Center's DatastfopVe first describe the TUT". In WOZ-TUT, a few system components are re-
corpus collection. We then detail the corpus contents, in- _ _
cluding speech files, transcripts, annotations, and log.file ~ ~We use “affect” to cover emotions and attitudes that carcaffe
Finally we discuss future uses by ourselves and the wide}S€" communication in spoken dialogue. Some argue for aepar
computational linguistics community as a novel resourcéng the two, but some speech researchers find the narrow eénse

for studvina naturally occurring user affect and adaptatio ‘emotion” too restrictive since it excludes states in speebere
ying y 9 p emotion is present but not full-blown, including arousati aiti-

tude (Cowie and Cornelius, 2003). Some tutoring reseasciso
Yhttp://lemotion-research.net combine emotion and attitude (e.g. (Pon-Barry et al., 2@08;tt
2https://learnlab.web.cmu.edu/datashop/index.jsp et al., 2004)).
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_ DiaBorg-Borg Application E

-Dialogue History-
[Tutor said; Please read the problem statement at the top left, which welll be [&]
discussing

Wizard

[Tutor said:  To analyze this problem we will first describe the motion of the person
and his keys while he is holding them, Then we will ook at the motion of the person
and his keys after he lets go of them, Let's hegin by looking at the maotion of the man

- - __ | |lanid his keys while he is holding thern, How does his velocity compare to that of his
58. Suppose a man is in a free—falling =

£ : : . = [keys?
elevator and is holding his keys motionless
right |n.fmnt- of his t."a.ce. He then lets go: 7 |Tuter said: Yes, So while hie is holding his keys they both have the same velocity.
Wihat will be the position of the keys relative | || %oy et's see what happens when he releases them To do se we will first find the
to the man's face as time passesy? Explain. lindividual forces exerted on the man and his keys, then both net forces, both
/|| |[accelerations, and finally we will describe and compare the velocities. So what are the
|| ffarces exerted an the man after he releases his keys? Please, specifv their directions
fe.g., vertically up).

Problem Description-

[<]
[<]

Anticipated Response Components-

[2]

[l gravity
[l down [¥] Correct

Submit

[air resistance

[+ [2]

Figure 1: Screenshot of WOZ-TUT Wizard Interface

placed by a human “wizard”. The wizard performs speechmance (e.g. student learning). For use in these 3 condi-
recognition, correctness annotation, and uncertaintpann tions, the WOZ-TUT dialogue manager was parameterized,
tation, for each student answer. In this way, we tested thso that it could adapt contingently on the student state of un
upper bound performance of the uncertainty adaptation hyeertain+correct as discussed above, or randomly, or not at
pothesis without any potentially negative impact of auto-all.

Eated \1eri|ons ofthese thrr]eiz tﬁﬁs' ard's interf q In the experimental condition, the WOZ-TUT dialogue

. 'gL:Le Shows a fcr_?ﬁns ho ot the v;llzar S mher ace t#rfnanager adapted to student uncertainty by treating all un-
Ing the experiment. The physics problem IS ShOWN IN €q 1ain+correct student answers as incorrect. In the first
upper left box. A history of the text of the tutor turns is

h i th bt b The student t ,tcontrolcondition,the WOZ-TUT dialogue manager did not
shown In the upper rg X € student turns aren adapt to uncertainty (uncertainty was merely logged); it
shown because they are spoken. Upon hearing each st

dent the Wizard at hether th thy treated incorrect answers as incorrect. In the second
ent answer, the Wizard annotates whether the answer i, ,| condition, the WOZ-TUT dialogue manager did not
correct or uncertain in the lower right checkboxeslote

that th ¢ q ainty iud ; b Eﬁspond to uncertainty (uncertainty was merely logged),
\at these correciness an “ uncer"am Y Judgments are DO,y it i treat a percentage of random correct answers as
binary. In other words, a “correct” answer may be either

Gl d full ¢ while a * cain” incorrect, to control for the additional tutoring in the ex-
partially and Iully correct, while a ‘nonuncertain’ answer perimental condition. This percentage was toggled during

may be either certain or neutral for certainty (Forbes-Rile the experiment to be similar to the percentage of uncer-

a.”d Litman, 2008). These CheCkbOX values ar’e sentto tht‘?slin+correc;t answers adapted to in the experimental con-
dialogue manager to determine the WOZ-TUT’s response,...

In the lower left checkboxes, the Wizard annotates Whethecrjltlon'

the answer that is heard is one that is “anticipated” by thd-igures 2-3 illustrate how the WOZ-TUT responses differ
system (specific responses to anticipated answers are a@cross conditions. In both figureSTUDENT is uncer-
thored in the system, while all other answers receive thdain+correct In Figure 2,TUTOR; asks an additional re-

same “unanticipated" response); these anticipated agswemediation question to remediate the student’s Uncertainty

are logged for future analysis. (experimental condition). In Figure JJUTOR, does not
ask this remediation question (first control condition). An
3. Experimental Design example from the second control condition is not shown

The experiment had 3 conditions, designed to test whethdiecause the treatment of any correct student answer will
uncertainty adaptation. For example, in the second control

4In similar ITSPOKE corpora, this wizard displayed interan- CondiFianSTUDENTl would be treated as shown in Fig-
notator agreement of 0.85 Kappa on labeling binary coremstn ~ Ure 2 if it were randomly selected to receive the uncertainty
and 0.62 Kappa on labeling binary uncertainty (ForbesyRiled ~ adaptation, otherwise it would be treated as shown in Fig-
Litman, 2008). ure 3.
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TUTOR;: What will the velocity of the object be a second after thdténe the initial velocity is 9.8m/s and the acceleration
is 9.8m/g)?

STUDENT;: Uh. Nineteen point six meters per seconfiffcertain+correct]

TUTOR,: Okay. As we have seen, if a falling object has an accelarati®.8m/$, that means that its velocity changes
by 9.8m/s every second. So if a second after it began falliegobject’s velocity is 9.8m/s, a second later its velocitly w
be 9.8m/s+9.8m/s=19.6m/s. So what will its velocity be aadafter it is 19.6m/s?

STUDENT: Um. I'm thinking. Twenty nine point four meters per secofrtbnuncertain+correct]

TUTOR3: Right. So at every point in time during the fall of the man dmislkeys, how do their velocities compare with
each other?

Figure 2: Corpus Excerpt: Experimental Condition

TUTOR;: What will the velocity of the object be a second after thdténe the initial velocity is 9.8m/s and the acceleration
is 9.8m/8)?

STUDENT . : Nineteen point six meters per second@@certain+correct]

TUTOR,: Good. So at every point in time during the fall of the man arsdkeys, how do their velocities compare with
each other?

Figure 3: Corresponding Corpus Excerpt: First Control Gtoxl

The experimental procedure for collecting the Uncertainty Student| Tutor
Corpus was as follows. 60 subjects were randomly assigned Total Turns 2171 2531
to the 3 conditions, except that conditions were gender- Total Uncertain Turng 796 -
balanced. The subjects were native English speakers who Total Words 13533 | 111829
had not taken college-level physics. Each subject: 1) read Average Words/Turn | 6.23 44.2

background physics material; 2) completed a pretest; 3)

used a web/voice interface to work through one physics .

problem with a version of WOZ-TUT (depending on con- Table 1: Uncertainty Corpus Features
dition); 4) completed a posttest; 5) worked a second prob-

lem isomorphic to the first problem with the non-adaptive|gm, one-way ANOVAs with pair-wise Tukey post-hoc
WOZ-TUT (from the first control condition). We discuss analysis showed no significant difference between any of
uses of this isomorphic second problem in Sectidn 5. the three conditions in number of correct answers, uncer-
. A tain answers, or uncertain+correct answers. A one-way
4. .Uncertal n_ty Corpus DeSF”ptlon _ . ANOVA also showed no significant difference in the ex-
The resulting Uncertalnty Corpus consists of 120 d'g'taHYperimentaI (Exp) and second control (Ctrl2) conditions be-
recorded (.ogg format) dialogues from 60 students, totalyyeen the number of correct answers that received the adap-
ing approximately 20 hours of dialogue. The tutor turn textiation. This confirms there was no experimenter bias. As
sent to the text-to-speech synthesis was recorded in the laghown in the last results row in the “Problem 17 section
files, as were the correctness and uncertainty annotatfons @ Taple 2, 36% of the random correct answers that re-
the student turns (labeled by the Wizard). The student turggjyed the adaptation in the second control (Ctrl2) condi-

were transcribed manually in separate files by professionajon were uncertain: thus 64% of these adapted-to answers
transcribers after the experiment. These transcriptions i \yere nonuncertain.

clude the turn text and endpoints, as well as punctuation
and annotation of disfluencies and non-syntactic questions 5. Usesof the Uncertai nty Corpus

HI?I)H H H - H H - 3
(the 27 '|n.STUD'IIEI\S1, Flrgl]ur:es 2-3). 'Lr.ang,grlptlon_;%cl: We see numerous uses of the Uncertainty corpus by our-
umeptatl?n |iava| ablewrt t'I e corpus distribution. selves and the wider computational linguistics community.
provides further corpus details. . Two potential uses are discussed below.
Table 2 shows differences in student answer attrlbute%ne use of the Uncertainty corpus is to compare system
within problem and condition. Considering the first prob- performance across conditions and isolate any impact of
the affect adaptation. This use is relevant to researchers
Sengaged in affect-adaptive spoken dialogue system devel-
cles motionless in front of his face, in order to inspect hos¥ w meent and evaluat]!on. To date \lNe have perform((aj(_j.pre—.
he just cleaned them. All of a sudden, an earthquake causes h||m|nary system per ormance analyses gcross conditions;
office floor to collapse. The professor is startled when hesfind further comparative analyses are on-going. These analy-
that both he and his armchair are in free-fall, and he drops hi S€s fall into two main types. For ourflr'st ?naWS'S of system
spectacles. What will be the position of the spectaclesivelao ~ performance, we have performed statistical comparisons of
the professor’s face as time passes? Explain. student learning gains across conditions using our pretest

5The problem statement for this isomorphic problem was a:
follows: A professor is sitting in his armchair holding his specta-
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| | Exp | Ctrll | Ctrl2 | pared to when the adaptation is given randofnly.

Problem1 Our analysis of system performance will also include nu-
Ave. # Turns 20.65]| 18.60] 19.75 merous other dialogue-based metrics, including diffeesnc
Ave. # Correct Turns 13.80| 12.55| 14.20 in correctness, uncertainty, and turn length at differést d
Ave. # Uncertain Turns 995 | 860 | 11.15 course structure depths; this discourse structure informa
Ave. # Uncertain+Correct] 4.75 | 3.75 | 6.10 tion is automatically available in our dialogues (Forbes-
Turns Riley et al., 2008b). We compare these and other metrics
Ave. # Correct 4.75 0 3.65 across conditions in (Forbes-Riley et al., 2008a).
Turns Adapted To A second use of the Uncertainty corpus is as a resource for
(treated as Incorredt analyzing prosody and other linguistic features of natyral
Ave. % Uncertain+Correct 100% | 0% | 36% occurring user affect in human-computer dialogue, partic-
Turns Adapted To ularly for use in automatic affect detection. For example,
(treated as Incorredt there has been significant prior research on the prosody
Broblem? of elicited or acted emotions (e.g. (Oudeyer, 2002; Lis-
Ve ETUmS 1650 16801 1635 combe et al., 2003)); however, these results generallgtran

- - : - fer poorly to naturally occurring emotions (Cowie and Cor-
Ave. # Correct Turns 14.60| 14.35| 14.10 nelius, 2003; Batliner et al., 2003). Thus recent research
Ave. # Uncertain Turms 3.30 | 8.15 | 3.65 has focused on analyzing and detecting user affect in nat-

urally occurring dialogue (e.g. (Vidrascu and Devillers,
Table 2: Differences in Student Answer Attributes across?005; Batliner et al., 2003; Shafran et al., 2003)). The Un-
Problem and Condition certainty corpus provides an additional resource for this a

tive research area, because it makes available a large num-

ber of features derived from the speech files, transcripts,

and posttest scores as our learning metric. For example, iand log files. We have already shown that useful predictive
a two-way ANOVA with condition by repeated test mea- models of student affect in general, and student unceytaint
sures design, there was a significant main effect for tesgpecifically, can be built using similar features availahle
phase (F(1,57) = 34.88, p = 0.000, MSe = 0.032), indicatin®ur ITSPOKE corpora (Litman and Forbes-Riley, 2006; Ai
that students in all conditions learned a significant amoungt al., 2006).
during tutoring. However, there was no significant inter-

. " N 6. Summar
action effect between condition and test phase, indicatin ) ) y .
that how much students learned was not dependent on co?ﬂ/e presented the publicly available Uncertainty corpus, a

dition. Based on our results, we hypothesize that tutoring®lléction of spoken tutoring dialogues between students
only one physics problem was not enough to enable our yrgnd an gdap;]t!vE W|zard-of—Oz spoken d|alogue”tutor|ng
certainty adaptation to yield significant learning diffeces system, in which stu _ent uncertalnty was manually anno-
as measured by our pretest and posttest. We are now ruﬁa_\ted by the human Wizard. Uncertainty was also automat-

ning a larger version of this experiment where students aré@lly adapted to in some dialogues. We overviewed the
tutored in five physics problems corpus collection and contents, including speech fileg; tra
scripts, manual uncertainty and correctness annotations,

Our second analysis of system performance uses the IS&hd log files. We discussed possible uses of this corpus

morphic second physics problem as another d|alogue—bas%<§/ the computational linguistics community as a novel re-

tegt ..In pargcular, we ar)alyze how the unc ertainty ada.p'source for studying naturally occurring user affect and af-
tation in the first problem impacted the quality and quantltyfect adaptation in complex dialogue systems
of student answers in the isomorphic second problem. This '

analysis, which is ongoing, compares conditions on a vari- Acknowledgments

ety of dialogue-based performance metrics extracted fromrnis work is supported by the National Science Founda-
the first and/or second problems. As one example, we havgon (award number 0631930). This work was also done
already investigated student answers in the second problegy part of the Pittsburgh Science of Learning Center which
to only those tutor questions that were answered as COfs funded by the National Science Foundation award num-
rect+uncertain in the first problem, were adapted to with theyer SBE-0354420. We thank the ITSPOKE Group for help

uncertainty adaptation, and then were repeated in the tegjith the design, implementation, and collection of this-cor
problem. In other words, we specifically investigated howpus_

students performed on repeated questions whose original

answers were correct+uncertain and adapted to. This analy- ®For this analysis, 3 subjects in the experimental condioah
sis thus compared only the experimental and second contralsubjects in the second control condition were removedatse
conditions. A one-way ANOVA showed that in the experi- they never received the adaptation. In the experimentalition,
mental condition, a significantly higher proportion of thes these subjects had no correct+uncertain answers, whiteisec-
correct+uncertain answers became correct+nonuncentain ond control condition, these subjects had no correct arsraer
the second problem, as compared to the second control coA9MIY selected for the adaptation. However, a separatg/siaal
dition (F(1,33) = 4.343, p=.045). This result suggests ththOWEd that the conditions displayed no significant _dlfieaaln
consistently adapting to uncertainty in correct student anthe total number or percentage of correct answers in thenseco

d tainty in th lS}roblem. Alternative approaches to excluding these stibj@e
swers can decrease uncertainty in those answers, as co Scussed in (Forbes-Riley et al., 2008a).
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