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Abstract

The field of automated sentiment analysis has emerged intrgears as an exciting challenge to the computational igtigs commu-
nity. Research in the field investigates how emotion, biasdror affect is expressed in language and how this can begmeseal and
represented automatically. To date, the most successfilicafjons have been in the classification of product resiewd editorials.
This paper aims to open a discussion about alternative aatumethodologies for sentiment analysis systems tluatdans the scope
of this new field to encompass existing work in other domairghsas psychology and to exploit existing resources in de/€lomains
such as finance or medicine. We outline some interestinguggefor research which investigate the impact of affecté ¢ontent on
the human psyche and on external factors such as stock market

1. Introduction The current state of the art for evaluating sentiment anal-

Proponents of sentiment and polarity analysis have unde}SiS Systems in computational linguistics is set out in sec-
taken the challenge of automatically identifying levels of iOn 2. Some limitations to existing approaches and the mo-
meaning in language which may not be explicitly repre-tvations fordews_lng alternatlves_are discussed in eedl.
sented in surface linguistic structure. The expression of0Ssible evaluation methodologies and proposed studies to
sentiment is one of the key factors in making natural lan-€xa@mine their possible merits and dem(_arlts are discussed in
guage based communication ambiguous, imprecise and ug€ction 4. We conclude with a synopsis of the challenges
certain. Given the twin challenges of identifying levels of Presented here and our proposals to tackle them in sec-
implicit meaning and its inherent ambiguity, itis criticast 10N -

only to have programs for extracting sentiment automati- . .
cally from text but also to have transparent and objective 2. Current Evaluation Methodologies

batteries of tests for evaluating such programs. This is théh computational linguistics and information extraction,
burden of argument in this paper. We ask what effect theerformance evaluation in general is reported as precision
articulation of (implicit) sentiment has on readers/listes, —and recall of the system on a gold standard of human judg-
in particular in terms of their mood, beliefs and evaluationments of “correct” output in the domain, be it parse trees or
perspectives. disambiguated word senses. In sentiment analysis, the gold
The articulation of sentiment in language involves linguis standard consists of human judgments of sentiment in text
tic devices related to affect and metaphor. The symbiotigvhere the type and level of human annotation depends on
interplay between sentiment and language has been the sube granularity and purpose of the sentiment analysis sys-
ject of studies in areas as diverse as cognitive linguisticéém. As regards level, the gold standard tags may be at
and investor psychology, and in tasks from deciphering th&vord, phrase, sentence or text level. For example, in sen-
plans of terrorists to understanding the emotional chafge dence 1 below the terms “disastrous” and “strength” could
emergency phone calls. Given the broad swathe of covePe tagged as conveying negative and positive affect, respec
age, it is critical that in evaluating programs designed tdively, while the sentence as a whole is a positive evalua-
identify implicit levels of meaning, the evaluators invest tion of the current company status. The sentiment conveyed
gate two key issues: by the full text from which this excerpt is drawn could be

_ _strongly negative or neutral or weakly positive, or whateve
1. the use of existing extrinsic datasets in conjunctionhe writer intended or the reader interprets.

with other more traditional measures of emotion; )
(1) After a disastrous start, the company appears to be

2. the effects of emotion on cognitive processes and be-  going from strength to strength.

haviour. ) ) ) )
As for the type of annotation, different sentiment analysis

It is these two issues which are under investigation withintasks, such as subjectivity or polarity identification driat

a multi-disciplinary sentiment analysis project undenaty bution, require different kinds of annotation. For example
Trinity College Dublin. Analysis and development of eval- for subjectivity identification, binary subjective/objae
uation methodologies for the outputs of sentiment analyiags are sufficient for testing. For example 1, this tag would
sis programs are hence of primary importance, as in thée subjective as the text conveys a subjective evaluation of
EAGLES project (King, 1999), and the topic of discussiona company. While for most polarity identification systems,
here. Our proposals can be considered as complementarylinary positive/negative tags or a graded scale of positive
existing approaches, a means of validating results and-openegative ratings are required. In example 1 the annotator
ing new avenues for research rather than replacing them. will assign a positive tag, degree of this tag could range
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from weak to strong depending on the annotators perspecnensional representation of emotion whereas Ekman and
tive and the specification of the evaluation task. Given thd-riesen (1971) set out a categorical model of basic univer-
range of potential annotation criteria for sentiment analy sal emotions. These sources, alone or in combination, pro-
sis, it is imperative that researchers define appropriate revide a gold standard for word—level semantic orientation
sources for evaluation of specific sentiment analysis tasksanalysis systems with the strong foundation of experimen-
The following sections outline the main sources for evalua+tal psychology.
tion resources currently available.

3. Limitations of Existing Resources

2.1. Manually Annotated Corpora . ' .-
y P As in many emergent fields, the provision of resources can

One of the most valuable and comprehensive resourceg, e vital input to new research developments. However,
available in the domain of sentiment analysis is the Uniynat is currently available in this domain is limited, due

veristy of Pittsburgh MPQA Database which consists ofy, the novelty of the work and also the cost and difficulty

10,000 sentences of world news tagged at levels of grans nroducing resources. This causes problems of data spar-
ularity up to phrase-level and annotated for private states;y, for analysis and training of computational approaches
as well as private state source and target (see (Wiebe et abg'\ye|| as an over-reliance on existing resources for eval-
2005) for details). With 40 hours of training, the annota-  ation skewing performance results with respect to these
tion project took between 3-6 months (part-time) for €achegoyrces. This phenomenon is not uncommon in com-
of 3 annotators and achieved inter-annotator agreement @ ;iational linguistics where systems are tuned to optimum
approximatelys > 0.8. This tagged corpus is publicly e rformance on an accepted gold-standard dataset but may
ava|lgb!e z_ind a flrst of |t§ kind. However, there are.t"f’ounder-perform on other datasets.
key limitations. Firstly, with only 10,000 sentences, it is |, 4qgition, there are theoretical grounds for examining al
quite small to be used as both training and test data fofepative means of evaluating the performance of systems
the myriad of sentiment analysis systems. Secondly, it Waghich aim to estimate emotional content of text automati-
not intended to provide text—level annotations nor to 9iVecally. The primary issue regards the elicitation of human
a compositional account of subjectivity from phrase up togantiment judgments for a gold standard which is by its
text-level, therefore it cannot be used for text-levelgnal na1re a problematic task. Unlike parsing or word sense
Sis systems. disambiguation, there may not be a single “correct” judg-
In addition to the MPQA database, there are other COrnent for a text, given that sentiment is highly subjective.
pora available which have been manually labelled at dif-ypqiafia et al. (2001) note that in HCI experiments on
ferent levels of granularity. For example, Devitt and Ah- affect, respondent responses may be pre-determined or at
mad (2007) use a small corpus of news stories on an airling, ¢ strongly affected by their mood at a given time. Re-
takeover bid annotated at text-level for sentiment pglarit go4ngent mood is not a variable which has been examined
intensity with inter—rater agreement of= 0.55. Almas i, sentiment annotation tasks to date. It could be accounted
and Ahmad (2007) also use a manually annotated corpus @f, by respondents reporting a mood variable or perhaps
wqud news. Th_e sentenc_e—level annotations are binary P%y following experimental psychology and “inducing” a
larity ratings with an option to tag sentences for absencg,qd/had mood in respondents prior to the annotation task.
or ambiguity of sentiment polarity. Such resources pro—rnq high inter-rater agreement of the MPQA annotation
vide useful validated human responses for system testingyoiact would suggest that this subjectivity can be over-
but still are too small for machine learning training. come. However, this project included a lengthy (and expen-
22  Reviews sive) training period which suggests that estimating “emo-
tion” in isolation is a difficult and costly process. It may

A second set of resources are reviews for products and s€f. more useful to determine thfiect of text on respondent
vices posted on the internet (Pang et al., 2002; Turney,epayiour, rather than relying on one-dimensional, poten-
2002). These provide a varied source of affective text usl, |y sybjective, self-reported sentiment judgmentsisEx
ally with an explicit tex_t—level polarity |ntens_|ty rankin _ ing work in the domains of cognitive psychology and be-
such as recommendation stars. These ratings constitufe i ral finance, for example, which examine the influ-

a manual annotation of the associated texts. The d'saQe'nce of emotion on cognitive processes such as memory

vantage of these reviews is that they are entirely domain 4 decision-making can be leveraged here. The alterna-

specific and limited to consumer items. Furthermore, thg; s for evaluation set out in the following section go some
relationship between the review and the rating is not trans\—Nay to addressing these issues.

parent and may not reflect the text’s affective content in the
same way as the manual annotations set out above. 4. Evaluation Methodologies

2.3. Taxonomies of emotion 4.1. Extrinsic Data Sources

For word—level sentiment analysis, the domains of psycholThe use of existing non-linguistic data sources to evaluate
ogy and content analysis offer several lexica of sentimen@ computational linguistics system can be an inexpensive
for evaluating system performance. These lexica, baseday of testing systems on very large datasets. For exam-
on psycholinguistic experimentation, aim to validate mod-ple, econometrics has long used numeric variables as prox-
els or taxonomies of emotion. For example, the lexica inies for sentiment in the markets. These proxies could be
Stone’s General Inquirer or in Whissell (1989) are a di-used as an external measure of sentiment to correlate with
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news data from the financial domain. The proxy indicators 5. Conclusionsand Future Work

are often generated from financial variables such as stockiyen the expense in terms of money and time of generating
returns or volatility measures but can also include explici hyman gold standard judgments and the tendency then to
s_entiment metrics such as the Yale investor confidence i_r\re|y on a restricted set of gold standards for all evaluation
dices generated from surveys. The great advantage of usingis advisable in many fields of computational linguistics
such a dataset is that very long time periods can be studiag |ook for alternative, cheaper means of evaluating system
to give statistically significant results. Tetlock (2008sh  performance on a given computational linguistic task. This
adopted this approach to study the impact of news on fizan pe in the form of a data source which is non-linguistic
nancial markets using factor analysis to analyse the newgy in fact external to the task at issue, positing a relation-
content and Ghose et al. (2007) used sales data to evaluaigjp petween the task and the data source and extrapolating
opinion in on-line reviews. Other domains also offer simi- 1he results from one to the other. It may require broaden-
lar extrinsic datasets which can be leveraged for evaloatio ing the terms of the evaluation. As regards extrinsic data
such as using tourist numbers or GDP to evaluate countrysgyrces. we are currently undertaking an analysis of poten-
specific news, or medical diagnoses or treatment records @] jong-term correlations between media reporting in the
evaluate sentiment in doctor reports. o main Irish broadsheet, the Irish Times, with stock market
We have carried out preliminary analyses of financial maryata for the celtic tiger years in Ireland. In addition we are
ket data with a human gold standard sentiment judgmenistaplishing the first Irish market sentiment survey which
which suggested a correlation between stock prices ange intend to include in an investigation of current media
evaluations (Devitt and Ahmad, 2007). This experimentsentiment and stock market movements. As regards eval-
will be extended to a longer time series and to other finanyating the effects of sentiment in text, the focus must shift
cial datasets (e.g. oil prices, stock market indices) te proyg sentiment as emotional response and evaluating this as
vide evidence for the hypothesis that financial data is eorrejg currently done in psychology. The proposed experiment
lated with human estimations of sentiment in relevant new$, section 4 will be undertaken with finance students and
and can thus be used as a proxy for human sentiment judgyofessionals using an existing corpus of texts regarding
ments in evaluation of a sentiment analysis system. Thign aggressive airline takeover bid with respondents report
pilot study can be extended to domains outside finance. ing their willingness to buy shares in either company and
their evaluation of the risk involved in this transactioeT

_ } ] control group responses constitute a baseline reliant®n th
An estimate of emotional responses to text in terms ofycts of the takeover while the experiment group give their
behaviour rather than ratings promises another evaluatiofbsponses based on highly emotionally charged accounts of
metric and has two advantages. Firstly, although it may bgnese same facts. In this way, we can draw on methodolo-
no less costly to derive a gold standard of humanjudgme”néies of other domains which may be more established in
than one of behavioural responses, behavioural experimentyis area and focus on cognitive, rather than quantitative,
do not require a training period, relying on immediate reacygpects of the task in hand, giving us insights perhaps into
tions rather than considered, or potentially mediated: evathe processes and effects rather than just the outputs of the
uations. Secondly, this approach looks at the broader rezsk. while these proposals are being implemented, this
search question of “emotion” in the context of other cogni-apstract aims to open a debate on evaluation of sentiment
tive processes. The experimental set-up in this case Shou%alysis systems that may generate new questions and in-

replicate and draw on existing work in cognitive psychol-teresting avenues for future research in the field.
ogy and related disciplines which examines the role of
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