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Abstract

Hardly any other kind of text structures is as niotssly difficult to read as patents — which isfiof all due to their abstract
vocabulary and their very complex syntactic cortttams. Especially the claims in a patent are dlehge: in accordance with
international patent writing regulations, eachrolanust be rendered in a single sentence. As atresatences with more than 200
words are not uncommon. Therefore, paraphrasinigeoflaims in terms the user can understand iggbfdemand. We present a
rule-based paraphrasing module that realizes peasiply of patent claims in English as a rewritiagkt Prior to the rewriting proper,
the module implies the stages of simplification digtourse and syntactic analyses. The rewritingasiase of a full-fledged text
generator and consists in a number of genuine georrtasks such as aggregation, selection ofriefgexpressions, choice of
discourse markers and syntactic generation. Asrgarewe use the MATE-work bench, which is basedhe Meaning-Text Theory
of linguistics.

. In what follows, we present a rule-based modul¢hef
1. Introduction PATExpert service (Wanner et al., 2008) for parapimg

Hardly any other kind of text resources is as riotsly of claims in_ patents written in English on a Iaqgale.
difficult to read and comprehend as patent docuatiemt The paper is structureq as follows. In the nextisecwe

— which is first of all due to its abstract vocadiyland ~ Present a short overview of the related work. $ec8
very complex syntactic constructions. Especialle th Sketches the stages of paraphrasing as rewritiegtion
claims in a patent are a challenge: in accordanite w 4 discusses those of these stages which are itibgyes
international patent writing regulations, eachranust ~ from the viewpoint of generation. Section 5, figall
be rendered in a single sentence. As a resultesess contains the conclusions we draw from our work and
with more than 200 words are not uncommon. Consider Outlines some directions of future work.

for illustration, a still “rather short” claim from

EP0548937: 2. Related work
Paraphrasing has always been considered a natutalfp
(1)  Anoptical disk drive comprising: a laser light source for emitting natural language text generation (see, among others
a laser beam; an optical system for conversing the laser beam McKeown, 1979; Meeter & Shaked, 1988; lordanskeata,
from the laser light source on a signal plane of optical disk on al., 1991; Stede, 1996; Huang & Fiedler, 1996), netie
which signal marks are formed and for transmitting the light has been discussed as the problem to choose between
reflected from the signal plane; one or more optical alternative wordings (including alternative syniect
components, arranged in the optical path between the laser constructions) which express the same given content
light source and the optical disk, for making the distribution of structure.
the laser beam converged by the conversing means located on With the increasing popularity of web-based documen
a ring belt just after the passage of an aperture plane of the retrieval, text entailment recognition, etc. theus of the
optical system; a detection means for detecting the light research on paraphrasing shifted considerably twer
reflected from the optical disk; and a signal processing circuit last decade in that corpus-based recognition, etidrg
for generating a secondary differential signal by differentiating alignment and annotation of paraphrases becamefone
the signals detected by the detection means and for detecting the main concerns (Barzilay & McKeown, 2001; Darr e
the edge positions of the signal marks by comparing the al., 2004; Marsi et al., 2007).
secondary differential signal with a detection level. Our task is yet different. Given, on the one hahd,lack
of paraphrased patent claim corpora and the casts t
A sentence of this length and complexity is difficio obtain such corpora, and, on the other hand, theifsp

process even for native speakers of English, tateafor features of the linguistic structures encountemedhie
foreigners who do not master English well. Giver th claims (such as repetitiveness, long distance amaph
enormous number of both native and non-native usersreferences, etc.), we interpret claim paraphraamgext
reading patents on a daily basis, means that nfed@@ t  regeneration orrewriting, task — with generation starting
easier and faster to understand are of high denmfamd. from the syntactic structure.

obvious means to achieve this is thparaphrase i.e.,

their rewriting in a more appropriate style.
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During the simplification stage, also the anaphoric
3. Paraphrasing as rewriting structure and the discourse structure (in the sehsiee
Starting from the syntactic structure, the rewgtimsk ~ Rhetorical Structure Theory, Mann and Thompson,/198
presupposes a prior analysis stage, which agaisisten ~ are derived. Currently, the simplification stagéiaues
of several substages — as also does the paraphsiage " f-score of about 70% (Bouayad-Agha et al.,
proper. submitted).
As argued, e.g., by lordanskaja et al. (1991), ganasing T_he rg;ult of the simplificat.ion stage is thus quemnce _of
is more flexible and more straightforward to realit it simplified sentences which can be parsed with a
starts from a deep-syntactic (rather than acqngderably higher expectation of accuracy tham th
surface-syntactic) structure. This is also our eepee.  Original sentence claims. For this purpose, we thee
Therefore, we introduce an additional stage in whie ~ MiniPar dependency parser (Lin, 1998). MiniPar has
syntactic structures derived by a parser are prejesnto ~ been chosen because it produces fast and statiesgn
deep-syntactic structures. As a result, we ded ihree ~ Structures, which approximately correspond to the

stage procedure, which can be depicted as follows: surface-syntactic structures in the linguistic feavork
underlying the generation framework we use for
1. Analysis of patent claims Ealraphrasing — namely the Meaning-Text Theory; see
o . . elow.
a. Simplification, anaphoric and discourse The results of MiniPar are satisfactory, althougime
analysis limitations such as s systematic right-attachmaenttoe a
b. Parsing of the simplified sentences problem when from the syntactic structures a seimant

representation or a more abstract syntactic reptaten

2. Projection of parse trees onto deep-syntactic needs to be derived — as, e.q., in the case aflaton.

structures
3. Paraphrasing of preprocessed patent claims 3.2 Projection onto deep-syntactic structures
a. Aggregation and discourse markers All substages of paraphrasing are performed udirg t

MATE-toolkit (Bohnet et al., 2000; Bohnet, 2006)hel
. i core of MATE is an efficient graph transducer. Altigh

c. Syntactic generation MATE can be used for any linguistic framework, it
Since the preprocessing stage is discussed inl detai especially supports the creation and maintenance of
(Bouayad-Agha et al., submitted), we describe ivirat rule-based Meaning-Text Theory (MTT) grammars
follows only in general terms and focus in thistsscon (Mel'¢uk, 1988). The linguistic model of the MTT is a
stage 2. In the next section, details on stage 3,multistratal model. In our scenario, the followifigur

b. Referring expression generation

paraphrasing proper are given. strata are implied: surface syntax (SSynt), deegasy
(DSynt), deep morphology (DMorph), and surface
3.1 Preprocessing patent claims morphology (SMorph).

The goal of the preprocessing stage is to obtaitasyic The syntactic structures as provided by MiniPar
structures from which the regeneration starts. Thecorrespond to  SSynt-structures. However, their
complexity of the sentences in which the origiflairns ~ vocabulary and some basic organization principléerd
are written suggests that prior to parsing, a sfioption such that the mapping is not trivial. The SSynt8s a
of the structure of the sentences is to be caroied  Projected onto DSynt-structures.

Sentence simplification and sentence compression / o ]

condensation is a popular research topic in i(sel, for ~ 3:2.1  MiniPar-SSynt mapping _
instance, Clarke and Lapata, 2006). In our apjtinathe The MiniPar dependency structures are rather eiffier _
simplification is responsible for: (i) cutting theng  from the SSyntSs. The mapping between the two is
complex sentences of the claims into a numbermoplgr ~ réalized by a mapping grammar. The rules of this
separate sentences taking into account surfacetedie ~grammar are minimal in that each rule handles amaih
criteria (punctuation, conjunction markers, specifue  Part of a Minipar tree. Cf., the rule in (3) whibandles
words, specific POS-patterns, etc.); (i) transfation of ~ ©nly the relationss and subj mapping them onto the
for-gerund constructions, which are very dominant iwitn ~ corresponding SSynt relaticubj

the linguistic style of claims; (iii) eliminatiorf excessive

anaphoric markers (such aaid ...). Thus, for (1), the ®3)

simplification returns as the first four sentent®s . /!wm S Tm

(2) 1-An optical disk drive comprises a laser light source. Y.y
2-Alaser light source emits a laser beam. o . .
3-An optical disk drive comprises an optical system. In- many cases, the mapping is not straightforwasdin
4-An optical system converses the laser beam from the the case of subject relative clauses; cf. (4):

laser light source on a signal plane of optical disk on which
signal marks are formed. ...
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(4) Relative clause mapping

'
rel, relat

\ >
i whlh'%-_

or in the case of complex verbal tense construstioh (5)
(the double arrow indicates co-reference):

(5) Auxiliaries mapping

h 9 perf_analyt
S W
T .7' pass_analyt

It is worth mentioning that for the performance thé
generator, it is crucial to limit the number ofesl In
order to do so, the subject-mapping rule show)ralso
contains strict conditiorighat are encoded in the MATE
environment, enabling this same rule to apply whewn
auxiliary is contained in the verb cluster.

The current version of the MiniPar-SSyntS mapping

grammar contains 137 rules. An evaluation of a iprev

version on 1324 sentences had shown that 99% of
well-formed MiniPar-structures are correctly mapped

onto SSyntSs.

3.2.2 SSynt-DSynt mapping

As mentioned above, the abstract nature of the EESyn
ensures more flexibility to paraphrasing. Thibézause
of the highly abstract nature of DSyntS, which @hates
the surface-syntactic idiosyncrasies of the languayg
question — which is of advantage not only to paraging,
but also to summarization and machine translatidn;
e.g.,, (Melcuk and Wanner, 2006). Consider,
illustration, an auxiliary mapping rule in (6), wieea
SSynt-subtree consisting of three nodes and twse iarc
mapped onto a single DSynt-node.

for

" AEE)
(6) v | narne value
tense perfect
Voice passive
perf_analyt dlex v
>
pass_analyt

The content of the information on the DSynt nodéhef

! Each rule is assigned conditions for its applicgtiwhich are not
shown here.

verb V on the right hand side is the same as orietiie
hand side, i.e., both representations are equikzalen
During the SSyntS-DSyntS transition stage, thefoihg
four main actions are performed: (i) verbal tensdlery
forms are mapped onto attribute-value pairs (ctval;
determiners are removed using the same strategy, i.
they appear in DSyntS as attribute-value pairs
“definiteness = DEF/INDEF..."” on the node of its S&/n
governing noun; (iii) governed prepositions are ogat
from the structure — among them, for instance, the
preposition “by” when it introduces the agent ipassive
construction; (iv) some lexical units are reduced t
abstract lexical labels (so-called “lexical funcisd).
Consider (7) for a SSyntS of a sentence from (ftgra
simplification)- and its corresponding DSyntS:

(@)

=l

5
= arrange
ady, pass_ana\h subj, "/
in

arranged this
prepnsi

path

| K am&w

optical between the

ATTI

ATTR,

optical

> |
source.

— v

“laser light'

prapos

source,
demv/
the "and"

coard_conj

COCR
“laser light'
disk

modi ATTR

the optical
) optical

4. The process of paraphrasing

The paraphrasing procedure proper, or the regeoerat
of patent claims thus starts from DSyntSs as iatet
above. The result of the regeneration conveys ateyl

the same information as the original, but whicimisch
easier to comprehend as the original. Consider, for
illustration, the paraphrase of the claim (1) ih (8

(8) An optical disk drive comprises a laser light source, an optical
system, a detection means, and a signal processing circuit.
Then, the laser light source emits a laser beam. The optical
system converses the laser beam from the laser light source on
a signal plane of optical disk. On the latter, signal mark are
formed. The optical system also transmits the light reflected
from the signal plane. The optical disk drive furthermore
comprises one or more optical components. This is arranged in
the optical path between the laser light source and the optical
disk. The detection means detects the light reflected from the
optical disk. The signal processing circuit generates a
secondary differential signal. To do so, it differentiates the
signals detected by the detection means. It also detects the
edge positions of the signal mark. To do so, it compares the
secondary differential signal with a detection level.

This result is obtained by traversing the threestagpes of
paraphrasing depicted above at the beginning df@®e8.

The following figure in (9) details these three statges
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further and relates them to the strata in the Megilext

model and thus in MATE.

©

l . Aggregation (coordinations),
: Referring expressions (definite
V determiners),

Discourse markers

/>\Deep—syntactic representation

Mapping to SSyntS

Deep-syntactic representation

/ >\A5urface-syntactic representation

Referring expressions

i (deictics, subj pronouns),
v

SYNTACTIC GENERATION

A/ Surface-syntactic representation

'

Linearization
: (word order, punctuation),
V Agreement

Deep-morphological representation

Morphologization
(morphological information)

Surface- morphological representation
ApL, now || Bpres| Csg, acd]

Inflection
: (Two-Level Morphology
v final form of the words)
contraction and elision

They read it. | Sentence

coordination, of several separate sentence or ehras
structures that share common parts into one steidtu
which the previously common parts occur only once
(Dalianis, 1996). The main criterion for allowingvd
sentences to be aggregated is checking the cerefeof
their components.

In our application, two main kinds of aggregatior a
distinguished:  subject aggregation and object
aggregation.

4.2.1 Subject Aggregation: Object coordination

The following rule is applied to a part of the siifipd
main claim in (2):

(10)
[X(id:n) Yverb Zl] + [X(id:n) Yverb ZZ] ot [X(id:n) Yverb
Z
>
X Yyen [Z1and Z, and ...and Z,]

(11)

YAn optical disk drive [comprises}, [a laser light sourcel,.
%An optical disk drive} [comprises} [an optical system.
>

*3An optical disk drive comprises a laser light seand an
optical system.

In case there are more than two sentences to begedgd,
all non-final objects are separated by commas.

This kind of aggregation is licensed if X is a ®dij Z
any kind of object. | is limited to the “compriséke
verbs — for instance “include” and “form”, whicheavery
frequent in the patent genre.

4.2.2 Subject aggregation: Verb coordination

Another type of subject aggregation addresses verb
coordination:

(12)
[X(id=n) Yyvern Zq] + [X(id=n) Y2 e Zz] + ...
+ [X(id=n) Y3 verbzn]

>
X [Y 1verb er Y2 verbZZv Y3 verbZ.?n ...and Yn verbzn]

Two sentences have the same subject (with the

The substages (3a,b) of the paraphrasing procedur@oreference being identified' by the attribute "i=bn
sketched in Section 3 are performed at DSyntS and®ach node) and different main verbs:
SSyntS; surface generation (3c) is interpreted as a(

e : 13)
sequence of transitions between equivalent strestof
adjacent strata: SSyntS DMorphS — SMorphS. After
the aggregation process, the DSyntS are mappedtbackE
SSyntS for the end of the generation processstaswill
not be detailed in this paper. Let us now addiesstree
substages in more detail.

4.1 Aggregation

The simplification stage leaves us with a magnitofle  one of the main conditions of application of thiseris
simple isolated sentences which need to be ag@e@gat ihat the second sentence is not too long, so a® fuotild

“Aggregation” is the fusion, by means of syntactic pyge sentences: its deep-syntactic weight musifedar

1396



to 11 nodes. Furthermore, the “comprise”-like vesbs
excluded from this rule, as well as the verb “b&fd next
subsection). Cf. (14) for illustration:

[=] s
I
. I I _-¥edge
“and" detect position
COORD ~ !
N ATTR of —» "signal mark’

I ] differential_N
generate —————>/signal_N
LR secondary

1 Xsignal processing circuit"

4.2.3 Subject aggregation: “BE” coordination

The case of the copula —frequently used in patasts
shown in the left side of the rule below- is isethfrom
the other verbs since the conjunction used foregggion
is not the same:

(15)
[X(id=n) BE Zj] + [X(id=n) BE Z] +... [X(id=n) BE
Zn]
>
X BE [Z, Z, or Z]

(16)
The optical componets a shading member. + The
optical componeris a transparent conical body.
2>
The optical componert a shading member a
transparent conical body.

4.2.4 Object aggregation: Introduction of relative
clauses

The last type of aggregation is handled in SSylaing

with the processing of referring expressions: éf slibject

of a verb is the same as the object in the presensence,
a relative clause is introduced:

17)
[X Ylverbzl(id:n)] + [Zl(id=n) Y1 verbzﬂ n (Yl.WEight +
Y,.weight)dight
2>
XY 1very Z1, Which/thatY ; e Z5]

(18)
A disk device comprises the disk trélge disk tray comprises a
guide part.
2>
A disk device comprises the disk tray, which atsep a guide
part.

One condition for the application of this rule &t the
phrase to become the relative clause and its melixse
are syntactically not too “heavy”, because we went
keep the sentences relatively short. If the cortjanoof

sentences is too heavy, the introduction of a weist
preferred. This rule does not apply either jisZalready

aggregatedso as not to rebuild sentences that would be

very long, as in (1).

4.3 Adding Discourse Markers

In order to keep the semantic links between théesers
after simplification, some rules add discourse raesko
the top verb of the DSyntS. Depending on the dissmu
relation which is introduced during the simplificat
stage, the marker can be retrieved from a
discourse-marker dictionary. For instance, consitier
following extract of (1):

(19)
.... a signal processing circuibr generaing a secondary
differential signal by differentiating the signalstected by
the detection means.

The simplification stage provides us two simplified
sentences linked with a discursive relation “means”
corresponding to the syntactic marker “by+Ving”:

(20)
[A signal processing circuit generates a secondary
differential signal -means> [A signal processing circuit
differentiates the signals detected by the detectieang.

In MATE, the marker corresponding to the “means”
relation is retrieved and introduced in the deemiastic
structure:

(21)
A signal processing circuit generates a secondary
differential signal.To do so, a signal processing circuit
differentiates the signals detected by the detectieans.

If there are several markers for one relation, MA3 Bble
to provide as several output structures, one otlwbnly
will go through the rest of the generation. Fotanse, “to
do so” is sometimes realized as “for this”, in arde
avoid systematic repetitions in the paraphrased tex
Furthermore, in order to improve the readabilitytio¢
aggregated text, various adverbs are introducethén
DSyntS:

» Ifa sentence with the same top verb and the same
subject as a previous sentence has not been
aggregated, “furthermore” is added:

(22)

An optical disk drive comprises a laser light seyran

optical system, a detection means, and a signalgssing

circuit. [...] An optical disk drivdfurthermore comprises
one or more optical components.

« If two consecutive sentences have the same
subject and not the same verb, “in addition” is
introduced as a modifier of the second top verb:

(23)

A signal processing circuit generates a secondary

differential signal.ln addition, a signal processing circuit

detects the edge positions of the signal mark.

« If two non consecutive sentences have the same
subject and not the same verb, “also” is this time
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introduced as a modifier of the second top verb:
(24)
A signal processing circuit generates a secondary
differential signal. [...] A signal processing cir¢ualso
detects the edge positions of the signal mark.

4.4 Referring Expression Generation

The sentences (21-24) are the way they would be
generated if there was no further process. Itiéols that
the introduction of referring expressions is crudia
improve the overall quality of the paraphrases.tif¢
moment, three types of referring expressions anellbd
by our grammars: the definite article, deictic deii@er,
and subject pronoun. The algorithm used for coresfee
resolution, which enables the processing of reifgrri
expressions, is simply based on the claim struatfithe
patent. Every time a nominal group appears idelhfica
within a group of dependent claims, it is given fane
attribute “id=n". This is based on the assumptiwat in a
patent, every time a particular noun appears,férseto
the exact same entity, as long as we remain witén
same conjunct of dependent claims.

4.4.1 Definite determiners

In the case of (22), a simple rule introduces dribate
“definiteness=DEFINITE” on every DSyntS nominal
node the “id” attribute of which has been previgusl
encountered in the structure. The result on théaser
level of the application of this rule is the follow:

(25)
An optical disk drive comprises a laser light sayran
optical system, a detection means, and a signalgssing
circuit. [...] The optical disk drive furthermore comprises
one or more optical components.

4.4.2 Deictics

The rule introducing the deictic determiners hanaeit
the same left side as the one for relatives asisg@f). It
applies —on the SSyntS- when (17) does not appligtw
is when the weight of the conjunct,(+ Y,) does not
exceed 30 SSynt nodes, i.e. 30 lexical units irinyd
determiners, auxiliaries, etc.

(26)
[X Ylverbzl(idzn)] + [Zl(id:n) Yl verbZZ.I n (Yl -WEight +
Y,.weight)=heavy
>
X Y1verb Zl- This Z1 Y2 verbZZ-

(27)

An optical disk drive comprises a laser light seyran
optical system, a detection means, and a signalgssing
circuit. This signal processing circuit is shaded by is a
shading member arranged near the optical axis atbtire
aperture plane of the optical system or by a tramspt
conical body arranged near the optical axis arouthe
aperture plane of the optical system.

4.4.3 Pronoun subject

The last type of configuration we want generate a
referring expression for is when two sentences liage
same subject but not the same top verb, as ieisdke in
(21). All concerned subjects should have the saahaev
for their “id” attribute and be in consecutive samtes:

(28)
[X1 (id=n) Avern Za] + [X2 (id=n) Ben Zo] +. . .
+ [xn (id:n) G/erb Zn]
>
X Averb Zl + it Bverb ZZ + it Cverb Zn]

In a first step, every "X" fromX, to X,, is marked for
pronominalization, as shown in the following figure

(29)

&

“odoso'| | | petete || Don

det
diferentates C—>/signal processing ciruit' |——>the
ubj

det the

det
the
e agent
attr etected 3! oy 2P means M

detection

dobj
signals

Then, a personal pronoun is introduced in the &ira¢
the original number is kept, and a trace of theeedent
as well so as to be able to retrieve its genden fthe
lexicon:

(30)

EEE

value i

B Attribute Editor
name

56
|persanal_pronoun
In

fum
SROS
pos
il
ang

Jit
[ENG
Fsinnal

=

GITEUT

i [1e

"to do so"

circumstancial Delete H Done.

subj
difterentiatss ——— /it

dobj

next
B
the dat

m—)me

detection

signals
g 9

agent
detected — /by EEESS

attr % means

Hence, (21) becomes (31):

(31)
A signal processing circuit generates a secondary
differential signal. To do sat differentiates the signals
detected by the detection means.

4.5 Syntactic generation

As indicated in Figure (9), syntactic generatiaartstwith

the SSyntDMorph transition. This transition involves
three types of rules: word order, agreement and
punctuation. Word order rules are further divicett itwo
types: vertical order rules and horizontal ordéesuThe
first specify the relative order between a govearat one

of its dependents. They are sensitive to the kifd o
syntactic relation between the words as well asrig
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features the said words may have. Cf. the ruletlier compiled from two technological areas: optical reloay
definition of the order between the subject andwbeb devices and machine tools. Future work will include

from which it depends: further extension of the grammars and lexica withdoal
to broaden the coverage of the technological areas.

(32) _ Further work will include a revision of the technis

X —subject>Y = Y<X involved in the preprocessing stage so as to imethe

between two (or more) dependents of a same governorgiarts from.

The following rule states that the subject goesteeany
other dependent of its governor, except circumsasic 6. Acknowledgements
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X —subject> Y =  X.person = Y.persom
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