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Abstract

Princeton WordNet (WN.Pr) lexical database has motivdfmibat compilations of bulky relational lexicons sinceiitseption in the
1980’s. The EuroWordNet project, the first multilinguatiative built upon WN.Pr, opened up ways of building individuafamnets,
and interrelating them by means of the so-called Inter-Linlakax, an unstructured list of the WN.Pr synsets. Oftmgoitant
initiative, relying on a slightly different method of buildingiltilingual wordnets, is the MultiWordNet project, whéme key strategy is
“building language specific wordnets keeping as much aslpessi the semantic relations available” in the WNRis paper, in
particular, stresses that the additional advantage of ushh@Mexical database as a resource for building wordoretsher languages
is to explore possibilities of implementing an automatacedure to map the WN.Pr conceptual relations as hyporogatyponymy,
troponymy, meronymy, cause, and entailment onto the leditabase of the wordnet under construction, a viable gagsibr those
are language-independent relations that hold between legdaoncepts, not between lexical units. Accordingly, combimethods
from both initiatives, this paper presents the ongoing impteation of the WN.Br lexical database and the aforemmadtiautomation
procedure illustrated with a sample of the automatic encaditige hyponymy and co-hyponymy relations.

_ interrelated by means of the so-called Inter-Lingunakek
1. Introduction (IL1), an unstructured list of the WN.Pr synsets

Natural Language Processing (NLP) initiatives to devise  Other initiative, relying on a slightly different metho
methods for developing computational lexicons eithef building multiingual wordnets, is the MultiWordNet
manually from scratch or (semi-)automatically from (MWN) project. Pianta, Bentivogli & Girardi (2001, p. 294)
machine-readable dictionaries have attested that codirgfg9ue that the MWN model allows the implementation of
lexicons for NLP applications is a time-consuming, pronéiutomatic prqcedures to speed up both the construction of
to flaws task (Palmer et al., 2001; Hanks, 2003; MatsumotB1€ Synsets in the target language and the detection of
2003). The core of the problem is the amount, the varietflivergences between WN.Pr and the wordnet being built.
and the complexity of specialized and interrelated’ne key strategy is “building language specific wordnets
information that lexicon developers have to cope with an€€ping as much as possible of the semantic relations
to encode in the lexical database: graphemic?va'lable" in the WN.Pr (Bentivogli, Pianta & Pianesi,
morphological, syntactic, semantic, and even illocutipnar 2000, p.663). N ) )
bits of information, among others (Handke, 1995). The additional advantage _of_usmg WN.Pr lexical
But, on the one hand, there have been importarqatabase as a resource for building wordnets for other
initiatives to minimize the burden of the task and tolanguages, and the one demonstrated in this paper, is to
develop strategies and standards for building robust arfkplore possibilities of implementing an  automatic
corpus-based lexicons (cf. Calzolari, McNaught gPprocedure to map the WN.Pr hierarchical relations
Zampolli, 1996; Zampolli, 1997, Lenci et al., 2000), (nyponymy, co-hyponymy, troponymy, meronymy, cause,
acquiring lexical information from MRD and corpora @nd entallment)_ onto the lexical database of the_ vu_lrdn
(Matsumoto & Utsuro, 2000), and establishing theund_er construction. It should be stressed that t_hat isctin fa
necessary “virtuous circle” model between lexicons and@ Viable possibility, for those are language-independent
corpora (Calzolari, 2004, p. 102). On the other, a successflflations that hold between lexicalized concepts.
psycholinguistic experiment, the Princeton WordNetAccordingly, as those relations do not hold betweerdwo
(WN.Pr) lexical database, a taxonomic thesaurus, hd8'mS, in wordnets they are appropriately specified
motivated efficient compilations of bulky relational Petween synsets, which are formal entities that reptes
lexicons since its inception in the 1980's (Miller & lexicalized concepts, which legitimately might be
Fellbaum, 1991; Fellbaum, 1998). lexicalized across languages. o _
The EuroWordNet relational lexical database (Vossen, ~ 1hus, combining methods from both initiatives, this
1998) is the first multilingual initiative built upon WN.Pr
and consists of a collection of individual wordnets

L An ILI-record consists of a WN.Pr (version 2.0) synst, i
concept gloss and its ID number.
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paper presents the ongoing implementation of théhree pointers: the synonymy pointer, which identifies a
aforementioned automation procedure. In particular, iparticular synset in the LS; the antonymy pointerjctvh
focuses on the specification of both the hyponymy anddentifies a particular antonym synset in the LS; are th
co-hyponymy relations between Brazilian Portuguesesense pointer, which identifies a particular sense puinb
WordNet (WN.Br) synsets. the SDV. Each synset is also linked to its conceptsglas
The paper is structured as follows: section 2 sketchebe concept gloss link, and each lexical unit is linkedisto i
out the WN.Br project and the underlying structure ef th co-text sentence via the co-text sentence link.
WN.Br lexical database under construction; section 3 By means of the WN.Br Editor the linguist (a) inserts
discusses the project alignment issues; section 4 dtestr consults, modifies, and saves lexical unit types ansktgn
both the procedure of manual encoding of the <E(b) inserts co-text sentences, extracted from corgora,
SYNONYM> cross-lingual relations and the automaticeach lexical unit; (c) writes a concept gloss for eattset,
specification of the hyponymy and co-hyponymy relationsand (d) generates synsets lists by syntactic categgry, b
section 5 concludes the paper with the current WN.By ve number of elements, by their degree of homonymy and
database statistics and the ongoing work; sectiomgl@ a polysemy, and by co-text sentences.
contain the Acknowledgements and the References,
respectively. 3. Conceptual Alignment Issues

. The WN.Br work in progress is the linking of its verb
2. The WN.Br Project synsets to the equivalent ones in the WN.Pr lexical
Based on Expert Systems development, the WN.Br projectatabase by the aforementioned <EQ RELATIONS>. Such
launched in 2003 (Dias-da-Silva, 2003), applies @ conceptual alignment permits not only the linguistic
three-domain approach methodology to develop thévestigation of differences and similarities in the
WN.Br lexical database, and assumes a compromidexicalization processes between Brazilian Portuguede a
between Human Language Technology and Linguisticémerican English but also two sorts of mismatches
(Dias-da-Silva, 1998). The linguistic-related informatio described by Peters et al. (1998): the linguistic mismatches
to be computationally modeled is likened to a rare metallexical gap$, due largely to cultural gaps, pragmatic

As such, it must be "mined", "molded", and "assembleddifferences, and morphological mismatches;

into a computer-tractable system (Durkin, 1994). over-differentiation or under-differentiation of sensas
fuzzy-matching between synsets) and technical

2.1 The Three-Domain Philosophy mismatches (mistakes in the choice of inter-lingual

Accordingly, the process of building the WN.Br lexical €quivalence  links or in the encoding  of
database is developed in the following thred@nguage-independent relations across wordnets).
complementary domains: (#je linguistic-related domajn .

in which the lexical resources (dictionaries and texS-1 The WN.Br Lexical Database Structure
corpora), the wordnet lexical-conceptual relations,taed The WN.Br Editor, a Windows®-based , besides aiding the
"Base Concepts" and the "Top Ontology" (Mossen, 2003)jnguist in the manual encoding of both the WN.Br synsets
i.e. the “natural language ontology” of concepts, are djine and the cross-lingual equivalence relations betweesetyn
(b) the representational domairin which the overall the so called <EQ RELATIONSX\Vossen et al., 1998;
information selected and organized in the precedineters et al., 1998), makes it now possible to encagle th
domain is molded into computer-tractable representation®¥/N.Br language-internal relations of hyponymy;,
e.g. thesynset(Miller, 1986) — a set of words built on the co-hyponymy, troponymy, cause, and entailment
basis of the notion of synonymy in context, i.e. wordautomatically by inheriting them from the WN.Pr lexical
interchangeability in some context —, thexical matrix  database.

(Miller & Fellbaum, 1991) — associations of sets of word To cope with these tasks, the original WN.Br Editor
forms and the concepts they lexicalize —, and the vetrdn (Dias-da-Silva, 2003) was enhanced to house the three
"lexical database" itself (Fellbaum, 1998); (¢he interconnecting modules described in the next section.
computational domainin which the computer-tractable Accordingly, the original WN.Br lexical database
representations are assembled by means of the WN.Bnderlying structure shown in Fig.1 was extended to

Editor. encode the EQ-RELATIONS (see Fig.2).
Thus, each synset structure was augmented with an
2.2 The WN.Br Underlying Structure additional vector to identify both the wordnet standard

The underlying structure of the WN.Br lexical databasd@nguage-independent conceptual relations (e.g. hyponymy

shown in Fig.1 is made up of two lists: the List of Eeri @nd co-hyponymy) and the cross-lingual <EQ
(LE), i.e. the list of lexical units (arranged in alphatzet RELATIONS> between synsets of the two wordnets. This

order) pertaining to one of the following four syntacticew vector enriched the WN.Br database structure nth t
categories: verb, noun, adjective, or adverb; and thet.ist
Synsets (LS), i.e. the collection of the synsetséal from 2 Bentivoglio & Pianta (2000) propose a procedure for icgintif
those lexical units. Each lexical unit in a synset iSexical gaps semi-automatically.

necessarily an element of the LE and is specifiedtfor i ®* <€Q SYNONYM>, <EQ NEAR SYNONYM>, <EQ HAS
particular Sense Description Vector (SDV). Each SDV hasitYPONYM>, <EQ CAUSES>, and <EQ IS SUBVENT OF>.
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LE
E1306 151 apostar L 5| S1E1306 BR2564 BRO000 [—»| S2E1306 | BR3919 BROOOD [>| SSE1306 BRA4000 BRa107
SDV (of entry E1508)
E1508 | amiscar 4| siE1508 BR2566 BROOOO |—> | S2E1508 BR1846 | BR0O000 | 3| S3E1508 BR3919 BRO00O
E1778 [ aventurar [ S1E1778 BR1846 BRO000O
E6649 [P epor 5| siEeea0 | BR324 | BROODD |—>| s2E6640 BR2566 | BRO000 |-
02 | .
E7 Jogar > | s7E7702 BR3919 BR0000
E7956 )
malparar 1+ S1E7956 BR1846 BRO000O
Essel [ -
por —— S1E8861 BR3932 BR2342 — —> S22E8861 BR3919 BR0O000
T T TS T T TS T T T T T T T T s T T E T T T T T T T T
LS i Abbreviation Key: !
| |
| LE: List of entries !
i Exxxx: Entry number '
! ) 1
BRO00O N empty set ! SyEx?<xx. Sense number y of entry xxxx :
! LS: List of synsets |
I BRxxxx: WN.Br synset number |
E1508 £6649 ! SDV: Entry sense description vector i
BR2566 |— ' !
S1E1508 S2E6649 e !
E1508 E1778 E7956
BR1846 N
S2E1508 S1E1778 S1E7956
E1306 E1508 E7702 E8861
BR3919 >
S2E1306 S3E1508 S7E7702 S22E8861
Figure 1: The WN.Br database underlying structure gesetiat the editing tool.
following cross-linguistic information: » the English co-text sentence, e.g. "Why risk
e asynset semantic type, e.g. <verb.social>, your life?",
« the corresponding English synset, e.qg. {risk, e EQ-RELATIONS, e.g. EQ-SYNONYM
put on the line, lay on the line}, ({arriscar, expor}, {risk, put on the line, lay
» the English version of the universal concept on the line}).
gloss, e.g. Expose to a chance of loss or
damage,
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WN.Br
BR0O000 empty set
E1508 E1778 E7956
BR1846 ) S2-E1508 S1-E1778 S1-E7956
<EQ NEAR SYNONYM, 02469144>
E1508 E6649
BR2566 ) S1-E1508 S2-E6649
<EQ SYNONYM, 02470374>
E1306 E1508 E7702 E8861
BR3919 — S2-E1306 S3-E1508 S22-E7702 S2-E8861
<EQ NEAR SYNONYM, 02469144>
WN.Pr
00000000 [ emptyset |
Verb Class: try, seek, attempt, Gloss: make an Ex.: He tried
<verb.social> essay, assay effort or attempt to shake....
02454930 —
Hypernyms: Troponyms: Derivationally-related:
02296591 {02470068 ...} {007528006 ...}
verb.social risk, put on the Gloss: exposetoa | Ex.: Werisk
line, lay on the line | chance of less ... your life?
02470374 —
Hypernyms: Troponyms: Derivationally-related:
02454930 {02470068 ...} {007528006...}

Figure 2: The augmented WN.Br database underlying steuatitin <EQ RELATIONS>.

4. Alignment of WordNets and Automatic
Encoding of Language-Internal Relations

A brief example will illustrate both the manual alignmentco_hyponymy (section 4.2).

language-internal

procedure to map WN.Br synsets onto WN.Pr
(section 4.1) and the automatic specification

hyponymy

relations

synsets
of the

of and

er
W arnar (6}
e ambar (2)

amrevessar (1)

Y amcarse (1)
. arrijar (2)
Y arrijar-se (2)
Y arrimar (2)
¥ armmar-se (3)
% arrincoar(2)

Wy

e arrogar-se (1)
Y arrojar(3)
e arrojarse (3)
e arrolard (4}

Glosas

Uridade Selecionada | Tod
arriscar=
<arriscar>=<Indefi

<arriscar>=<Indefil
BR0O0003347=5{a|
<apostar>=<Indefi|

BRO0000640=S{ar| |

BR00003920=S{ay]

i Tradugdo Portugués-Inglés

Resultado da pesquisa na WordMNet 2.0 (Princeton)

]amsc.ar

=

Babylon Portuguese-English ] l“ |
= arriscar 3
v. risk, endanger, jeopardize Ll

all translations for "arriscar”
[

& arriscar
=y V.
=¥ risk, endanger, jeopardize

1+ risk
- £, endanger
c jeopardize

—Consultar palavra em Inglés na WordMet -

Jnsk

iverbo Lj

WordNet Br

2 risk
FH-43 VER
-&h to risk is one way to _ (hypemyms)
& s is a particular way to risk (troponyms)
is derivationally-related to

= &h 1. (8) risk, put on the line, lay on the ne
5 {02470374}<verb.social>expose to a chance of loss or damage
& "We risked losing a lot of money in this venture"; "Why risk your I
Bl try,seek,attempt, essay, assay
& {02454930} <verb.socal>make an effort or attempt
& "He tried to shake off his fears"; "The infant had essayed a few"
+ b act,move
=l &% 2. (2) gamble, chance, risk, hazard, take chances, adventure, run a ri
o {02469144} <verb.social>take a risk In the hope of a favorable ou
@ "When you buy these stocks you are gambing”
=t try,seek,attempt,essay,assay
- &f {02454930}<verb.social>make an effort or attempt
@ "He tried to shake off his fears"; "The infant had essayed a few "
+ g act,move

W, arriscar

-l e <arriscar>

i G arriscar; expor;

-l e <arriscar>

| & arriscar; aventurar; malparar;
= B <apostar>

-8; apostar; arriscar; jogar; por;

s il

Zoom Ok J Fechar Ap\lcar]

Pronto

NUM 2

Figure 3a: The WN.Br Editor three-column window.
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Traducéo Portugués-Inglés

Resultado da pesquisa na WordNet 2.0 (Princeton)

| arriscar 0K ‘

Babylon Portuguese-English fal "“ |

=arriscar E

. risk, endanger, jeopardize |
all translations for “arriscar”

(1]

b arriscar
= v
=% risk, endanger, jeopardize
+ rsk
e endanger
‘. r, jeopardize

Consultar palavra em Inglés na WordNet

risk

\verbo ﬂ

— WaordNet Br

"L arriscar
- Be =arriscar>

@ risk
=49 VER
. &% torisk is ane way to _ (hypemyms)

is denvationally-related to

& .. is is a particular way to risk (troponyms)

& arriscar; expor;
== EQ_SYNONYM
=-4h 1. (8) rick, put on the ling, By on the ne

=ah try,seek attempt, essay assay

=& act,move

¥ risk - 2 sentido(s)
= &t 1. (8) risk, put on the line, lay on the line

=g try,seek attempt, essay, assay

= &y act,move

= try,seek, attempt, essay, assay

= £ act,move

&f {02470374}<verb.socialexpose to a chance of loss or damage
& "We risked losing a ot of money in this venture"; "Why risk your i

&} {02454930}<verb.social>make an effort or attempt
i @ "He tried to shake off his fears"; "The infant had essayed a few"

- of 102296591} <verb.socal>perform an action, or work out ot

-6 "think before you act"; "We must move quickly"; "The gow

= &k 2. (2) gamble, chance, risk, hazard, take chances, adventure, run ar
5f {02469144} <verb.social>take a risk in the hope of a favorable ou

& "When you buy these stocks you are gambing”

: 5} {02454930}<verb.social>make an effort or attempt
@ "He tried to shake off his fears"; "The infant had essayed a few"

&f {02296591}<verb.social>perform an action, or work out or
-8 "think before you act"; "We must move quickly”; "The gow

=8 <arriscar>
& arriscar; aventurar; malparar;
--Be <apostar=
& apostar; arriscar; jogar; por;
= = EQ_SYNONYM

-@ "When you buy these stocks you are gambling"”
=-ah try,seek,attempt, essay assay

=4 act,move

-} {02470374} <verb.social>expose to a chance of loss or dar
@ "We risked losing a lot of money in this venture”; "Why risk \

- of {02454930} <verb.socal>make an effort or attempt
8 "He tried to shake off his fears”; "The infant had essayed :

&f (02296591} <verb.sodial>perform an action, or work |
® "think before you act"; "We must move quickly"; "The

=4l 2. (2) gamble, chance, risk, hazard, take chances, adventure, ru
- g} {02469144}<verb.socal=-take a risk in the hope of a favorat

; &f {02454930} <verb.sodal>make an effort or attempt
@ "He tried to shake off his fears”; "The infant had essayed :

- &f {02296591}<verb.sodial>perform an action, or work 1
~@ "think before you act"; "We must move quickly”; "The

]|

@

Zoom I

Ok I Fechar| AphcarJ

Figure 3b: A sample of two manual alignments.

4.1 The Manual Alignment

The linguist starts off the procedure by selectingra ire
the WN.Br Editor list (e.garriscar). As shown in Fig.3a,

editor dictionary look-up todl arriscar « risk, endanger,

WN.Br synsets: @rriscar, expo#; { arriscar, aventurar
malparat}; {apostar arriscar, jogar, p6r}.The center
column, in turn, displays the following two WN.Pr synsets
which contain the English vertsk selected by the linguist

the editor three-column alignment window pops up. Thdrom the search results in the left columrisk, put on the

left column displays the bilingual search results of thdine, lay on the ling { gamble chance risk, P15azard take
chancesadventurerun a risk take a chance

In the next step, the linguist drags and drops the

jeopardize. The right column displays the following three

1
1
WN.Br WN.Pr \
|
| —e
2126 {02454930} RN
tentar - try :
-
A A ¢ ===
3919 ; {02469144}
apostar | : L gamble
2566 | {02470374}
arriscar risk
>

Symbol Key

EQ-SYNONYMY (manually specified)

HYPERONYMY (specified in WN.Pr)

hyperonymy (inherited from WN.Pr
co-hyponymy (inherited from WN.Pr)

Figure 4: A sample of the automatic encoding.

* The editor dictionary look-up tool searches tBabylon

Portuguese-Englistictionary online automatically.

® The information in this column is formatted according to the
WordNet TreeWalRpplet (Beau, 2003).
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appropriate WN.Pr synsets from the center column (synseBentivogli, L., Pianta, E. (2000). Looking for lexical gaps.
numbered 02470374 and 02469144) onto the appropriateln Proceedings of the Ninth EURALEX International
WN.Br synsets in the right column. The default linbdbis Congress Stuttgart, Germany, August 8-12, 2000, pp.
<EQ SYNONYM>. The resulting alignment is shown in 663-669.

Fig3b. Bentivogli, L., Pianta, E., Pianesi, F. (2000). Copinthwi
lexical gaps when building aligned multilingual
4.2 The Automatic Encoding wordnets. InProceedings of the Second International

Both the manual and the automatic encoding are illustrate Conference on Language Resources and Evaluation
in Fig.4, where red double-headed arrows indicate manual Athéns, Greece, 31 May- 2 June 2000, pp. 993-997.
alignments and dashed curve and arrows highlight thealzolari, N. (2004). Computational lexicons and corpora:

automatic encodings of the hyponymy and co-hyponymy COmplementary components in human language
relations. technology. In P. van Sterkenburg (EdJnguistics

Today: facing greater challenge
5. Conclusions Amsterdam/Philadelphia: John Benjamins Publishing

Compared to the standard methodologies, which resorts I: Company, pp. 89-107.

- . : alzolari, N., McNaught, J., Zampolli, A. (1996AGLES
pre-existing MRDs (Rigau & Enelfo_, 2002).’.th'5 PapPET " Einal Report: Editor’s IntroductionPisa: Eagles.
presented procedures and an original editing tool fo

: : : ias-da-Silva, B.C. (1998). Bridging the Gap Between
_encodlng both the language |_nternal wordnet bits OP Linguistic Theory and Natural Language Processing. In
information (synsets, semantic types, glosses, and

lexical-conceptual _ hierarchical relations) and the Proceedings of the Sixteenth International Congress o

cross-lingual relations. The latter, the so calledQ<E Linguists Paris: Pergamon-Elsevier Science, pp. 1-10.

X ; Dias-da-Silva, B.C. (2003). Human Language Technology
RELATIONS>, has made it possible to connect the two Research and the Development of the Brazilian

wordnet_s and to d evise a procedure that_allovv_s for the Portuguese WordNet. IRroceedings of the Seventeenth
automatic encoding of the WN.Br lexical internal . T i
) . . International Congress of Linguists Prague:
hierarchical relations.
Matfyzpress, pp. 1-12.

In these years of research, the WN.Br lexical damba% . .
. ! urkin, J. (1994)Expert Systems: design and development
has circa 11,000 verbs (4,000 synsets), 17,000 nouns ' - ton: Prentice Hall International.

(8,000 synsets), 15,000 adjectives (6,000 synsets), a . . ,
1,000 adverbs (500 synsets) (Dias-da-Silva 2003). It'sri£O|e g:;ubrg’sgéa(li%%éég?iﬁfﬁﬁe;r‘zg:lecmnIC lexical
current 18,500 synsets (44'000. wqrd types) Werj—|andke, J. (1995). The Structure of the Lexicon: human
handcrafted by a team of three linguists, who reuse

merged, and tuned synonym and antonym information versus machine. Berlin: Mouton de Gruyter.

. ; - . : , anks, P. (2003). Lexicography. In R. Mitkov (Edlhe
registered n seven bUIkY dictionaries, "?‘T‘d mmed/flltereé_' Oxford Handbook of Computational Linguisti€xford:
relevant lexical information from Brazilian Portuguese

. . . Oxford University Press, pp. 48-69.
texts in corpora and in the web to further specify arad:l_ch Lenci, A, Bel. N. Busa, F. Calzolari, N.. Gola, E
these and the other wordnet-related conceptual redation . :

On the way, it is the manual encoding of (a) a co-text Monachini, M., Ogonowski, A., Peters, |., Peters, W,
sentence for each verb, (b) a concept gloss for sadets Ruimy, N., Villegas, M., Zampolii, A. (2000). SIMPLE:

) . a general framework for the development of multilingual
.Of verbs,_ (c) the mapping of each WN.Br verb synsep ont lexicons.International Journal of Lexicography3(4),
its equivalent ILI-record by means of one the

: . pp. 249-263.
aforementioned <EQ RELATIONS>, and (d) the aummat'ﬁvlatsumoto, Y. (2003). Lexical knowledge acquisition. In

encoding of the aforementioned language-internal relations. :
. . . . n k of
Circa three thousand <EQ SYNONYM> relations between R M|tkqv (E(_j), _T_he Oqurd Ha dbc_)o 0
Computational LinguisticsOxford: Oxford University
WN.Br and WN.Pr synsets have already been encoded.
Press, pp. 395-413.

Matsumoto, Y., Utsuro, T. (2000). Lexicography. In R.
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