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Abstract
This paper proposes a method of increasing the size of a bilingual lexicon obtained from two other bilingual lexicons via a pivot language.
When we apply this approach, there are two main challermgeliguityandmismatclof terms; we target the latter problem by improving
the utilization ratio of the bilingual lexicons. Given two bilingual lexicons between languagelpaifs, andL,—L., we compute lexical
translation probabilities of word pairs by using a statistical word-alignment model, and term decomposition/composition techniques. We
compare three approaches to generate the bilingual lexiexact mergingword-based mergingand our proposedlignment-based
merging In our method, we combine lexical translation probabilities and a simple language model for estimating the probabilities of
translation pairs. The experimental results show that our method could drastically improve the number of translation terms compared to
the two methods mentioned above. Additionally, we evaluated and discussed the quality of the translation outputs.

1. Introduction associated with a Chinese terd®47,” yinghang banking
institution, finance institution, using the pivot word “bank”

Bilingual lexicon is a crucial resource for cross-lingual ap- ) i R
plications of natural language processing (NLP) including" English. In order to solve the ambiguity problem in pivot
ferms, Tanaka et al. (1994) proposed the use of the struc-

machine translation (Brown et al., 1990), and cross-lingual ~ - . )
information retrieval (Nie et al., 1999). Thus, a numberture of bilingual dictionaries to select correct translation

of bilingual lexicons were constructed despite its expensivéauivalents. Bond et al. (ZOO]_') utilized semantic classes
compilation costs. However, it is unrealistic to construct'© fank translation equivalents; word pairs with compati-
a bilingual lexicon for every language pair; the number ofPle semantic classes are preferred to those with dissimilar
language pairs would be as many as 4,950, given that ther.;ilasse_s. Shirai et al. (2001) measured the_numb_er of words
were 100 languages in the world. Moreover, it is difficult " @ POt language shared by a translation pair to mea-
to maintain a bilingual lexicon with the rapid growth of ne- sure the similarity of the two words in the target languages.

ologism. Consequently, comprehensible bilingual lexicond @k €t al. (2001) used multiple pivot languages (English

are available only for small subsets of language pairs, an@"d Chinese) to improve the accuracy of dictionary con-
are unavailable for most language pairs. struction. Schafer et al. (2002) presented a method for in-

To address this problem, researchers have proposed the Lgﬁlécing translation lexicons between two distant languages

of pivot languages (third languages) as an intermediary lanY/& @ Pridge language, using cross-language context sim-

guage to construct bilingual lexicons automatically (Tanakdlamy’ we_|ghted _Leyerlshteln distance, relative frequency,
and Umemura, 1994; Bond et al., 2001; Shirai and Ya-2Nd burstiness similarity measures.

mamoto, 2001; Paik et al., 2001; Schafer and YarowskyAnother issue arises in merging terms in the pivot language
2002; Zhang et al., 2005; Goh et al., 2005), and recently, &, from different bilingual lexicons. Since two bilingual
commercial machine translation sysfeimplemented the lexiconsL;—L,, andL,—L. are constructed independently,
pivot approach for automatica”y Searching phrage or sene cannot assume that the two lexicons use the identical
tence pairs. The basic idea of this approach is to creatterm to describe a single entity. For example, it is impossi-
a bilingual lexicon between two languagesand L, by ~ ble to associate two translation pairdighif 4t (chikyu-
merging two large bilingual lexicond,.—L, and L,~L;, ~ ondanka,” “global warming”), and (“global heating,” %
whereL, is the pivot language. The advantage to this ap %228 (quanqid-biannién)”) because of the different terms
proach is that we can obtain a bilingual lexicon betwégn  in the pivot language. In addition, bilingual lexicons devel-
and Ly, even if no bilingual lexicon exists between theseoped for technical terms may contain a number of terms
|anguages_ However, the approach also presents two majmat cannot be associated with other lexicons. For example,
challenges; these asgnbiguityandmismatch even if a Japanese—English lexicon is large enough to in-
In generaL it is not guaranteed that the W@Ug (rn lan- clude a technical termﬁﬁﬁﬂﬁ“éj}lﬂ‘t’l (Sekitan'tenkan'
guageL.), translated from a wordv; (in languageL ) puroses)i (cogl conversign proce;s), we can obtain its Chi-
via a pivot wordhw, (in languagel.,), is correct, especially nese translation, X {bid f: (méizhunhia-guwcheng”
when the pivot Wordwp is p0|ysem0us_ For examp|e’ a Only when the Chinese'EngliSh lexicon includes the En-
Japanese term ¥ dote embankment, levee, may be dlishtermasitis.

This paper presents a solution to the latter problem, that is,
hitp://www.esteam.se to increase the number of translation pairs obtained from
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two bilingual lexicons, assuming that the former problem C(wp, wy, ap—y)

should be dealt with within the succeeding step. Given two p(wylwps ap—r) = C(wp) ’ ©)
large bilingual lexicons. ;—L,,, and L,—L., we compute

the translation probability from a word,¢, to w. by using

a statistical word-alignment model, and term decomposi- p(wylwe; de—p, ap—y)

tion/composition techniques. After collecting term pairs, = Z p(ws|wp; ap—rp)p(Wp|we; Ge—p).  (7)
the evaluation of the correctness of translations, an intelli- wp€L,

gent suggestion system for dictionary editors, etc. might
be necessary for constructing a more sophisticated systert these equations;(w. ) denote the frequency of the word

These topics are beyond the scope of this paper. w, in the lexiconL.~L,,, C(w,), the frequency of the word
_ . . w,, in the lexiconL,—L s, andC (w.., wy, ae—p), and the co-
2. Merging Two Bilingual Lexicons occurrence frequency af, andw, when they are aligned

Let Ly, L,, and L. be monolingual lexicons in source, by a.—p.
pivot, and target languages, respectively. Suppose that wequation 8 computes the translation probability framto
have two bilingual lexiconé ;—L,, and L,—L.: Wy,

Ls—L, = {(wy,w,)|wy is a translation ofo,} (1) .
L,~L. = {(w,, w)|w, is a translation ofo.},  (2) P(Wf|We; Gep, Qp—p) = Hp(w.fz‘|wei% ey Ap—f). (8)

i=1

wherew;, w,, andw,. denotes the terms in the lexicons

Ly, Ly, andL, respectively. _ _ Finally, we obtain the probability gf(w. @) by using the
The simplest method for constructing thig—L. lexicon  pojsy-channel model:

is to connect source and target terms that share a common

translation term in the pivot language: p(@elay) = P(W | we; ae_f’ ap—p )p(We)
LiL = {(wy, )3, (05, @,) € Ly=L, plwy)
/\(wmwe) c Lp_Le)}- (3) o8 p(wf|we;ae—pvap—f)p(u_)e)' (9)
We call this algorithmexact merging In order to estimate the monolingual language model

Itis a straightforward extension to decompose a source termi(w, ), we use the Googtehit count (the number of re-
into a sequence of constituent words, and to consult th@rieved pages) by querying the temm. Assuming that the
lexicon built by the above method in order to translate thetotal number of Web pages is a constahtwe estimate the
words in the source term into target words one by one. Thaprobabilityp(w. ),

is,
hit count ofw
L-L™) = {(y, 0) Vi = 1,....,1 o) = S (10)
(s, wer) € Ly=LE} U Ly=L.(), 4) . . .
We can thus generate the merged lexicon with translation
where wyy, ..., wp and wei, ..., wyp are sequences of probabilities by using:
constituent words ofo; andw,, respectively. We call this
algorithmword-based merging Lf—Le(”') = {(Wg, We, p(We|wy), p(wy|we)|

However, the constituent words of source terms are not al-
ways included in the lexicoh ;L. (). In addition, neither
exact merging nor word-based merging provides a confi-
dence value that indicates that two words are translatiome call this algorithmalignment-basedherging.

equivalents, useful for machine translation systems.

Recently, several researchers proposed the use of the pivot 3. Experiment

language for phrase-based statistical machine translation

(Utiyama and Isahara, 2007; Wu and Wang, 2007). Inthes8.1. Data

approaches, the translation probabilities between sourog/e used Japanese-English and English-Chinese lexicons to
and target terms are calculated via the pivot terms. Simipyjld a Japanese-Chinese lexicon. The Japanese-English
Iarly, we introduce a statistical Word-alignment model for lexicon, which was released by the Japan Science and
estimating the translation probabilities between source angtechnology Agency (JS¥) consists of 527,206 transla-
target words. We calculate the term translation probabilition equivalents (465,572 Japanese terms and 418,044 En-
ties by using the product of translation probabilities of con-glish terms) extracted from academic papers on science and
stituent words. technology. It covers a wide range of named entities such
We obtain word alignmentg.—, anda,— of the lexicons a5 company, place, and chemical names that may be dif-
Le—L, andL,—L; by GIZA++ and the refinement method ficult to translate into English and Japanese terms. The
(Och and Ney, 2003). The lexical translation probabilitieschinese-English lexicon, which was compiled by Wanfang

p(we|wy) > 0 A p(wy|we) > 0}. (11)

are calculated as follows: Data Co., Ltd, includes 525,259 translation equivalents
C(We, Wy, Ae—p) (441,710 Chinese terms and 430,501 English terms) in the
p(wp|we; e—p) = T Cw) (®)  field of scientific research.
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Lexicon #of Ly #ofLg #ofLc Source Target \ MRR Precl PreclO
L;~Lg 465,543 416,578 - Japanese Chines¢ 0.242 0.14 0.46
Lg-Lc - 429,766 439,795 Chinese Japane$e0.258 0.20 0.40
Lg - 777,344 -
Lj—Lco™@ | 103,437 (22.2%) 68,996 98,537 (22.4%)
Lj-Le™) | 124,945 (26.8%) - 167,929 (38.1%) Table 2: Mean reciprocal scores and precisions
Ly—Lc | 438,976 (94.2%) - 342,229 (77.8%)
Japanese | English Score P H
- _ T FHE | kerato- 0.557 -2.89 432
Table 1: The statistics of merged lexicons % [T] parenchymatitis
A 26 | kerato- inflam-| 0.00457 -3.34 10
. . mation
3.2. Size of Merged Lexicon % ¥HE | kerato- material 0 -224 0
We generated three lexicons merged by exact, word-based, % inflammation
and alignment-based methods. All terms in Japanese- ffix ¥& | kerato- material 0 -2.49 0
English and Chinese-English lexicons were lower-cased in B joint
advance. We employed the following word tokenizers: JU-  fili£ 52 % | kerato- real in- 0 -263 0
MAN® for Japanese, a Maximum Entropy Markov Model N flammation
(MEMM)-based part-of-speech tag§€Tsuruoka and Tsu- @Ei L :;;rato' material- 0 -266 0
jii, 2005) for English, and the morphological tokenizer )
“cjma” (Nakagawa and Uchimoto, 2007) for Chinese. Ta- iﬁﬁ R ;Z??étf;ﬁﬁ - 0 -2.66 0
ble 1 shows thg distinct num_b_ers_of terr_ns_ in the original 4l W | kerato- material 0 -283 0
and merged lexicons, and thélization ratio in parenthe- T Takayasu
ses (the number of terms in the original lexicon used for & ¥& | kerato- material 0 -2.87 0
building the merged lexicon). =i stomach

The exact merging translated 103,437 (22.2%) of Japanese

terms into Chinese, and 98,537 (22.4%) of Chinese terms

into Japanese. These figures imply that about 80% of thdable 3: An example of translation offff i =CJit
terms remained unused in building the Japanese-Chinegd” (keratitis parenchymatosa) according to alignment-
lexicon. The word-based merging translated 124,94%ased merging: [T] is the correct translatiol, =
(26.8%) of Japanese terms and 167,929 (38.1%) of Chinedegio P(Wy|We; @e—p, ap—r), H = (hit count), and Score =
terms; this brings 4.62% of the Japanese terms and 15.8%< H.

Chinese terms into the bilingual lexicon. In contrast, the

alignment-based merging constructed a Japanese-Chinese . .

bilingual lexicon with 438,976 (94.2%) Japanese terms angOrt the translation equivalents for each source tejnby
342,229 (77.8%) Chinese terms. The utilization ratio waghe probabilityp(w. |wf). Each source termy; receives a
drastically improved from the exact method, and the size ofcore equal to the reciprocal of the rank at which the first

the merged bilingual lexicon also increased. correct translationo, is obtained. After that, we calculate
the mean of reciprocal ranks over all source terms.
3.3. Accuracy of Merged Lexicon Table 2 shows the MRR scores and the precisions. “Prec1”

We evaluated the accuracy of the bilingual translation pairss the precision of the highest ranked terms, and “Prec10”
obtained by the proposed method. 50 Japanese and 50 Cli-the precision that the 10-best outputs include the correct
nese evaluation terms were chosen at random from a set
of terms that were not translated into another language by

the word-based method. Obtaining the top-10 translation Ch‘|n§§e English Score P H
equivalents with high scores for each evaluation term, we " H‘:‘{‘jﬁ state of 7249 -2.43 1960000
asked two human subjeétaho are fluent in both Japanese BB RS Sg[glopment 6593 -1.58 252000
and. Chinese to judge the correctness of the translation . « . development | 6001 -2.05 674000
equivalents. condition
We employed the precision and mean reciprocal rank g s conditionof | 3159 -2.90 2510000
(MRR) (Voorhees, 1999). We define the precision as the ra- % g [#% development | 2715 -2.57 998000
tio of source terms that are successfully mapped to its trans- country
lation only if one of ten translation equivalents includes 44 IR [T] | growing state| 2688 -1.51 87900
the correct translation. MRR is calculated as follows. We £ &fF g_YQWiﬂg con-| 2248 -1.98 216000
ition
Zhttp://www.google.com/ B AR [T] | rising state 1343 -1.72 69800
3http://pr.jst.go.jp/others/tape.html TR St development | 1260 -2.18 192000
*http://www.wanfangdata.com/ condition

Shttp://nip.kuee.kyoto-u.ac.jp/nl-resource/juman.html

Shttp://www-tsuijii.is.s.u-tokyo.ac.jp/ tsuruoka/postagger/ . o
One subject was for Japanese-to-Chinese and another forable 4: An exgmple Qf translation oft & ﬂk% (growth
Chinese-to-Japanese. status) according to alignment-based merging
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one. The proposed method generated correct translatior@@hooi-Ling Goh, Masayuki Asahara, and Yuji Matsumoto.
for half of terms that could not be associated by the word- 2005. Building a Japanese-Chinese dictionary using
based merging. The MRR score indicated that the proposed kanji’/hanzi conversion. IrProc. of the 2nd Interna-
method ranked the correct translations at the 4th place on tional Joint Conference on Natural Language Process-
average. ing, pages 670-681.
Tables 3 and 4 illustrate examples of translation pairs obTetsuji Nakagawa and Kiyotaka Uchimoto. 2007. Hy-
tained by the proposed method. In Table 3, the correct brid approach to word segmentation and POS tagging.
translation for the source termffiE S2fi 48, (keratitis In Companion Volume to the Proc. of the 45th Annual
parenchymatosa) appeared on the top. In contrast, the cor- Meeting of the Association for Computational Linguis-
rect translation could not appear on higher ranks but ranked tics, pages 217-220.
6th and 8th in Table 4. This is because incorrect translationgian-Yun Nie, Michel Simard, Pierre Isabelle, and Richard
are used frequently in Chinese to represent other senses. Durand. 1999. Cross-language information retrieval
There were several kinds of errors in the outputs, and the based on parallel texts and automatic mining of parallel
most frequent errors are caused by inappropriate tokeniza- texts from the Web. IfProc. of the 22nd Annual Interna-
tion, and errors from data sparseness. For example, a Chi- tional ACM SIGIR Conference on Research and Devel-
nese input term Kl Tk (megaspore haustorium)”  opment in Information Retrievapages 74-81.
should be tokenized intoX ¥ (megaspore),” and¥  Franz Josef Och and Hermann Ney. 2003. A system-
@+ (haustorium),” for finding the correct translation. Simi-  atic comparison of various statistical alignment models.
larly, the tokenizer could not split¥ —> > 7' )L 7 5 v Computational Linguistic29(1):19-51.
> ¥ (turn signal flasher)” into % — > (turn),” “>’ 2’ ) Kyonghee Paik, Francis Bond, and Shirai Satoshi. 2001.
(signal),”and 7 7 ¥ ¥ (flasher),” and the system could  Using multiple pivots to align Korean and Japanese lex-
not find appropriate word alignments. This problem could cal resources. IfProc. of the Workshop on Language
be solved by improving the accuracy of the tokenizers, and Resources in Asia, Natural Language Processing Pacific
introducing phrase-based model for machine translation.  Rim Symposium 200pages 63—70.
Charles Schafer and David Yarowsky. 2002. Inducing
4. Conclusion translation lexicons via diverse similarity measures and

This paper presented an approach to increase the numberPridge languages. IRroc. of the 6th Conference on Nat-
of translation pairs obtained from two bilingual lexicons Ural Language Learningvolume 20, pages 1-7.

via a pivot language. The experimental results confirmedbatoshi Shirai and Kazuhide Yamamoto. 2001. Linking
that the proposed method improves the utilization ratio of English words in two bilingual dictionaries to generate
the existing bilingual lexicons drastically. The proposed @another language pair dictionary. Rroc. of 19th Inter-
method does not include a mechanism to improve the pre- national Conference on Computer Processing of Orien-
cision, e.g., to choose a correct translation by examining tal Languagepages 174-179.

the context or semantic classes of source and target term§Umiko Tanaka and Kyoji Umemura. 1994. Construction
A future direction of this study would be to combine more ©of @ bilingual dictionary intermediated by a third lan-
sophisticated scoring methods for translation equivalents to guage. InProc. of the 15th International Conference on
improve the precision of the merged bilingual lexicon. We Computational Linguisticppages 297-303.

are also planning on evaluating a machine translation systoshimasa Tsuruoka and Jun'ichi Tsujii. 2005. Bidirec-
tem with this lexicon integrated to confirm the contribution  tional inference with the easiest-first strategy for tagging

of the bilingual lexicon. sequence data. IRroc. of the Conference on Human
Language Technology and Empirical Methods in Natu-
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