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Abstract

ASV Toolbox is a modular collection of tools for the explacat of written language data both for scientific and educatipurposes.
It includes modules that operate on word lists or texts almvao perform various linguistic annotation, classificatiand clustering
tasks, including language detection, POS—tagging, baseriduction, named entity recognition, and terminologyaetion. On a more
abstract level, the algorithms deal with various kinds ofdveimilarity, using pattern—based and statistical apgiiea. The collection
can be used to work on large real-world data sets as well agddying the underlying algorithms. Each module of the A)Ibox
is designed to work either on a plain text files or with a cotioacto a MySQL database. While it is especially designed aokvwvith
corpora of the Leipzig Corpora Collection, it can easily bagted to other sources.

1. Introduction Another collection of natural language processing tools is

Natural Language Processing — in German: Automatisch® Natural Language Toolkit (NLTK) (Bird and Loper,
Sprachverarbeitung (ASV) — is increasingly based on statis2004). It provides several modules all written in Python
tical and pattern-based methods. These methods are mairifyf Performing different kinds of NLP tasks —namely tok-
derived from computer science disciplines such as infor€nization, tagging, parsing and formal semantic analysis —
mation retrieval, artificial intelligence and machine tear @nd comes with corpus data, too. Besides the main goals
ing. Applying them to natural language text opens up newPf simplicity, conS|ste_ncy, exter_15|b|I|ty and m_odulamiye _
perspectives of discovering and describing structurerin la @sPect of the NLTK is educational so that it comes with
guage which does not necessarily match the traditional lin€0Urse plans and python guidance but the algorithms are
guist's (or computational linguist's) categories. To faci _noth|ghly op.tlmlzed due to clear and easily understandable
itate better understanding of the structure of natural laniMPlementations.

guage in the context of such methods and approaches, 4fpwever, the increasing availability of statistical natur
explorative access to the statistical properties of laggis  language processing methods and large text corpora for
indispensable. This is similar to research in physics: zarr many languages now leads to the somewhat paradoxical
ing out well-defined physical experiments provides insight Situation that more than ever language data and algorithms
into the applicability of existing hypotheses and allows tofor processing them are available, but most of them are in-
deepen the understanding of further physical structurés arfompatible with each other in terms of data structures and
the need for appropriate mathematical models. interfaces.

Currently, in natural language processing a number of toold he ASV Toolbox (Natural Language Processing Toolbox)
and environments are available that partially fulfil thiede ~ presented here is intended to to allow the exploitationef th
Especially we want to mention the following sets of tools. potential of large corpora collections and language inde-
The IMS Stuttgart offers tools for morphological anal- pendent processing methods for advancing the experimen-
ysis, tagging and chunking as well as clusteringtal study of languages, the learning of methods to do so, and
(http://www.ims.uni-stuttgart.de/tcl/). the development of language processing technologies. It
For the data and text mining algorithms in general, WEKAtakes a modular approach to language data and algorithms
offers a collection of machine learning algorithms (Wit- and is based on

ten and Frank, 2000). WEKA contains tools for data pre-

processing, classification, regression, clustering, @aso (1) a strict detachment of language processing algorithms

tion rules, and visualization. However, apart from very-con from particular linguistic data and languages, thus en-
strained examples, no specific language data are provided. ~ couraging the collection of language data and corpora,
To apply data and text mining algorithms to natural ~ and the development of processing algorithms inde-

language processing and related product development, pendently from each other;
LingPipe offers information extraction and data mining

tools (Baldwin and Carpenter, 2003). (2) language independent processing algorithms, thus al-
In order to combine such tools, GATE (Cunningham et al., lowing for a comparison of languages with respect to
2002) provides infrastructure tools like IBM’s Unstructdr certain statistical parameters and other computed fea-
Information Management Architecture (UIMA). The origi- tures; and

nal design principles behind the system have been to avoid

tying developers into any particular theory, to support mod (3) a modular software design, thus enabling algorithms
ular construction of language processing systems and to  to enrich language data and to re-use enriched data and
make it easy to swap components in and out. features as well as adding new algorithms.
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At present, the toolbox is set up to use data of the Leipzigorresponding strings, such as words. The tables are stored
Corpora Collection (LCC), a collection of text corpora in a MySQL database or in a tab-separated file format.
based on a set size and format (Quasthoff et al., 2006), bathe GUI of every module is organised in panels. Every tool
can be easily adapted to other data formats. The algorithnisas a welcome panel with a tool description. Then there
it comprises are based on publications by researchers at tlage different panels for data input, processing and configu-
Natural Language Processing Division (ASV) at the Com-ration. Panels which are useful for many tools like database
puter Science Department of the University of Leipzig (cf. configuration are provided by the framework.

also (Heyer et al., 2006)). The modular software desigrin the following, the presently available modules in the
is kept open for adding new algorithms. Its main use atASV Toolbox framework are briefly described. Where ap-
present is to share processing know-how and to support theropriate, publications are cited that describe the corre-
teaching of natural language processing, helping studentsgonding algorithm in more detail.

to better understand statistical properties of languages b

experimenting with particular algorithms. 3. General Purpose Tools

The compatibility of the tools with the data format of avail- ) _ )

able text corpora for many languages as well as the compag-1-  Chinese Whispers Multi-purpose Graph

ibility of the tools with each other is a distinguishing fest Clustering

of the toolbox in comparison to projects and tools like TCL, Chinese Whispers is a graph clustering algorithm (Bie-
WEKA, LingPipe, or GATE. In particular, the tools can be mann, 2006a) which has linear time complexity in the
iteratively applied to improve and annotate data, resyltin number of edges, which is especially beneficial for sparse

in a processing chain of tools. graphs, i.e. where the number of egdes is far below the pos-
sible number of edges. It has been used for language sep-
2. ASV Toolbox aration (Biemann and Teresniak, 2005), unsupervised POS

At the moment, the ASV Toolbox 1.0 comprises 12 inde-t299ing (Biemann, 2006b) and word sense induction (Bie-
pendent tools, also available as single modules. All toolgn@nn, 2006a). CW is a clustering algorithm that clus-
are written in Java 1.5 and available as open source code &S undirected, weighted graphs. The output is a non-
well as compiled binaries (http://wortschatz.uni-legpzie  hierarchical fuzzy partitioning of the graph. Its applioat -
I"chiemann/software/toolbox/). Additionally to the GUI IS not bound to language data; the algorithm can partition
version, they can also be run with a command line call ang"Pitrary undirected, weighted graphs of any sizes. Best
the documentation provides examples how to integrate thEESUlts are obtained on graphs with the recently described
functionality into custom Java programs. Most tools comeSMall world structure (Watts and Strogatz, 1998; Ferrer i
with a variety of sample datasets and operate on data dffancho and Sole, 2001; Steyvers and Tenenbaum, 2005).
rectly specified in the GUI, on plain text files and usually on The implementation of this algorithm is suitable to be ap-
MySQL databases. For users of the Leipzig Corpora colblied on very large data sets (graphs with several millions
lection (LCC) the parameters are pre-set for a quick starodes were tested successfully). For smaller data sets a
(database format available at http://corpora.informatik ~ force-directed graph layout based visualisation has beenii
leipzig.de/download.html). The Sections 3. and 4. give &luded. It both helps to browse the data as well as under-
short overview of the currently available tools and their us Stand the Chinese Whispers algorithm by providing a step-
age with the GUI. Additional examples and more detailed?Y-Step visualisation of its iterations.

instructions can be found on the ASV Toolbox website (see® graph is specified by a list of nodes and a list of edges.
above). Nodes have IDs and labels, edges consist of two node ids

The architecture of the ASV toolbox is modular. Accord- and an edge weight. The input data can be loaded either
ingly, there is no need to install all available modules. Itfrom files or from a database. The output can be stored in
is also easily possible to implement new modules to workiles or a database, too (see Fig. 1). The clustering result
with the core framework. These modules can make use d¥an also be visualized in an interactive manner, where for
several methods shared across the entire framework such éstances subgraphs can be chosen and extracted for a de-
database and file access, or configuration. tailed view. See Figure 2 for the German subgraph from a
The modules can also be used stand-alone, either using t§€ven languages separation task (Biemann and Teresniak,
GUI or the command line interface or the modules’ meth-2005).

ods directly in another Java program. Therefore the mod- ) »

ules are provided as jar files. 3.2. Multi-purpose Word Classifier: Pretree Tool

The used data formats are designed to allow the reuse dtis implementation of Compact Patricia Tree (CPT, pre-
results easily. To achieve this, a unified table format isluse tree) classifiers proved to be useful for morphology-relate
for most purposes. The main assumption is that every entasks in e.g. (Witschel and Biemann, 2005; Bordag, 2006)
tity, be it a word, a sentence or a document, can be providednd is used by various other tools in ASV Toolbox. The
with and later identified by a unique number, Correspondtool provides possibilities to train and evaluate classfie
ingly the first column of any table stores an identificationthat use beginnings or endings of strings as features. An
number, whereas the following column stores other identiimportant property of this classifier is that it reprodudes t
fication numbers that represent annotations, term weightstaining set classification to 100%. Therefore, pretrees ar
related or any other information. The only other type ofcapable of storing an exception list, while generalizing on
tables is one that maps the identification numbers to theinseen examples.
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subpanel which report the following results.

On the “Statistics” subpanel, the overall figures for the
corpus are summarized (see Fig. 5); the “Table” subpanel
lists all word types with their frequency (see Fig. 6). The
“Ranks” subpanel provides a similar view as the “Table”
subpanel, but for a selected subset of ranks. The “Count”
Pretrees can be trained using data from databases, files smbpanel gives a comparison of the real data and the fitted
directly given input. Trained pretrees can be saved directl Zipfian distribution. The results can be exported to an open
or pruned beforehand. The tool allows also to use pretreedocument table or a csv file. The diagram can be saved as a
for classification (see Fig. 4).

Figure 2: The visualization of a a subgraph after a cluster
ing

Pesut

3.3. Zipf's Law Visualization for Corpora o o s o
For an introduction to quantitative linguistics, this t@ol- f gy =
ables to visualize Zipfian distributions (Zipf, 1949) for rwesmmiem o

word frequency lists and documents. Various parameter
are computed, rank-frequency lists are browseable and tr ™™=
plot can be exported in various formats. The tool uses inpu ™ ***** bttt
from a file, a database or from plain text input. It extracts
the words from the given input, calculates the frequencies

and other values of the words and presents the results in td=igure 5: The Zipf distribution analysis tool statistic jphn
bles and in a diagram. The output panel contains several

002520351 23821527

POt o Inter section WER y-ars: BS26710527560445.
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3.5. Genetic Morphology Analysis: Genetomorph

This tool provides a genetic algorithm that is able to detect
morphological regularities in word lists (Kazakov, 1997;
o Kazakov, 2001). A fitness function that minimizes the cost

® - s of describing morphological rules is optimized, indivitlua
) o o o solutions can be browsed and the progress until conver-
Figure 7: A fitted Zipfian distribution gence is visualized in a plot. Sample data is available for

German nouns and adjectives.

The algorithm is initialized with a list of words containing

i . . . . morphological marks. These marks can be set randomly
png file and is displayed in the diagram panel (see Fig. 7)'but can also represent given morphological knowledge.

3.4. Hierarchical Agglomerative Clustering 4. Linguistic Tools

This basic implementation of hierarchical agglomerative, ;- Similar Words: Levenshtein Distance

clustering allows clustering elements represented asrsect ] ) )
using various norms and distance measures (Heyer et apased on a Directed Acyclic Word Graph (DAWG) imple-

2006). As example configuration, words can be clusterednentation, this tool allows efficient basic spell checking
by their common significant co-occurrences (available fronPY Offering words from a given word list with Levenshtein

LCC in 15 languages). The result can be exported as yxmdistances (Levenshtein, 1965). As resources, we p_rO\_/ide
file or in dendrogram picture format (see Fig. 8). the top frequent 50.000 words for 15 languages. Building

To determine the distance between clusters based on th DrAWGS from custom word lists is possible.

member elements, the following distance functions are se- example, the Italian wordlist returns for the missyelie

lectable:single, complete, average, average group and cek?pUt word “spagetti” the correct spelling "spaghetti” it
b b L i

troid linkage and Ward’s method. As distance functions; stlart1tc_:”e 1’tha3'd toffersz Spfttl':.’ ngge.tt;' t,h pla:nettlhand
between two vectors the following function are selectable; pael I“hWI !f’ zince (cf. Fig. wi € French ex-
L1- and L2-norm, Dice and Jaccard coefficient and the codMpie numanttal )-

sine. There are two kinds of output. One list contains all words

he clustering tool d feat tors f fil hat have the specified maximum amount of Levenshtein
;I' € clustering tool can read teature vectors from files an istance, sorted in ascending order. The other contains
fom a database. all possible continuations of the entered (possibly phrtia
word (see Fig. 10).

keyhoard .
:l—} 4.2. Baseform Reduction and Compound Noun

Tuesday >c

i u | Splitting

i A number of languages extensively use morphology and

e compounding, e.g. Germanic languages, Korean, Greek
ansernaint s s s a0 s S s G and Finnish. Compared to languages such as English,
where (noun) compounds are expressed using several to-

Figure 8: A sample clustering of words for English kens and morphological changes of word strings occur only

rarely, this leads to a tremendous increase in vocabulary
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size. In applications, this results in sparse data, chagdlen
ing a number of NLP applications. For IR experiments
with German, Braschler et al. report that decompound; |
ing results in higher text retrieval improvements than stem S
ming (Braschler and Ripplinger, 2003). T — -
Most string classification problems can be solved by using

Compact Patricia Tree (CPT, see Sect. 3.2.). Accordingly
this module, designed to perform baseform reduction an
compound splitting, comprises an efficient implementatior
of a CPT and is bundled with data for base form reductior
for English, German and Norwegian, as well as Germar,
noun compound splitting.

Applied to real-world problems, such as the baseform re
duction, precision and recall depend mostly on the size an
variety of the training data and achieves F-values in the

high 90% range. CPTs have sucessfullt applied to other Figure 12: The compound noun decomposition panel
tasks including name gender classifications or as a gener-

alization module in an unsupervised morpheme segmenta-

tion algprithm (Bordag, 2_007). Unsupervi_sed approacheﬁ_s_ Terminology Extraction

of learning compound splits are described in (Larson et al., o . ] .
2000; Monz and de Rijke, 2002; Holz and Biemann, 2008)_Compr|smg the non-interactive part of (Witschel, 2004)’s

In (Holz and Biemann, 2008) CPTs are built up for splitting terminology extraction method, this tool extracts termino
and for periphrasing compounds. logically relevant terms and phrases from documents by

comparing them to a background corpus and given POS-
tag patterns. Currently, it is available for English, Faimni

Lood from rile ||_savetarie | | clewr vl [ omm ]

To facilitate experimentation with training or unclassifie
data, the GUI is split into two parts: base form reduction
and German.

and compound noun decomposition. .
he b ; ducti lis desianed q There are several approaches to extract index terms from
The base form reduction panel is designed to reduce worg, ments, e.g. statistical (Salton et al., 1975; Cohen,

form to their base forms.. For this, the language and the par£995)l linguistical (Bourigault, 1992) and hybrid (Daite

of speech must be provided (see Fig. 11). al., 1994). One important statistical method is the scedall
The noun compound decomposition panel is designed tgifferential analysis which measures the extent to whieh th
specifically split compounds into their consecutive partsfrequency of a wordv in the given text deviates from its
and additionally reduce the parts to their base forms. frequency in general usage (Witschel, 2004). The latter fre
As parameter one of the provided languages or own datguency is determined using a reference corpus, i.e. a large
in form of a CPT has to be chosen (see Fig. 12). Com-and well-balanced collection of documents in the given lan-
pound decomposition is implemented by recursively apply-guage. The termhood af is quantified using a statistical
ing CPT classifiers to split parts from the beginning and thesignificance measure reflecting the significance of the fre-
end of the word. Once the parts are identified, they are requency deviation.

duced to base form by applying a POS-independent basehe implemented pattern-based methods are based on part-
form reducer. of-speech (POS) information. Here POS-tags are used both
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<person pattern="TIT PU VN NN">Dr.

: Angela Merkel</person> hat <person
R o ‘ pattern="VN NN">Gerhard Schr oder
e e </person> im Amt abgel ©st .

POS Ignifica

a1z

Wiliiam Tecumseh Sherman (February 8, 1820 O Fehruary
14, 1891) was an American soitlier, businessrmar,
educator, and author. He served as & general in the Unitect arant
States Army during the American Civil War (1861065), william
receing both recagnition for his outstanding commant of wiar
military strategy, and criticism for the harshness of the eneral
*scarched earth "poiicies he implemented in conducting carolina

=1 against the Confecerate States of America caroinas
Military historian Basil Liddell Hart famaushy declared that g
Sherman was “the first modern general, "[ 1] army
Sherman served under General Uysses S. Grat in 1862

|__term |
johnston

e | frequency |
E 16 -
E
E
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! Figure 14: Sample NER markup on German
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and 1862 during the campaigns that led to the fall of the
Confederate stronghold of Vickshurg on the Mississippi
River and culminated with the routing of the Confecerate
nnessee. In 1864, Sherman
nder in the wes
roops 1o the heney
hat u

ground knowledge about other items can be given. These
will not be listed in the item list at the end. On the “Tag Sys-

7 — tem” panel the tag encoding and the regular expression tag-
e "“7*“ ging can be configured. Regular expression tagging means

ponn.
BExtract --> pwashington 097
| B

EREED . that regular expressions for character strings can be used

u a
12ater of the war. He proceerted o leact
capture of the city of Atlanta, a military success that
contributed decisively to the re-election of Fresident < [shiloh
o

T3 S—— 0 | r— 13474
20, [ pemove | I ‘ R for finding candidates for new items.

terminology extraction completed

4.5. Named Entity Recognition: NameRec

Figure 13: The terminology extraction panel NameRec is a gazetteer- and rule-based Named Entity
Recognition tool that make heavy use of gazetteers (e.g.
built by the Pendulum as described in the previous section).

) ) , i The extraction patterns and rules are freely configurable.

to restrict the output units to certain word classes - itismof The tool marks plain text with NER markup. Resources are

argued that most technical terms are nouns - and to extragf 4ijapje for German for person names with professions:
multiword units (or phrases) in a shallow way. This is done, sample markup is given in Fig. 14. The configuration

by extracting sequences of words that appear frequently (95,015 are very similar to the panels of the pendulum and
gether and follow certain POS patterns, e.g. noun + nou llow the same design.

("terminology extraction”).
For using the extraction tool, either a text can be directly4.6. Probabilistic Language Identification at Sentence
written into the text area or be loaded from file. It is pos- Level

sible to build and use an own terminology dictionary by Thjs state-of-the-art word-based language identification
saving the extracted terminology as or adding to a dictioprogram allows identifying the language at sentence level
nary. using frequency word lists of the languages which are to
At the “Config” Panel the technical parameters can bepe distinguished (Biemann and Teresniak, 2005). It can be
set. Generally, the predefined default settings should worlysed to identify chunks of foreign language in a corpus.
rather well for medium-sized texts (up to 10,000 words),At the moment, 25 languages are supported; the number of
for larger texts, some of the thresholds may need to be adanguages is easily extensible by providing frequencs list
justed. either from a word list file or a database. As input and out-
put either directly given text, a text file or a database can be

44. Gazetteer Bootstrapping: The Pendulum used. There are no other parameters to be specified.
For building gazetteers for generalized Named Entity

Recognition, this tool provides a bootstrapping framework4.7. POS-tagging with a ViterbiTagger

that grows small initial gazetteers using a set of rules and his simple tagger implementation is based on tag trigrams
a customizable regular expression tagging. In the case aind tag distributions for words. Not as powerful as a full
person names, this search-and verification methodology IS MM implementation (Rabiner, 1989), it also uses the
able to extract e.g. some 40,000 names starting from aiterbi algorithm (Viterbi, 1967) and comes with a mor-
list of 20 with high precision from large plain text corpora, phological back-off component (realized with Pretree, see
see (Quasthoff et al., 2002). Sect. 3.2.) and is capable of training tagger models on very
For using the tool a database which contains the follow{arge annotated texts in various formats. Further, it al-
ing three tables is needed: a table with words, a table witllows tagging previously tagged text with a second (e.qg.
sentences and table which connect the words and sentencgsmantic) tag. The format of the tagger model is read-
tables. The bootstrapping process can be adjusted with sewble as plain text, which could prove useful for educational
eral parameters which can be loaded from a configuratiopurposes. An evaluation framework is included that also
file or set on the configurations panels. deals with evaluating on different tag sets for Gold stan-
There are five panels where settings can be made. On tldard and test. Supervised models are provided for En-
“File Management” panel it can be chosen which outputglish, German and Finnish, unsupervised tagger models
files for different item classes and which configuration filesfor resource-scarce languages or domain-specific applica-
to use. On the “Parameters and Settings” panel the databagens are available at http://wortschatz.uni-leipzig-dbie-
connection and the parameters for the bootstrapping algonann/software/unsupos.html.

rithm can be configured. On the “Rules and Patterns” panel

the extraction rules and patterns can be added, deleted and 5. Your Tool

saved. On the “Input Items” panel already classified itemsThe “Your Tool” tool is an empty frame which allows to
are to be given to start the bootstrapping. Additional backeasily implement new tools for the ASV Toolbox frame-
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work. There are already four existing classes in the packagkl. Braschler and B. Ripplinger. 2003. Stemming and de-

de.uni _leipzig.asv.toolbox.yourTool . compounding for german text retrieval. Rroceedings
of ECIR, LLNCS 263%ages 177-192.
6. Conclusion J.D. Cohen. 1995. Highlights: language and domain inde-

. _ . pendent automatic indexing terms for abstractidgur-
We introduced ASV Toolbox, a collection of algorithms 5] of the American Society for Information Science

suited for natural language processing, data browsing, and 46(3):162-174.

training as well as for educational and scientific purposesy Cunningham, D. Maynard, K. Bontcheva, and V. Tablan.
Several of the algorithms, such as the Chinese Whispers, 5002 GATE: A framework and graphical develop-
are the result of very recent research and are unique to this ;ant environment for robust NLP tools and applica-
collection. The standardized graphical user interfacpdel  ions  |n Proceedings of the 40th Anniversary Meet-
getting started with complicated algorithms in an intwtiv ing of the Association for Computational Linguistics

and easy way. Most algorithms are designed to be applica- http://gate.ac.uk/documentation. html.

ble on very large data sets eﬁortlessly. B. Daille, E. Gaussier, and J. Langé. 1994. Towards auto-
The open and modular architecture enables Users 10 em- e extraction of monolingual and bilingual terminol-

ploy the implementations in custom projects as well as to ogy. InProceedings of Coling94ages 515-521.

add more tools. This Tool_qu 'S not|_nten(_jed to replac_e aMRamon Ferrer i Cancho and Ricard V. Sole. 2001. The
other toolbox, or other existing algorithm implementation small world of human language. Proceedings of The
Instead, it is not only meant to be complementary, but due Royal Society of London Series. B, Biological Sciences
to the simple programming interfaces potentially compat- pages 268(1482): 2261—.2265 ' A

ible. Most modules can read data from direct input, from .
P Gerhard Heyer, Uwe Quasthoff, and Thomas Wittig. 2006.

lain text files and from databases, which further stimglate L . .
Eeamless integration of further corpora Text Mining: Wissensrohstoff Text — Konzepte, Algorith-
' men, ErgebnisseN3L-Verlag.

As such, the ASV Toolbox is a contribution to standardize, | q . 5 ised and
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