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Abstract
This paper describes a method of automatic emotional degree labeling for speaker’s anger utterances during natural Japanese dialog.
First, we explain how to record anger utterance appeared in natural Japanese dialog. Manual emotional degree labeling was conducted
in advance to grade the utterances by a 6 Likert scale to obtain a referencial anger degree. Then experiments of automatic anger
degree estimation were conducted to label an anger degree with each utterance by its acoustic features. Also estimation experiments
were conducted with speaker-dependent datasets to find out any influence of individual emotional expression on automatic emotional
degree labeling. As a result, almost all the speaker’s models show higher adjusted R? so that those models are superior to the speaker-
independent model in those estimation capabilities. However, a residual between automatic emotional degree and manual emotional
degree (0.73) is equivalent to those of speaker’s models. There still has a potential to label utterances with the speaker-independent

model.
1. Introduction

With great advance of automatic speech recognition (ASR)
system, a voice command system or an interactive voice re-
sponse system such as an automotive navigation system and
a customer service system are demanded to be more sensi-
tive and communicative to users. These systems currently
process linguistic information, but not process nonlinguis-
tic information or paralinguistic information which users
present during a dialog with a computer. For that reason,
computers can obtain less information on a speaker through
a dialog than human listeners can. If computers would rec-
ognize user’s emotions conveyed by acoustic information,
more appropriate reactions could be taken toward users. A
large emotional speech corpus could be required for ma-
chine learning of speaker’s emotion to realize an emotion
recognition system. However manual emotional labeling
for a large corpus is troublesome and time-consuming task.
Our approach is to automatically label whole utterances in
emotional speech corpus as a certain emotion by acoustic
features in order to design large emotional corpus used for
machine learning of speaker’s anger emotion.

Several related works (Ang et al., 2002; Cowie et al., 2001;
Banse and Scherer, 1996) have been done in the area of
analyzing emotional speech. Our study differs from the
former studies in several ways. First, many former stud-
ies have recorded emotional speech of actors who had been
instructed to read sentences which conveyed some partic-
ular emotions. We specifically recorded natural dialogs
contained spontaneous anger utterances that naturally occur
during a dialog for emotion recognition. Second, the former
studies have been classified recorded emotional speech into
several certain emotions categorized according to a psycho-
logical emotional model. We labeled an anger degree with
each utterance according to a continuous emotional scale.

2. Recording

Human-computer and human-human pseudo-dialogs were
recorded to collect anger utterances during a natural
Japanese dialog. The human-computer pseudo-dialog sim-
ulated a dialog with a telephonic reservation system and
the human-human pseudo-dialogs simulated a dialog taken
place when user phoned to a customer-support contact cen-
ter.

Speakers were 10 university students, 5 males and 5 fe-
males. Each speaker assumed the role of a user, while one
of the authors took the role of an operator. The speaker
spoke in a soundproof box to the operator outside through
a headset microphone to make a non-face-to-face conver-
sation. In the two kinds of pseudo-dialogs, only minimal
information to proceed the dialogs was given to the speak-
ers to record spontaneous emotional utterances following
the operator’s action.

To induce speaker’s anger emotion, the operator forced
the speaker to make the same answer several times in the
human-computer pseudo-dialog, by feigning recognition
failure or pretending to have some system errors. The oper-
ator objected to the speaker’s claim when the speaker made
a complaint in the human-human pseudo-dialog, for record-
ing the speaker’s anger emotion. Table 1 shows two sam-
ples extracted from the recorded dialogs. A symbol O :
” in the table shows the operator’s utterance and a sym-
bol U : ” in the table shows user’s utterance. In (a) the
human-computer pseudo-dialog, a user irritatedly repeated
the same word in the user’s second utterance against the
operator’s wrong recognition. In (b) the human-human
pseudo-dialog, a user broke into the operator’s utterance in
anger with his second utterance before the operator finished
her first utterance.

The recorded users’ speech were cut into the utterances, re-
garding continuous speech segment between pauses more
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(a) The human-computer pseudo-dialog

O: OD000O0ObOUO0OO0OOooObOUOOoOooobooon
(How could I help you?)
U: ODO00bOOoOooooboobobooooa
gooooooooad
(Well, I would like to know about the fees.)
O: ODUO0O0OOoboOoOoooo
(About our facilities?)
U: O000000OO0000oOoooooo
(No, uh, the fees , THE FEES.)
O: ODUO0O0OOoboOoOoooo
(About the fees?)
U: 000
(Yes.)

(b) The human-human pseudo-dialog

U: 0O0000O0Oooooooood

(But, it’s been issued.)
O: O000O0OO0O0OO0OOOOOOooOoOooO

(But the reservation number of 80 thousand is ...)
U: OJO0O0oOoooooood

(Huh? It’s been actually issued!)
O: 0O000O0OO0OO0OOOOOOOOoOooo

(never issued for the conference room reservation.)
U: O0O0odoooooooboooog

(So, where would this number be issued on earth?)

Table 1: Sample recorded dialogs which the operator in-
duced user’s anger.

than 200 ms as a unit of utterance. 1160 utterances were se-
lected randomly for statistical analysis from the utterances
of 5 speakers (3 males and 2 females). Any adjustment of
the numbers of each speaker’s utterances were never made
owing to make a dataset which reflect a proportion of ac-
tual speaker’s amount of utterances. The dataset were com-
posed of 661 male utterances and 499 female utterances.

3. Manual anger degree labeling as a
referencial emotional degree

As a referencial anger degree, manual labeling for all 1160
utterances was conducted. A mean of labelers’ graded val-
ues for each utterance were adopted as a referencial emo-
tional degree for following automatic labeling experiment.

3.1. Manual labeling methodology

A six-scale subjective evaluation was conducted to grade
each utterance on how angry it was heard. Labelers were
12 university students, 9 males and 3 females. 12 labelers
listened to all 1160 utterances which were presented once at
random labeler by labeler to avoid the influence of presenta-
tion order on labeling. The labelers graded each utterance
on a scale of 0 (not anger) and from 1 (weak anger) to 5
(strong anger). They were asked to grade each utterance by
acoustic characteristics of the utterance, not by a meaning
of the utterance to clarify what acoustic features were con-
tribute for the labelers to distinguished the different grade
of anger utterances. Figure 1 is an example of the answer
sheet for subjective evaluation.

BSENCI|
©C;
not anger weak medium strong
Num 0 1 2 3 4 5
Forz
5T = i S
1 o c o 0 o o
2 o o o o

Figure 1: The answer sheet for subjective evaluation.

labeler | kappa z-score p-value
EF01 0.27 16.35 0.00
EF02 0.07 4.73 0.00
EF03 0.35 20.74 0.00
EMO1 0.23 10.14 0.00
EMO02 0.27 15.06 0.00
EMO03 0.19 7.61 0.00
EMO04 0.45 25.10 0.00
EMO5 0.37 20.11 0.00
EMO06 0.34 18.42 0.00
EMO07 0.39 2048 0.00
EMOS8 0.37 20.99 0.00
EMO09 0.45 24.10 0.00
ALL 0.12 38.80 0.00

Table 2: The kappa between labelers and mode.

3.2. Result and evaluation of manual labeling

As a result of the subjective evaluation, the agreement and
correlation between inter-labelers were analyzed. Table 2
shows kappa coefficient beween each labeler’s value and
mode value by 12 labelers. Figure 2 are confusion matrices
of each labeler’s value and mode value of 12 labelers. More
dark color was painted on a cell of a higher percentage of
agreement for each confusion matrix.

As for Table 2, although a kappa coefficient of all labeler’s
value (0.12) is extremely low, the highest kappa coefficients
between each labeler’s value and mode value of 12 labelers
is 0.45 of both EM04 and EMO09, and the second highest is
0.39 of EMO7.

There are the strongest correlation, 0.68, between EMO05
and EMOS8, and the weakest correlation, 0.33 between EF01
and EMO02. The average inter-labeler correlation is 0.52.
On the other hand, the confusion matrices of Fig. 2 show
that many labelers agreed with the mode value. But the
figure also shows that many labelers judged the utterances
as the adjacent scale to the mode value of 12 labelers.

In our previous work (Arimoto et al., 2005) on a classifi-
cation of anger utterance into a group of anger degree in a
discrete scale, the result also showed that a higher classifi-
cation accuracy was obtained when making allowance for
classification of each datum into the adjacent clusters. That
was caused by the utterances located close to the boundary
between adjacent clusters, because those utterances mis-
classified into the adjacent clusters.

These results of inter-labeler agreement and correlation and
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EFO1 EF02 EFO3
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
0| 26.6% 33.2% 30.8% 7.6% 1.6% 0.2% 0| 20.5% 27.6% 27.6% 19.9% 4.2% 0.2% 0| 44.5% 37.6% 15.5% 2.4% 0.0% 0.0%
1 3.1% 56.7% 29.0% 9.0% 2.2% 0.0% 1 1.6% 18.4% 30.2% 31.2% 17.8% 0.9% 1 3.1% 57.3% 28.7% 9.0% 1.9% 0.0%
[ [ [
'8 2 3.0% 9.5% 66.1% 14.9% 6.5% 0.0% 'g 2 1.2% 3.0% 26.8% 27.4% 39.9% 1.8% '8 2 3.0% 12.5% 62.5% 17.3% 4.8% 0.0%
£ 3| 1.0% 4.1% 21.4% 59.2% 14.3% 0.0% £ 3] 1.0% 1.0% 6.1% 39.8% 42.9% 9.2% € 3| 1.0% 3.1% 19.4% 53.1% 19.4% 4.1%
4| 3.6% 1.8% 14.3% 17.9% 51.8% 10.7% 4| 1.8% 0.0% 0.0% 3.6% 78.6% 16.1% 4| 0.0% 3.6% 7.1% 26.8% 48.2% 14.3%
5| 0.0% 0.0% 6.7% 20.0% 40.0% 33.3% 5| 0.0% 0.0% 0.0% 0.0% 26.7% 73.3% 5| 0.0% 0.0% 6.7% 20.0% 20.0% 53.3%
EMO1 EMO02 EMO3
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
0| 89.7% 8.7% 1.0% 0.6% 0.0% 0.0% 0| 47.1% 36.6% 12.3% 4.0% 0.0% 0.0% o[ 97.2% 1.4% 0.6% 0.6% 0.2% 0.0%
1] 70.7% 25.9% 2.2% 1.2% 0.0% 0.0% 1] 12.5% 61.4% 17.8% 7.5% 0.9% 0.0% 1| 80.7% 17.1% 1.6% 0.3% 0.3% 0.0%
[ [ [
T 2 49.4% 26.8% 185% 4.8% 0.6% 00% T 2 11.9% 321% 387% 143% 3.0% 0.0% T 2 67.9% 13.7% 149% 3.0% 06% 0.0%
£ 3| 14.3% 37.8% 22.4% 22.4% 3.1% 0.0% £ 3| 4.1% 26.5% 24.5% 42.9% 0.0% 2.0% € 3| 35.7% 15.3% 13.3% 32.7% 3.1% 0.0%
4] 5.4% 17.9% 32.1% 19.6% 23.2% 1.8% 4] 3.6% 19.6% 23.2% 32.1% 17.9% 3.6% 4 21.4% 8.9% 12.5% 35.7% 19.6% 1.8%
5[ 6.7% 0.0% 6.7% 26.7% 33.3% 26.7% 5] 0.0% 20.0% 20.0% 33.3% 20.0% 6.7% 5[ 6.7% 6.7% 6.7% 46.7% 13.3% 20.0%
EMO4 EMO5 EMO6
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
0] 62.2% 28.8% 6.0% 2.0% 1.0% 0.0% 0| 74.4% 13.1% 6.4% 3.0% 2.0% 1.2% 0 29.4% 7.4% 2.6% 1.6% 0.0%
1] 10.6% 68.2% 14.0% 5.9% 0.6% 0.6% 1] 32.1% 36.8% 15.9% 10.0% 4.0% 1.2% 1| 27.4% 55.5% 10.9% 5.3% 0.9% 0.0%
[} [ [
T 2 9.5% 23.2%(500% 113% 54% 06% T 2 14.9% 23.8% 357% 155% 89% 12% T 2| 185% 304% 405% 7.7% 3.0% 0.0%
€ 3| 5.1% 12.2% 16.3% 48.0% 16.3% 2.0% € 3| 41% 2.0% 14.3% 37.8% 27.6% 14.3% £ 3| 4.1% 20.4% 153% 36.7% 16.3% 7.1%
4] 0.0% 5.4% 7.1% 19.6% 57.1% 10.7% 4] 0.0% 3.6% 5.4% 7.1% 48.2% 35.7% 4| 7.1% 10.7% 7.1% 10.7% 48.2% 16.1%
5| 0.0% 6.7% 0.0% 0.0% 46.7% 46.7% 5| 0.0% 0.0% 0.0% 0.0% 6.7% 93.3% 5| 6.7% 6.7% 0.0% 13.3% 6.7% 66.7%
EMO7 EMO8 EMO9
0 1 2 3 4 5 0 1 2 3 4 ) 0 1 2 3 4 5
0| 75.5% 15.9% 7.0% 1.6% 0.0% 0.0% 0| 59.8% 27.0% 9.3% 2.6% 0.6% 0.6% 0o 78.7% 13.3% 4.4% 2.4% 1.2% 0.0%
1] 28.0% 50.2% 19.0% 2.5% 0.3% 0.0% 1| 11.8% 55.8% 19.0% 11.2% 2.2% 0.0% 1| 23.7% 53.0% 14.3% 7.2% 1.9% 0.0%
[ [ [
'8 2| 13.7% 31.5% 47.6% 7.1% 0.0% 0.0% '8 2| 5.4% 29.2% 35.7% 17.9% 10.7% 1.2% '8 2 13.1% 27.4% 36.3% 17.9% 4.2% 1.2%
E 3| 9.2% 16.3% 34.7% 31.6% 7.1% 1.0% £ 3| 41% 5.1% 9.2% 35.7% 36.7% 9.2% € 3| 6.1% 7.1% 18.4% 55.1% 10.2% 3.1%
4] 3.6% 3.6% 28.6% 41.1% 21.4% 1.8% 4] 0.0% 3.6% 3.6% 10.7% 48.2% 33.9% 4] 0.0% 1.8% 16.1% 39.3% 42.9% 0.0%
s| 0.0%  0.0% 20.0% 33.3% 26.7% 20.0% 5| 00% 00% 0.0% 0.0% 6.7% 93.3% 5| 0.0% 0.0% 13.3% 13.3% 53.3% 20.0%
Figure 2: The confusion matrices of mode vs. each labeler.
speakerID | med. =0 med. >0 Total FSM FTM
o [t}
FSM 37 99 136 > >
=7 =7
FIM 117 246 363 Qg 23
o~ o~
MIA 50 221 271 8s 8
o o
MMR 9 124 133 ST — ST
0 2 3 4 5 0 1 2 3 4 5
MTK 103 154 257 anger degree anger degree
TOTAL 316 844 1160 MIA MMR
>3 >3
Table 3: The number of utterances =° =°
v v 2
c° c°
oo @Y
o3 ag Hi==N
. . . . 0 O S . .
our previous finding might reflect that each emotional de- o 12 d 34 s o 12 d 3 4 s
. . . . . anger degree anger degree
gree is not in a discrete-scale, but in a continuous-scale. 9 9 g g
To obtain a continuous value for each utterance as score MTK ALL
of its anger degree, a mean of overall 12 evaluated values >3 >3
except outliers was calculated in every utterance. Also, ut- wg s
terances with extremely low evaluation value (median=0) a3 T gs
were removed from a dataset to avoid influence of expres- 4, 1 L =] 24, L ! : : :
0 1 2 3 4 5 0 1 2 3 4 5

sion of other emotion. Table 3 shows the number of utter-
ances of our dataset.

Figure 3 shows histograms on anger degree in each speak-
ers. The histograms of 4 out of 5 speakers are like log-
normal distribution, but the histogram of FSM shows dif-
ferent tendency from the others. It shows the second peak
of the density of stronger anger degree utterances. To
avoid an influence of the tendency of FSM anger utterances,
two kinds of datasets were prepared, one is a speaker-
independent dataset and the other is a speaker-dependent

anger degree anger degree

Figure 3: The histograms of anger degree in each speaker.

dataset for a experiment of automatic anger degree labeling.
The speaker-independent dataset composed of whole 844
utterances and the speaker-dependent datasets composed of
different number of utterances according to the speakers.
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Figure 4: The distributions of each parameter vs anger degree.
parameter | description and Scherer, 1996; Arimoto et al., 2007). Table 4 shows all
FOmean speaker-normalized Fo mean adopted parameters and their descriptions. Every parame-
FOmin speaker-normalized Fo min ter has the representative value of a whole utterance such as
FOmax speaker-normalized Fy max a mean or a standard deviation,
FOstdv standard deviation of Fo For the parameters calculated with Fo value, speaker-
Dur average mora number within a breath group normalized values were prepared by simply subtracting the
Rate speaking rate (mora/s) average of all data of each speakers, to remove the effect of
Pstdv standard deviation of short-term power the differences between each speakers.
Pmax short-term power max There are not strong correlations among every combi-
Pmag magnitude of short-term power changes nations of each parameters from the training set. The
Clmean average of the first cepstral coefficient strongest is 0.69 between Pstdv and Pmag, the weakest is
Clstdv standard deviation of 0.00 between Rate and Clmean.
the first cepstral coefficient Figure 4 shows the distribution between each parameters

Table 4: The acoustic parameters

4. Acoustic parameters

We prepared 11 acoustic parameters with reference to for-
mer studies (Ang et al., 2002; Cowie et al., 2001; Banse

and anger degree. 6 colored lines on each panel are the
regression lines speaker by speaker. Almost all the speak-
ers show the same tendencies against the anger degree, but
some speakers show more strong inclining or declining ten-
dencies with the paramters such as FOmin, Pstdv and Pmag
of FTM.
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Figure 5: The distributions of anger degree vs. estimated value.
model R R? F-value p-value AIC 1.10
FSM | 0.76 054 1382 9.76E-10  -9.46 — 100t  Test
FTM | 0.71 049 4083 1.66E-23 -222.68 S 0.90- Treining
MIA | 0.61 035 1391 227E-12 -98.30 2 050,
MMR | 0.69 045  18.04 1.59E-10 -52.27 70! 166068067 069 w072
MTK | 0.81 0.65 64.84 228E-23 -91.87 B 0.60.
ALL 0.67 0.44 64.78 3.26E-68 -366.11 g 050,
Table 5: Multiple correlation coefficient (R), adjusted R 0.401
square (R?) , F-value, p-value and AIC of each model 0.30-
FSM FTM MIA MMR  MTK ALL
speaker

5. Automatic anger degree labeling
S.1.

Each dataset was divided into a training set and a test set at
random in the proportion of 2 to 1 for an experiment of au-
tomatic anger degree labeling. Using this training set, label-
ing experiments were conducted to estimate the anger de-
gree of each utterance using multiple linear regression anal-
ysis based on least-square method. Forward selection was
applied for the labeling experiment to clarify which param-
eters contribute to the anger degree labeling. Also n-fold
cross validation (n=3) was conducted to make each speaker-
dependent model because its dataset size was too small to
make a model with 2/3 of speaker-dependent dataset.

Automatic labeling method

5.2. Result

Figure 5 shows that the distributions between anger de-
gree and estimation value calculated by the linear regres-
sion model of each dataset. Table 5 shows multiple cor-
relation coefficient (R), adjusted R square (R2) , F-value,
p-value and AIC of each model of the training set. Because

Figure 6: Root mean square of residual between automatic
labeling value and manual labeling value.

n-fold cross validation made three models for one speaker-
dependent model, only the highest R? model was showed
in Table 5.

Root mean square of residual between automatic anger de-
gree labeling value and manual anger degree labeling value
for each dataset were calculated for an evaluation of auto-
matic labeling method.

The R?s of all speaker’s models are between 0.35 (MIA)
and 0.65 (MTK), and those root mean square of residual
are between 0.51 (the training set of FTM) to 1.00 (the
test set of FSM) for both the test and training sets. The
speaker-independent model does not show a high R2 (0.44)
between automatic labeling values and manual labeling val-
ues, and its root mean square of residual is under 0.73
for both the test and training sets, comparing with each
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paramter | FSM FTM MIA MMR MTK ALL
FOmean - - ++

FOmin - -- - -

FOmax +++
FOstdv ++ ++ +++ - +
Dur e s = +
Rate ++ + +++ A+ +
Pmax +++ + +
Pmag ++ --- - -
Pstdv - - - - -
Clmean | +++ ++ - +++ +
Clstdv - -- - --

Table 6: The selected parameters of all the models

speaker-dependent model.

6. Discussions

Comparing every speaker-dependent model to the speaker-
independent model in the Table 5, four of five speaker’s
model (FSM, FIM, MMR, and MTK) shows stronger
correlations and higher R? values than the speaker-
independent model. Also three of five speaker’s model
(MIA, MMR, and MTK), show approximately equivalent
root mean square of residual to the speaker-independent
model and FTM’s model shows remarkably lower root
mean square of residuals than the speaker-independent
model. On the other hand, FSM’s model shows extremely
larger residual than the speaker-independent model.

From this result, almost all the speaker’s model more accu-
rately estimates individual anger degree than the speaker-
independent model. But MIA’s model, which shows
weak correlation and lower R? value than the speaker-
independent model, and FSM’s model, which shows rather
large residual than the speaker-independent model, could
not be more suitable for anger degree estimation than the
speaker-independent model.

According to the Fig. 3, the FSM’s histogram of manual
anger degree shows the two peaks of utterance number, one
is around anger degree 1 and the other is anger degree 4,
while the others’ show one peak and gradually reduce the
number of utterance toward the strong anger. This indicates
that FSM’s anger could be more distinctive than the others’.
Taking account for FSM’s anger degree tendency, FSM’s
residual is rather large with linear regression analysis.
From the distribution between anger degree and estimated
values calculated by MIA’s model in Fig. 5, we could find
that the manual labeling (anger degree) has the utterance
near anger degree 5, but the estimation of all utterances
is under 3.5. This could be caused by the less utterance
number of stronger anger. Many lower anger utterance in
dataset influence on the estimation of the model and caused
its weaker correlation and lower R? value.

Table 6 shows selected parameters for the speaker-
independent model and the speaker-dependent models. In
three times of multiple linear regression analysis based on
n-fold cross validation (n=3), different sets of parameters
were adopted for each models. When selected parameters
showed negative standard partial regressive coefficients, the

symbol was put on a cell of its parameter. When se-
lected parameters were showed positive standard partial re-
gressive coefficient, a symbol' +” was put on a cell of its
parameter.

Table 6 indicates that some speaker’s models adopted pa-
rameters which were not adopted by speaker-independent
model. Also some parameters of each speaker’s model
shows opposite sign to those of the speaker-independent
model. For example, the Pmag of FSM shows positive
sign ("++”) while that of the speaker-independent model
shows negative one. It was considered that the speaker-
dependent model has is own acoustic features of anger
speech, and the speaker-independent model could not cover
all the speaker’s acoustic features of anger speech.
However, Figure 6 indicates that almost all speaker’s
models show approximate equivalent residual to speaker-
independent model. So there is some possibility to esti-
mate the utterance of open data on speakers by the speaker-
independent anger degree model.

7. Conclusion

We have studied a method of automatic emotional de-
gree labeling for speaker’s anger utterances during natu-
ral Japanese dialog. The experiments of automatic anger
degree estimation were conducted to label an anger de-
gree with each utterance by its acoustic features. Also
the estimation experiments were conducted with speaker-
dependent datasets to find out any influence of individual
emotional expression on automatic emotional degree label-
ing. As a result, we found that almost all the speaker-
dependent estimation model was superior to the speaker-
independent model in its estimation capabilities. But the
differences of those estimation capabilities are rather small,
there still has a potential for the speaker-independent anger
degree estimation.
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