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Abstract
This paper proposes an extension of Sumida and Torisawa’s method of acquiring hyponymy relations from hierachical layouts in
Wikipedia (Sumida and Torisawa, 2008). We extract hyponymy relation candisites)(from the hierachical layouts in Wikipedia by
regardingall subordinate items of an itemin the hierachical layouts ass hyponym candidates, while Sumida and Torisawa (2008)
extracted only direct subordinate items of an iterasz’s hyponym candidates. We then select plausible hyponymy relations from
the acquirediRrcs by running a filter based on machine learning with novel features, which even improve the precision of the resulting
hyponymy relations. Experimental results show that we acquired more than 1.34 million hyponymy relations with a precision of 90.1%.

1. Introduction Black tea
The goal of this study is to automatically extract a large se. [ Common tea brands England Lipton
of hyponymy relations, which play a critical role in many Twinings
NLP applications such as Q&A systems (Fleischman et al.
2003) and specification retrieval (Yoshinaga and Torisawa France ———— Fauchon

200§). In this paper, a hyponymy relation is defined as ¢ | 5 ount of production India
relation between a hypernym and a hyponym when tijre _
ponymis a (kind of)hypernyni® We acquired more than Sri Lanka
1.34 million hyponymy relations in Japanese with a preci- L gionded tea Earl Grey tea
sion of 90.1%. Chai teay

Many NLP researchers have attempted to automatically ac-

quire hyponymy relations from texts (Hearst, 1992; Cara-

ballo, 1999: Mann, 2002: Fleischman et al., 2003; MorinFigure 1: Hierarchical layout of an article shown in Figure 2
and Jacquemin, 2004; Shinzato and Torisawa, 2004; Et-

zioni et al., 2005; Pantel and Pennacchiotti, 2006; Sum-

Ida et al-! 2006) Sumlda and TOFIS&WB., 2008)- MOSt Of Etl)zcvhkfzzia,thefreeencyclopedia ! ?la;:;rgezxiZi;eéa;:\z;ytﬁz ;iie;hat
these method;, however, require tera—scale. AOCUMERILS (| Dot e e vareren ?‘_’éiﬁioi”‘iegf;ﬁiniii‘“’“'
a web repository) and powerful computational resourcegCommon teabrands featy Tl

England [edit] * Twinings

to acquire a wide range of hyponymy relations that in-| .,
clude concept-instance relations. On the other hand, Sum_™""*

== France ==
* Fauchon
= Amount of production =

PNV WwN

. . France led] | | 94 India
ida and Torisawa (2008) have shown that you could eas-. rauchon 10[# Sri Lanka
ily obtain numerous hyponymy relations from Wikipedia; | Ameunt of Production it | |13/ ear Grey tea : black tea with
. . . - - India bergamot oil
in particular, they have acquired more than 0.63 million| 2 sitana 13] 1Cha tea - black tea with the sugar)
- . . - edil milk and spices
hyponymy relations only fronhierarchical layoutsin the | et ] s Hgategory:ptea]] -
. — . . . . ategory:tea culture
2.2GB Japanese version of Wikipedéad, Figure 1 shows |, ks win begamoto =

a hierarchical structure of a Wikipedia article Shown in Fig-| |caeey e [eacime e
ure 2). AIthough the re.por_ted precisign (76.4%) is insuffi- () Browser View (b) Source code
cient for practical applications, the hierarchical structures
in Wikipedia are definitely a promising resource to mine

hyponymy relations. Figure 2: Example of a Wikipedia article for ‘Black tea’

This work was conducted while the second author was a re-
search fellow of the Japan Society for the Promotion of Science.

This is a slightly modified definition of the one given in In this paper, we extend Sumida and Torisawa’s

Miller (Fellbaum, 1998, Chapter. 1). The linguistic litera- method (2008) of acqw_rlng hyponymy relat_lons, an.d d.ou-
ture (.9, Cruse (1998)) distinguishes concept-instance relation?Ie t_he number OT f_icquwed hyponymy relatlon_s, while im-
such as “university’-“Tokyo University” from hyponymy rela- Proving the precision by 13.7%. The key idea of our
tions such as “university”-“national university”. However, we re- method is to enumerate a wider range of hyponymy relation
gard concept-instance relations as a part of hyponymy relation€andidates{rcs) from the hierarchical layouts than Sum-
since such distinction is not crucial for many NLP applications. ida and Torisawa’s method. While Sumida and Torisawa
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extracted direct subordinate items of an iteras the can- contains, the lower the position the item belongs to. For
didates ofz’s hyponyms, we extradll subordinate items instance, “= Common tea brands =" occupies a higher po-
of an itemz as the candidates ofs hyponyms. We then ap- sition than “== England ==" as illustrated in Figure 2(b).
ply a filter based on machine learning with novel features torhen, it is easy to extract a hierarchical structure from a
the acquiredircs to select plausible hyponymy relations. Wikipedia article by parsing the source code of the arti-
The reminder of this paper is organized as follows. Seccle according to the above order among the mark-up items.
tion 2 briefly explains the structure of Wikipedia and de- Figure 1 illustrates the hierarchical structure obtained from
scribes previous studies on hyponymy relation acquisitiorthe source code in Figure 2(b).

from Wikipedia. Section 3 introduces our method of ac- o o

quiring hyponymy relations from hierarchical structures in2-2- Hyponymy Acquisition from Wikipedia

Wikipedia. Section 4 presents experimental results. SedPrevious studies attempted to extract hyponymy relations
tion 5 concludes this paper and mentions future researctiom definition sentences (Kazama and Torisawa, 2007;

directions. Herbelot and Copestake, 2006; Ruiz-Casado et al., 2005)
and category labels (Suchanek et al., 2007) included in
2. Research Background Wikipedia articles.

In this section, we first explain the structure of Wikipedia, K&zama gnd 'TOFiS{:IWa (2007) con.si.d.ered the first sentence
and then describe previous studies that attempted to acquif @ Wikipedia article as the definition sentence for the

hyponymy relations from Wikipedia. heading of the article, and extracted a hypernym of the
heading from the definition sentence. They exploited syn-
2.1. The Structure of Wikipedia tactic patterns to identify the hypernym in the definition

Wikipedia is a free, multilingual, open-content encyclope-sentence. Herbelot and Copestake (2006) parsed sentences
dia, and consists of numerous articles that convey comin Wikipedia articles to find argument structures that repre-
prehensive information in the headings (basically concept§ent the definition of concepts, and then obtain hypernym-
or instances). The Wikipedia is built on the Mediawiki hyponym pairs from the argument structures. They ex-
software packag. which interprets source codes written tracted 4,771 hyponymy relations from 12,200 animal-

in the MediaWiki Syntax to produce human-readable WeHelated articles with a preCiSion of 88.5%. Ruiz-Casado et
pages. Figure 2(a) shows an article on ‘Black tea’, which is2l- (2005) exploited WordNet (Fellbaum, 1998) to learn
the result of interpreting the source code in Figure 2(b). Thatterns for acquiring hyponymy relations. They acquired

elements of the hierarchical structures used in this study ar&204 hyponymy relations with a precision of 69%.
as follows. Suchanek et al. (2007) regarded the heading of a Wikipedia

article as a hyponym and obtained category labels attached
Headings See lines 2-3, 6, 8, 11 of Figure 2(b). They areto the article as its hypernym candidates. A language-
marked up as “=title=+" in the MediaWiki syntax, dependent heuristics then selected correct hypernyms from
wheretitle is the subject of the paragraph. Note thatthe hypernym candidates. They acquired more than 2.04
“+" here means a finite number of repetitions of the millions of hyponymy relations (relations SUBCLASSOF
preceding symbol, and we use this notation in the fol-and TYPE in their paper) from 1.6 millions of Wikipedia
lowing explanation as well. articles with a precision of about 95%.
Although the above studies extracted hyponymy relations
from the English version of Wikipedia, Sumida and Tori-
sawa (2008) extracted hyponymy relations from definition
sentences, category labels, and hierarchical structures in

marked up as “#itle” in the MediaWiki syntax, Ponymy relations acquired from the hierarchical structures

wheretitle is the subject of a numbered item. was larger than the number of hyponymy relations acquired
from the other resources. We thus focus on the hierarchical

Definition lists See lines 12-13 of Figure Z(b) They are structures to acquire more hyponymy relations.
marked as ‘tjtle” wheretitle is a term. Although def-

inition lists contain terms and their definitions, our 3. Proposed Method
method focuses only on the terms.

Bulleted lists See lines 4-5, 7 of Figure 2(b). They are
marked as “*title” in the MediaWiki syntax, where
title is the subject of a listed item.

Our method of acquiring hyponymy relations is an exten-

The basic hierarchical structures of Wikipedia articles aregior_l of the supervisec_i met_hod proposed by Sumida and
orisawa (2008), but differs in the way of enumeratimg

organized according to a pre-determined ordering amon% It didate ; ; he hi
the above items. In general, items occupy a higher positio onymy relation candidatehiereafterHrcs) from the hi-

in the hierarchy according to the order of headings def_erarchical layouts, and in the features of machine learning.
inition lists, bulleted lists, and ordered lists. In addition, Our method consists of the following two steps:

note that headings, bullet lists and ordered lists allow th%tep 1: We first extractHrcs from hierarchical |ay0uts in
repetitions of the symbols “=", “*" and “#". The number Wikipedia articles.

of repetitions of the symbols indicates the position in the _
hierarchy, and the more repetitions of the symbol an iteniStep 2: We then select proper hyponymy relations from
the HRCs extracted in Step 1 by using Support Vector
2http://www.mediawiki.org/wiki/MediaWiki Machines (SVMs) as a classifier (Vapnik, 1998).
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X »o—%5 (list of X), X —% (list of X), X #%:#H (details of X), POS We assigned a unique dimension in the feature space

X U bk (Xlist), f£2A972 X(typical X), {3 X (typical X), to each part-of-speech (POS) tag. When the hyper-
+:2272 X (popular or typical X), 72 X (popular or typical X), nym/hyponym consists of a morpheme with a par-
2 X (popular or typical X), kA #) 7 X (basic X), JA X ticular POS tad, then the corresponding element of

(basic X),# 4 72 X (notable X), X & 72 X (large X), fthid> X
(other X),—#B X (partial list of X), *X ®F:#ll (details of X),
*RFH X (typical X), *JLAR X (basic X), *#&44 X (notable
X), *—# > X (partial list of X)

the feature vector is set to 1. When the hyper-
nym/hyponym consists of multiple morphemes, the
feature vectors for all the morphemes are simply
summed (The resulting feature vector worksdis
junction of each feature vector). The POS tag of the
last morpheme is mapped to the dimension that is dif-
ferent from that of the POS tags of the other mor-
phemes.

Figure 3: Patterns for finding plausible hypernym X; pat-
terns with« are newly introduced in this study (Japanese
terms used in our experiments are followed by English
translations).

MORPH The morphemes are mapped to the dimensions
of the feature vectors. The last morpheme is mapped
to the dimension that is different from that of the other

3.1. Step 1: ExtractingHrRcs from the hierarchical morphemes.
structures in Wikipedia articles

In what follows, we describe each step in detail.

EXP The expression of a hypernym/hyponym itself is
We obtainHRCs by considering thétle of each marked-up mapped to an element in a feature vector, and the cor-
item as a hypernym candidate, atiites of its all subor- responding element is set to 1.

dinate marked-up items as its hyponym candidates; for ex-

amp'e, we extract ‘Eng'and’, ‘France’, ‘Wedgwoc)d’7 ‘Lip_ ATTR USing the attribute set created by Sumida and Tori-

ton’, and ‘Fauchon’ as hyponym candidates of ‘Common  Sawa (2008), when a hypernym/hyponym is included

tea brands’ from the hierarchical structure in Figure 1. as an element of the attribute set, we set a feature cor-
Note that Sumida and Torisawa (2008) extractexts by responding to the element to 1.

regarding thditle of each marked-up item as a hypernym
candidate anditles of its direct subordinate marked-up

items as its hyponyms; for example, they extracted only
‘England’ and ‘France’ as hyponym candidates of ‘Com-
mon tea brands’ from the hierarchical structure in Figure 1.
They also employed patterns shown in Figuree3y{ “X

D —%&" (list of X)) to find plausible hypernyms denoted

by X'in the pattern. They regarded th@cs whose hyper- |, this study, we introduce the following three new features
nyms matched the patterns as correct hyponymy relationgg improve the performance of the classifier.

and did not apply a filter based on machine learning to these

HRCS. DIST The distancel between items from which the hy-
In this study, we use these patterns only to justify the hyper-  pernym and the hyponym are acquired is mapped to
nym part ofHRCs; hamely, we just replace hypernyms that two elements of the feature vector. When the distance
match the patterns shown in Figure 3 with the variable part, 4 = 1, one element is set to 1, and otherwise (i.e.,
by discarding the non-variable part of the patterns. Wethen  d > 2) the other element is set to 1. This feature
apply a filter based on machine learningatbthe HRCs ac- reflects the tendency thatRrcs acquired from items
quired in the manner described in the previous paragraph. whose distance id = 1 are more plausible than the
This is because the hyponymy relations whose hypernyms  otherHRcs.

matched these patterns were still too noisy to use in prac- ) )

tical applications, and we would like to control the total PAT This feature is set to 1 when the hypernym of the
quality of the acquired hyponymy relations by changingthe ~ 9iVeNnHRC is obtained from a hypernym that matches

LAYER Each type of the marking items from which
the hypernym/hyponym is extracted (namely, head-
ings, bulleted lists, ordered lists, or definition lists) is
mapped to an element of a feature vector, and the fea-
ture corresponding to the marking type for the hyper-
nym/hyponym is set to 1.

threshold of the SVM value for eacirc. the patterns in Figure 3. This reflects Sumida and
Torisawa’s observation thatrRcs whose hypernym
3.2. Step 2: Selecting Proper Hyponymy Relations matches the patterns are likely to be correct (Sumida
from the acquired HRCsS and Torisawa, 2008).

We select proper hyponymy relations from theCs ob- | cHAR This feature is set to 1 when the hypernym and
tained in Step 1 by using SVMs (Vapnik, 1998) as a clas- the hyponym share the last character. SwiTs
sifier. In what follows, we briefly review the features pro- (e.g, “1& %224 (high school)™%: 7 &4 (public
posed by Sumida and Torisawa (2008), and then explain the  high school)” are likely to be correct, because the last
novel features introduced in this study. We expect thatthe  -haracters are likely to convey major semantic con-
readers will refer to the literature (Sumida and Torisawa, tents of Japanese compound nouns.

2008) to see the effect of the features proposed by Sumida

and Torisawa. In the following explanation, we refer to theUsing the above features, we train an SVM classifier.
hypernym candidate or the hyponym candidate of eaoh
as hypernym or hyponym. 3In Japanese, a morpheme takes a POS tag.
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Table 1: Precision of theiRcs in the development set in  Table 2: Precision of the hyponymy relation acquisition
terms of the distance

METHOD PRE #RELS. #EST. CORR RELS.
DIST PRE S & T (2008) 76.4 633,122 484,117
1 35.0 (1,443/4,126) PAT 715 221,605 158,447
2 30.7 (915/2,981) ML 78.1 416,858 325,670
3 232 (352/1,516) This paper (Step1) 28.4 6,564,317 1,864,266
4 224 (68/304) (Step2) 85.2 1,738,500 1,481,400
5 18.2 (10/55)
6 18.8 (3/16)
7 0.0 (0/2)
TOTAL 31.0 (2,791/9,000) Table 3: Effect of each feature in the classification
FEATURE SET ACC PRE REC Rk
ALL —POS 89.0 837 76.1 797
4. Experiments ALL —MORPH 88.2 812 76.1 785
) ALL —EXP 89.3 839 77.1 804
To evaluate our method, we used the Japanese version ofthea| | _aTTR 895 846 77.1 807
Wikipedia version of March 2007, which includes 276,323 aALL —LAYER 886 829 754 790
articles (pages). In Step 2, we used TinySVMwith a ALL_DIST 893 839 771 804
polynomial kernel of degree 2 as a classifier, and MéCab  a| | _paT 895 838 782 809
as a morphological analyzer. ALL —LCHAR 889 850 739 79.0
We acquired 6,564,31ARCs from the above articles in A _DIST_.LCHAR—_PAT 88.6 820 76.8 793
Step 1. The test set of 1,00 cs were randomly extracted — aLL 89.7 852 77.1 81.0

from theseHRcs, and the remainingiRcs were used to
form the development set. We increased the size of the
development set by adding the following four sets, while ]
investigating the performance of the classifier on the devel€iSion of theHRCs decreases. However, the extraction of
opment set. The first set was randomly chosen from th&lRCs from distant items almost doubled the number of cor-
remainingHRcs, and consisted of 9,008rcs. The sec- €ct hyponymy relations in thercs.

ond set was chosen from th&cs whose hypernyms did Table 2 shows the performance of our method when we
not match the patterns in Figure 3, and consisted of 10,0085€ the whole Qevelopment set to train the SVM classifier.
HRes. The third set was randomly chosen from tiecs ~ The columns titled PRE, '# RELS., and # EST. CORR.
whose hypernym and hyponym are acquired from item&XELS: show the precision of the hyp_onymy relations in
with distancel = 1 in the hierarchy, and consisted of 9,000 the test set, the number of the acquired hyponymy rela-
HRCs. The fourth set was chosen from thiecs whose hy-  tions, and the expected number of correct hyponymy re-
pernyms matched the patterns in Figure 3, and consiste'é‘t'on_s estimated from thg precision and the number qf the
of 2,000HRCs. The total number ofircs in the develop- acquired hyponymy relations, respectively. The row titled
ment set was 29,900, when we eliminated duplicated en> & T (2008)" shows the performance of the method pro-
tries. There is no overlap between the test set and the d@0seéd by Sumida and Torisawa (2008). The following two
velopment set. rows show the precision of thercs acquired by the pat-

A human subject then manually judged whethecs in €S in Figure 3 (PAT)and that of the results of machine
the test and development sets are correct or not using tHgaming (ML). We successfully obtained more than 1.73
same criteria as one in Hearst (1992); the subject checkedillion hyponymy relations with 85.2% precision, which
whether the expression “a hyponym candidate is (a kind Ofgreatly _outperformed the results _of Sumida and Torisawa
a hypernym candidate” is acceptable or not. (2008) in terms of both the precision and the number of
To investigate the quality of the inpuRcs, we assessed acquired hyponymy relations. The acquired hyponymy re-
the precision of the 9,000 developmeiRcs that were ran- lations covered 80,466 distinct hypernyms and 886,781 dis-
domly extracted from all theircs excluding the test set. tnct hyponyms. .

Table 1 shows the precision of the 9,08@cs according to Table 3 shows the performance of the classifier when we
the distance between items from which the hypernym an!iminated each type of features. The columns fitkedC”,
hyponym of eachiRrc are extracted. We can see that when' PRE: *REC, and ‘F,” show the accuracy, precision, recall,
the distance between the items from which the hypernyn‘?‘”d R -measure calculated on the test set. All the newly in-

and the hyponym ofiRCs are extracted increases, the pre-{roduced features contributed to the accuracy, and improved
the total accuracy by 1.1%. The features DIST and PAT

“We excluded “user pages”,“special pages”, “template pages’improved the precision of the classifier, while the feature
“redirection pages”, and “category pages”, since they are mearkCHAR improved the recall of the classifier.
for internal purpose, and excluded “disambiguation pages”, sincd0 investigate the trade-off between precision and recall,
they only enumerate possible articles for the ambiguous headingsve changed the threshold of the SVM values for Himecs.
Shttp://chasen.org/ ~taku/software/
TinySVM/ "The patterns marked by “* in Figure 3 were not used in this
Shttp://mecab.sourceforge.net/ acquisition.
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Table 4: Precision and recall of the hyponymy relations in terms of the distance

DIST NUM ACC PRE REC F1

1 446 88.3 (394/446) 842 (139/165) 842 (139/165) 84.2
2 345 90.7 (313/345) 87.3 (62/71) 729 (62/85) 795
3 161 90.1 (145/161) 875 (14/16)  50.0 (14/28) 63.6
4 39 974 (38/39) 750 (3/4) 1000 (3/3) 857
5 9 778 (719) 1000 (/1) 333  (1/3) 500

TOTAL 1,000 89.7 (897/1,000) 85.2 (219/257) 77.1 (219/284) 81.0

1

0.9 |
0.8
& c o7t
S 5
g 2 06|
£ Qo
i & o5
0.4 |
ALL —— |
0.3 I ALL-DIST-LCHAR-PAT 03 |
S&T (2008) ML -
0.2 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 02 ) ‘ ‘ ‘ | | | | |
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Recall Recall

Figure 4: The P-R curve of the hyponymy relation ac-Figure 6: The P-R curve of the hyponymy relation acquisi-
quisition: a classifier learned with all the features, onetion: impact of the size of the training data.
learned with the features introduced in (Sumida and Tori-

sawa, 2008), and S&T (2008) ML in Table 2.
hypernyms and 739,972 distinct hyponyms. We obtained

on average 4.88 hyponymy relations from one Wikipedia
article with a precision of 90.1%.
To investigate the contribution of the newly extractezics
1 to the acquired hyponymy relations, we classifiedHRes
in the test set into subsets according to the distance be-
: tween items from which the hypernym and hyponym are
extracted. Table 4 shows the performance of the SVM clas-
i sifier for the resulting subsets of the test set. The column
! DIST shows the distance between items from which the hy-
o8 | ALL —— | ‘3“» pernym and hyponym are extracted, whilem shows the
ALL-DIST - number of thedrcs. The columngcc, PRE REC, andF;
ALL-PAT - o
ALL-LCHAR show the accuracy, precision, recall, andrikeasure cal-
O 01 02 03 04 05 06 07 08 09 1 culated on each subset of the test set. Although there is a
Recall larger number of noisyiRcs in the subsets of the test set
which were acquired from distant itemsié1 > 2), we
successfully maintained the precision of the acquired hy-
Figure 5: The P-R curve of the hyponymy relation acquisi-ponymy relations above 75%. Boosting the recall of hy-
tion: impact of the newly introduced features. ponymy relations acquired from the distant items will be
the key to improve the performance of our method.
Figure 6 shows the performance of our method when vary-
Figures 4 and 5 show the P-R curve of the hyponymy relaing the number of the trainingrcs from 1,000 to 8,008.
tion acquisition using the feature set in Table 3. We can obWe can clearly observe that both precision and recall natu-
serve that the newly introduced features improve the precirally improved with a larger size of the training data.
sion in the range of the recall greater than 60%. We can im-
prove the precision of the acquired hyponymy relations by syjere, all the trainingirc samples are chosen from the 9,000
making the threshold of the SVM values larger. By settingyrcs randomly extracted from all thercs excluding the test set.
the threshold to 0.36, we obtain 1,349,622 hyponymy relaThis is because the other training data used for constructing the
tions with a precision of 90.1%, which cover 46,653 distinctfinal classifier were selected from a certain subset ofithes.

095 |

0.9

Precision

0.85

0.75
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Table 5: Hyponymy relations acquired from hierarchical structures in Wikipedia: incorrect hyponyms are marked as “*',

while fictional objects are marked as ‘#'. The hypernyms and hyponyms are followed by their English translations.

HYPERNYM

HYPONYM

AU PE
(world heritage)

T—7 v NiEmEo ¥R (Agricultural Landscape of southe®land) 71 > b (Ait)*, ~ X —[E 7R (Mani national Park) 7 A
AT H LOREHEE (Defence Line of Amsterdam) k7 A #iJ5 D U o > BEHLOD JBE 1 (1) 30K 5248 (Tokaj Wine Region Historic Cultural
Landscape) 7 7 A A D& ik (Aksum), 7 ¥ DR K Z = ORELEBE (Historic Ensemble of the Potala Palace, Lhasa) v —
0y EADE ST e & A=Y =T K% (Monticello and the University of Virginia in Charlottesville)t- > =477 > « 2L -
T v T IEERA B4 (Abbey Church of Saint-Savin sur Gartempey ~ > U - ¥ = — /L (Tassili n'Ajjer)

5 (lake)

71 U 237 (Lake Kariba) /L] (Lake Nasser) ' —7 il (Lake Zug) X—3 7 /L] (Lake Neuchtel), FIRiH (Lake Tanzawa) > v
2 % {4] (Lake Shasta) = #i#l (Utah Lake) #/Lili/% — i (Dal Lake) - 275 (Lake Issyk-Kul) 7t > K 2 71 (Lake Windermere)

HE (planet)

7 A K IV (Asto IV)#, 7 F % (Anasaze)# K F— (Dodo)# #» % U (Katharina) K EXE (Uranus) 7 1 A (Laros)# /S
(Passa)#t A k7 /L (Mutral)#, 7 U — A (Freezam)# 7 7 /v 7 K (Farrangu)#

Al (park)

FHLFEHE (Nakamaru Green Park)EE S + F - H 242 (Kashima-Ogidaira National Park)ot & 23 (Motomiya Park) m /\B& e I i
i (South Hachimangu Children’s Playgroundifiii/i - Ji Al (Suwagahara Park)# H 4 7523 (Kourigaoka West Park) 4 (LA [
(Douzan Park) ##/A[F (Makino Park) 7>V AfkH (Karin Green Park) %5 /\ /A (The Eighth Park)

NIERERR
(public institution)

Z Nkt > % — (welfare center for the elderly)f& iz (welfare institution) #75=sUnbe (Metropolitan Bokutoh Hospital) 737
% — REEZ2 ¢k (Baghdad International Airport) {—{# #1122 (Niho-Shinmachi Park) HePS difa & ikt > # — (Wakkanai Cultural
Center) ANZF4 i (Tosei General Hospital) = & i 30L& 4F (Mishima Citizens Cultural Hall) SR & - & AR (Izumi-Zaki
Village Satsuki Park)/A 552274 (Hiroshima Police Academy)

AARDT —~/"—7
(theme park in Japan)

7 R U— R =74 (Cuddly Dominion) OA L E R 7 F—< (HiroshimaDogPark) 7 == 7 X« > —#5 A 7 + U~ — | (Phoenix
Seagaia Resort) #3155 % (Ishibe Shukuba no Sato)2 ¥ > =R 7 L AlF (Mexico Cactus Park) fif# > 7 — 2.7 K (Aso Farm
Land) [EE Oz HifFEARE (Hitachi Seaside Park)ir L#e L 7 > K (Bugbug Land) #=—17 —/L FE & (Sunny World Nagashima)
H Y&7L 7+ (Edo Wonderland Nikko)

A—/N—— > |k

7 3% (Avance) JITOFEHEANE (Kawaguchi-Nakaaoki Branch)* FJsUE (Uehara Branch)* U = —t~ 7 » >/ (Ryobi-Platz) =<

(supermarket) F 7 — k8247w PERSRLE (Nishina Food Basket, the Saidaiji Branchil ~— & (Kmart), @—Z/$7 ¢ (Spatio) # v > 77
0T (Town Plaza Kanehide) 7 ¥~ — | (Fuji Mart), 7 -« %4 (Dio)
LR an E—~ 2 - XU 7T 5 v afii%E (Biman Bangladesh Airlines) TV 7 {72 (Silkair), % A [EHFEL%E (Thai Airways International) 7~ U %

(airline company)

LT e (Polynesian Airlines) =7 « A 7 4 (Air Siam), =—/L U x—/L (Airlinair), #¥E#12¢ (Xinjiang Airlines), Bitk— 7 —
= 3 = —4% — (Ryukyu Air Commuter) 7" <7 J#%¢ (Asiana Airlines) ./ — A 7 = X MiiZ¢ (Northwest Airlines)

K (gun dog) AR (Maeda Ken) FKH K (Akita Inu), B R (Koeji Inu), 7R3RK (Akagi Inu), FiEk K (Ryukyu Inu) L kU —/S— (Retriever) &
#Z K (Kouyasu Inu) =—/L7 . - L k J—,3— (Golden Retriever) /~7 > K (Hound) F¥£E K (Satsuma Inu)
KR JROY VI LOZ DY (Crane in Yatsushiro and the migration area}Z (ryptomeria)% fE%F D % % R THk (Katashibo bamboo

(natural monument)

grove in Tatsung) b3 (crested ibis) =+ IRD .1 F 2 U (‘Chichi’ Ginkgo in Mikasawa) ¥~ % % % A 714 ¥ = V{47 (Fossil of
Dusisiren dewana) H g e IR g e H O HEB )b 47 (Vertebrate fossil excavated in the Pliocene Nakatsu groupys & % (Ryukyu
Robin), ¥4 O KR (Large zelkova tree in Ebing)ifilli<F o Kk % =5 (Large maple tree in Ungen-ji temple)

2 7 (cherry tree)

T UHFRR 7T - <Y ¥ (Elizabeth Sakura Matsushita)*4 < R U2 Z (Cerasus incisa, ‘Oshidori) £ V5% =% 7 %7 5
(Cerasus jamasakura ‘Hiuchidani-kikuzakurayy X4~ & (Cerasus serrulata, ‘Spiralis’)= = 74~ Z (Prunus tschonoskii) = k t
Z (Cerasus jamasakura, ‘Kotohira’yy - / 44~ 2 7 (Cerasus speciosa, ‘Plena’y” 7 # %4~ 7 (Prunus shiratakj) > = 7 K
742 Z (Prunusx syodoi Nakai) 2~ >~ ~ 7 (Prunus lannesiana, ‘Kusimana’)

HR AR TR (war film)

KT A K - /3» T (White Badge) = — L 7 1 (Lorelei: The witch of The pacific ocean) /L7 71 (Merdeka 17805) SHOAH =
7 — (SHOAH), 73—/l « /»—,3— (Pearl Harbor) ~—~7 . O\ (Murphy’'s War) €27 U KI5k (The Battle for Moscow) %5
Bk (Zerosen Moyu) & > [FH 4% (Aa Douki no Sakura) HE T @ik (The Enemy Below)

R
(folk instruments)

7 LZDVU 7 (Cretanlyre) 7 2= (ago®), 7 7% (claves) 77— F (oud) @i (gaohu) —ii (erhu) &% (morin khuur) /<
>34 7 (panpipes) ¥ = (guiro), R = (bongo drum)

X H (stationery)

® Y (adhesive) & IE7 —7 (correction tape) 12 (post-it note) Fl# (seal) %= A (rubber band) 7% (pencil), gk - "
(thumbtack) # U (fastener) Hi# (drawing board) 7~ 7 ¢ > 7'~ I (cuttingmat)

T.H. (tool)

v X777 A (locking plier)y 7+ —%—R> 77 Z A ¥ (water pump plier) jifi/+ H (hydraulic tool) ) T-H (electric tool)
7 F =y § LT (ratchet wrench) #FHI T (grinding tool) /31 & (vice), AT > 7'V 275 A (snap ring plier) iEH) - /~>
~— R U/ (hammer drill) # %/ — (circular saw)

7T R K (Asian)

~ L — A (Malays) 7 A X EJ#& (Ainu people) % 1 A (Thai people) 7 X-X7 A (Uzbeks) 77 7 A (Arab), =7 7 EJ& (Nivkh),
R (Han Chinese) #ilftf L% (Koreans) %~ A (Kazakhs) /L2 2> A (Turkmen people)

AKRANT I —%F

(Japanese football player)

FOFL (Toru Araiba) [ L (Tatsuya Tanaka) & X 27 % (Tesuo Sugamata) T 7% . (Koji Nakata) 14 %1Z (Toru Sano) #f
FH1E - (Shinji Murai), ZR[fF = (Ryuzo Morioka) I &L — (Ryoichi Kawakatsu) Abif 75 5 (Hideaki Kitajima) £7)I[E.%2 (Naohiro
Ishikawa)

JZIZ (sculptor)

F—F =2 A | - 1 ¥ (Auguste Rodin) #5AK3E (Minoru Suzuki) “FAi I (Denchu Hirakushi) 3iE M B (Masamitsu Takiguchj) -
P4 - 2 7 F (Isamu Noguchi) = HI1EE (Hiroatsu Takata) /%L 2 (ChuuRyou Satg) ¥ v > - 7 %" Y — (Jean Tinguely) =
F% (Fuyo Kou) FRE 427 (Keiko Amenomiya)

75 (researcher)

PR & Z IR (Kitaro Nishida) JITAYEY (Mitsuo Kawato) A #EZ 1 (Kennosuke Nakamura) U ¥ — K - 7 — = (Richard Karp)
7y LA —« X 2 2 (Walter Benjamin) 551 (Nobuaki Toyotake) [ (Akira Yamazaki) i (Terutada Omoj) ¥ =
o — 2 - 7 L—7F— (Jerome Bruner) £ % A5 E (Katsumi Sasaki)

£ T 9% (school event)

ERF K% (ball game) 732X (graduate ceremony) & Z={KZ 7 (During summer holidays)* “%R4% (school festival) =75 &
(art appreciation) #£i% - #3455 A ERER (preferred testing/scholarship examy L # > 7 ¢ # (Clementi campus)* #4433 (field
exercise) Ji{E Ak (Cheer-leading battle) #2354 (Japanese cultural festival)

25 (festival)

KKB Z &% f# (KKB Child Exhibition), MBC & £-> ¥ (MBC summer festival) YOSAKOI 727 °%% 0 (YOSAKOI Kasuya festival)
boTz N RHEFEE DY (Attaka Amakusa Tsubaki festival)v 7 ##1:4% (Ige shrine festival) 72 S AZEIE -2V (Inasa puppet show
festival) 513459 (Iroha festival) 9 %% (Uchiwa festival) 9 & A%%Y (Udon festival) 9 72 450 (Eel festival)

K2 (competition)

USBC ~ * % — X (USBC Masters) —#%x k% (General contest)z O &% [ L 7=\ (Girls also wanna declare their love)JJSA &~
> X (USA Sevens) ACM EHEEK¥ExHi7 w77 I v 7 27 A | (ACM International Collegiate Programming Contesty L v 7R
)b (college bowl) 4x H AFHBE®ETHEAZL (Japan sumo championshipsH A<LIAF o s> K2 « [EF k£ (foreign and international
competition) ZAARL T 4 — AN K v bR FHEKS (Japan ladies badminton championships) /L 4 U — K4 (competition in
Calgary)

X (technique)

“ LY (Sankaku-Geri) & (Enkai)# 124 (Koga-Renzan)# x v 7 7 U — 7 — (Neck Breaker) H ¢ (Gekko)# /N0 Y —7
A (barrier gas)g V /83— As3A ,3— « 7R—/L K (reverse viper hold) 7 /L7 % 7 (Ralf kick)#, #EREFIP (Ryutsui-Shosen)# = L -
U » Jj— (electrigger)#

AR— 5
(sporting event)

RA itk (mixed competition) & — 2 /L (mogul skiing) 7 + ¥ 7 A% — (figure skiing) K7 A 7 Aw  (triathlon) 7 > FAR—/
(football), K7 = 7R— k (dragon boat) /32~ « <1 % (Basque perota) /R 7 U > 7 (bowling), 74 7 /L4 (rifle shooting) ¥
v H—7 3 —4 )L (Wandervogel)

Table 5 shows examples of the acquired hyponymy relational objects (marked as ‘#’) are extracted as hyponyms
tions. The hypernyms are manually selected and 10 hyfe.g, a fictional planet in a scientific fiction). We may have

ponyms are randomly selected for each hypernym. Foto distinguish these fictional objects from real objects in
some classes such as ‘planet’ and ‘technique’, many ficeertain application contexts.
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Table 6: Classification of false positives of the classifier

RELATION # AVE. SVM-SCORE EXAMPLE(HYPERNYM CANDIDATE - HYPONYM CANDIDATE)

meronymy 7 0.625 A T5 - A TE (‘the family of Matsushita’ - ‘Kyoko Matsushita’)

concept-facet 5 0.214 FARRSER- #fL v K& A ¥ 2" (‘supporters’ groups’-‘Urawa Red Diamonds’)
instance-value 4 0.171 REFVFA —AHZ—'-' 5 =)/’ (‘Studio Easter’ - ‘Uta Kata')

suffix-match 3 0.161 “'m LA - REMNZRE (‘pro wrestling techniques’ - ‘typical techniques’)
facet-instance 1 0.095 Z hr7'-' =T/ K- XL A (‘Ratroa’ - ‘Gerald Mason’)

other 2 0.113 HRER - BELT - REE - KIEIT (‘hobby-preference-skill’ - ‘Otsuka ni)

TOTAL 22 0.315

We finally investigated details of the errors in the SVM
classifier. We applied the SVM classifier to 1,00Qcs that
were randomly selected from all thercs excluding the

Table 7: Classification of true negatives of the classifier

test and development sets, and manually investigated the RELATION #
classification results. The classification accuracy of these instance-value 229
HRCs was 89.1% (233 true positives, 658 true negatives, 22 concept-attribute 168
false positives and 87 false negatives). facet-instance 64
Table 6 summarizes the types of false positives. Meronymy meronymy 45
(part-of relation;e.g, ‘car’-‘engine’) is the most frequent concept-facet 15
error, and the current classifier yields a high score for attribute-value 15
this type of error. To filter out meronymy correctly, iig'et;me'facet 12%
we will need additional criteria to judge hyponymy rela-

TOTAL 658

tions, for example whether they have the same attributes
in common (Dowty et al., 1980; Almuhareb and Poe-
sio, 2004). The hierarchical structures also represented
instance-attribute/value relations, and some instance-valugrcs for the hypernyms extracted from the true positives,
pairs were wrongly regarded as hyponymy relations. Wehere were on average only 17.7 labehstts for the hyper-
found that an attribute that specifies the relation betweemnyms in the false negatives, which means the hypernyms in
the instance and the value usually appeared between tliee false negatives were relatively infrequent in the training
nodes from which the instance and the value were exset. We will exploit training samples for hypernym candi-
tracted. For example, in the hierarchical structure that indates that are synonymous with or superclass of the infre-
cluded ‘Studio Easter’ (a design studio) and ‘Uta Kata’ (TV quent hypernyms to solve the data sparseness problem.
animation series) as titles of nodes, there was a node titleflable 7 shows the classification of the 658 true negatives.
‘ERBINES (Major work) between them. We will be  We found that hierarchical structures in Wikipedia were
able to filter out these instance-value pairs by using informainly used to express instance-attribute-value relations,
mation on the other nodes in the original hierarchical strucineronymy relations and concept-(facet-)instance relations
tures as features for machine learning. The other two casef)yponymy relations). In Table 7, most of th&cs classi-
‘concept-facet’ and ‘facet-instance’, are both related to died as ‘other’ were extracted from items in distant positions
facet labe] which is usually a value of a specific attribute in the hierarchical structures, and the hypernym and hy-
to classify instances according to the attribute’s vatug,(  ponym candidates were irrelevant. We will obtain instance-
‘England’ and ‘France’ in Figure 1 are values of the at-attribute-value triples from the hierarchical structures.
tribute ‘country’ of tea brands). For example, ‘Urawa Red )

Diamonds’ (a football club) is used to classify ‘supporter’s 5. Conclusion

groups’ in terms of the target they support, while ‘Ratoroa’ This paper presented an extended version of Sumida and
(location) is used to classify characters (‘Gerald Mason’)Torisawa’s method (2008) of acquiring hyponymy relations
in a novel in terms of their origination. The hierarchical from the hierarchical structures in Wikipedia. We extract
structures often included such facet labels to show a cemore hyponymy relation candidates from the hierarchical
tain classification of instances. The three hyponymy relastructures than the original method to increase the number
tions whose hypernym and hyponym shared the last charaof hyponymy relations acquired by the method. We suc-
ter were wrongly regarded as correct hyponymy relationscessfully acquired more than 1.34 million hyponymy re-
This will be over-fitting due to the feature ‘LCHAR'. lations, which doubled the number of hyponymy relations
We next investigated the difference between the 87 falsacquired by the method, and we also increased the preci-
negatives and the 233 true positives in terms of the numbegion by 13.7% (from 76.4% to 90.1%). Since the number
of available training samples. We extracterics in the de-  of Wikipedia articles increases day by day (cf. 276,323 ar-
velopment (training) set whose hypernym candidates werécles in March 2007 to 449,233 articles in March 2008), we
one of the hypernyms extracted from the false negatives anchn obtain a larger number of hyponymy relations by sim-
true positives. Although there were on average 66.6 labelegly applying our method to the latest version of Wikipedia.
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In future research, we plan to apply the SVM classifier to
HRCs acquired from the definition sentences and category

44th Annual Meeting of the Association for Computa-
tional Linguistics (COLING-ACL)pages 113-120.

labels in Wikipedia articles. We will apply our method to Maria Ruiz-Casado, Enrique Alfonseca, and Pablo Castells.

the Wikipedia in other languages, such as English. We will
also evaluate the acquired hyponymy relations in practical
application contexts.
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