First Broadcast News Transcription System for KhmerLanguage

Sopheap Seng*, Sethserey Sam*', Laurent BesacieByrigitte Bigi*, Eric Castelli’
* LIG 220, rue de la chimie, B.P. 53 38041 Grendbéxlex 9
' MICA 1 Dai Co Viet, Hanoi, Vietham
E-mail: Sopheap.Seng@imag.fr

Abstract

In this paper we present an overview on the deveéoy of a large vocabulary continuous speech rettogrLVCSR) system for
Khmer, the official language of Cambodia, spokemtoye than 15 million people. As an under-resoutarduage, develop a LVCSR
system for Khmer is a challenging task. We desailremethodologies for quick language data colbecéind processing for language
modeling and acoustic modeling. For language mndglie investigate the use of word and sub-wotshag&c modeling unit in order
to see the potential of sub-word units in the adamsegmented language like Khmer. Grapheme-tasmastic modeling is used to
quickly build our Khmer language acoustic modektkermore, the approaches and tools used for thel@@ment of our system are
documented and made publicly available on the Wébhope this will contribute to accelerate the dmwment of LVCSR system for
a new language, especially for under-resource lagegiof developing countries where resources aoerise are limited.

methodologies and tools for data collection andckjui
development of a new ASR system for under-resourced
language. In section 3, we discuss the use of \eo
sub-word units in statistical language models faniér.

1. Introduction

With respect to speech recognition, the Khmer laggu
bears challenging characteristics: (1) the lackfjuage
resources (text and speech corpora) in digital f¢2)nthe Our objective is to investigate the potential ob-sword
writing system without explicit word boundary, whic ~ units for unsegmented language. We present incgedti
calls for automatic segmentation approaches to makehe process of automatic generation of graphemedbas

statistical language modeling feasible and (3)it@ustic

and phoneme based Khmer pronunciation dictionéoies

and phonologic characteristics that are not yetl wel acoustic modeling. The experimental framework dred t

studied. The statistical nature of the approactsesl un
automatic speech recognition requires a great gyanft
language resources in order to perform well.

under-resourced
developing countries, those resources are availabée
very limited quantity because of its economic iattrand

For
languages which are mostly from

recognition results are presented in section 5cti@e 6
concludes the work and gives some future perspectiv

2. Language data acquisition

2.1. Text Corpus

the lack of standardized automatic processing t00|SCreating a statistical language model consists in
(standard character encoding, word processing 808w estimating from a text corpus the probability of rdio

In this situation, language data collection is allemging n-gram. A large amount of in domain text data (saive
task and requires innovative approaches and tSutslar hundred millions words) is needed in order to abtai
to Chinese and Thai, Khmer is written without sgace accurate probability estimation. As our systenaigéted
between words. A sentence in Khefn esig G ig] to automatic broadcast news transcription, thesitagay
could be segmented intonn|as|ig G ig1 (colorjwhite  to get in domain text data is to take content from
|why|say|black) oman|astgG|th| tgl (colorlkinglsay  newspapers. Method for text collection from the vieb
[black). A correct segmentation of a sentence Wwaods becoming more and more popular as the web allows
requires the full knowledge of the vocabulary andhe obtaining freely and quickly a large quantity ofktte
semantics of the sentence. The automatic segmamtati Recently, several research works proposed techsitgue
method which is generally based on a vocabularyncan exploit the resources from the web for natural leme
give 100% of correct segmentation because of theprocessing. In [1], a web robot that retrieves feotn the
ambiguities and  performs  worst when the |ntemet to build a text corpus is proposed. Frame
out-of-vocabulary rate is high. This makes textadat given starting points on the web, the robot cachesnd
processing for word n-gram language modeling retrieve recursively text documents and html pages.
complicated and other modeling units must be However, we must control the robot in order to gely
investigated. Note that a text in Khmer could be {he text in the target domain and language. Another
segmented into words, syllables and charactererust approach in [2] consists in estimating words n-gram
(group of inseparable characters). The characteste probabilites using the World Wide Web. The
could be a potential modeling unit as its segmeotas probabilities are estimated from the number of page
trivial because of its non-ambiguities structure. found using a given search engine. Those kinds of
In this paper we present an overview on the deveép methods applied well to languages which have ajread

of a large vocabulary continuous speech recognitiongjgnificant coverage on the Internet. For an
(LVCSR) system for Khmer. We first describe our

2658



under-resourced language like Khmer, the number ofare found compared to the original 18,000 vocalyular
websites and the speed of Internet connectionsfaea non negligible part of the OOV words is probableda
limited. There are only around 340.000 websites the word segmentation errors, while another part
registered in Cambodian domain narkk (results from corresponds to real OOV words.

Google) and most of them propose contents in Bmglis

instead of Khmer. 2.2. Speech Corpus

In our case, retrieving the Khmer pages from soratt w To train the acoustic models for our system, a cipee
selected news websites allows us to get big qyaofit ~ corpus is needed. Speech corpus can be created by
text more rapidly than using a robot to crawl maitgs recording a well prepared text read by professional
on the net as proposed in [1]. Once html pages arg’eaders in a studio. The recording task is howeeey

retrieved, further processing is needed in ordduitd a
text corpus:

- Filtering in order to extract only text from html
pages

time and resource consuming as we need to prepare t
text data and scenarios and run the recording psod®
obtain speech signal quickly and freely, we triegiesal
techniques. The first consists in searching thesited
that propose the radio broadcast news in Khmeruage.

Converting legacy character encoding to standard

Unicode encoding

- Segmenting text into sentences and word or
sub-word units using automatic segmentation tools

- Converting special signs and numbers to text

- Normalizing the words

Many organizations such as Voice of America, Radio
Australia and Radio FreeAsia have broadcast progmam
Khmer language and put on their website the entire
broadcast news for public download. Most of theet

the transcripts are also available. From thoss,site can
retrieve quickly a big quantity of speech signat Wwith a
poor quality (narrowband) because the signal is
rapidly by adapting the language dependent path®f  compressed. In order to obtain a good quality speec
toolkit for Khmer language. We developed tools e signal, with help from our partner, Institut de firologie
conversion of encoding (from legacy ad-hoc code to du Cambodge (ITC) in Cambodia, we built a recording
UniCOdE), the conversion of special characters andsystem from basic equipments: a Computer with #orad
numbers to text. For automatic segmentation, Wereceiver card installed, a recording program tha w
developed segmentation tools to segment text intoscheduled to record several hours of broadcast wéws
sentences, words and character-cluster (see example (different radio stations in Phnom Penh, CambodianF
table 1). The word segmentation tool is developgidgl  this operation, we got recordings of 30h of goodliqy

an algorithm which segments a text into words based  speech signal of radio broadcast news in Khmeniage.

list of Vocabulary of 18000 words obtained from the A manual transcription Campaign of the recordingam
official Khmer dictionary Chhoun Natdictionary) with  signals was organized at ITC. Twenty volunteers
an optimization criterialongest matchingThis word  (students at ITC) who were motivated to contrittotéhe
segmentation tool, estimated on some held-out dates  development of the language resources for Khmee wer
95% of correct word segmentation. Syllable andatter  recruited and trained to do the manual transcriptiy
cluster segmentation is done using rules createtl wi ysing Transcriber [4], 6h30mn of speech signal were
linguistic knowledge. The syllable segmentatiom@  manually transcribed in Unicode Khmer script (only
trivial and gives only 85% of performance while the speech read in the studio was transcribed and utitho
character-cluster segmentation is 100% correctusecaf extra detailed information).

its non-ambiguities atomic structure. A complete This 6h30mn of transcription contains 3200 phrasies
CIipSTeXtTK-Khmet‘/erSion is added to the toolkit. 45200 words pronounced by 8 different Speakers (3
women). 172 phrases (25mn of speech signal) are the

By using theClipsTextTK[3], this process could be done

Sentence NG uisiAle extracted to serve as test corpus during the etiafuaf
= B = E v our ASR system.
Word g | L AR LAt
syllable | §05| ng (o | (s | o | s [ |ie| s .
7 Wi B2 L A 3. Language modeling
o THEIEIEORHE: $|i‘j‘ AR - )
_ Ll , e The statistical nature of the approaches usednigulage
Translation, Buddha is our supreme teacher . . . .
modeling requires a large quantity of text corgusider

to make accurate word probability estimation. Word,
which is often defined as a sequence of characters
separated by space, is traditionally the basic ofit
The collection of Khmer text from the Internet dhgi3 modeling and work well for languages like Englisida
months (from December 2006 to February 2007) allowsFrench. For languages which have a very rich
us to get 25130 (448Mlttml pages from 5 selected daily morphology where prefixes and suffixes augment word
news news websites. A text corpus of 15,5 millisosds stems to form words and for the languages without
(249Mb) is obtained after applying th€lipsTextTK explicit word boundary, traditional word definitios not
toolkit. In these 15.5 millions words, 15 % of O@rds appropriate and leads to a high out-of-vocabul&@®Y)

Table 1: Example of Segmentation of Khmer text
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rate. In this case, language models must be estihfiatm
error-prone word segmentation. In addition, whentéxt
data available is limited, it will lead to poor iesates of

the language model probabilities, and hence may hur

ASR performance. This is typically the case foglaages
like Khmer. Alternatively, we can make language elod
estimation at sub-word level (syllable or chargct&his
has potentially bad consequences on the word cgeara
the n-gram models but it allows more accurate prdiba
estimation because sub-word vocabulary is smaiien t
word vocabulary.

model.
Khmer word | Grapheme based pronunciation
Gun Ca CaKa
GRYS CaTaU Mo U Kha
My Ka COENG Ro OO Mo Da i

Table 2 Example of Khmer grapheme based dictionary

4.2. Acoustic modeling
The most basic acoustic modeling for Khmer language

Some previous works using sub-word units for laggua grapheme bas_ed modeling. We uged our.grapheme based
modeling have recently been published for Arabigkigh d|ct|_onary . which ha; 7 modglmg gnlts. We. used
(morphological analysis). Data-driven or fully SphlnxTram [13] toolkit from Sphinx pro'ject for iiding .
unsupervised [5] word decomposition algorithms wer Hidden Markov Models (HMMs) acoustic models. With

e o ) .
used like in [6, 7] as well as working on the cliéealevel our speech trgmmg database described previowey,
for unsegmented languages like in [8]. For charduased train a}coustlc models based on  grapheme.
language like Chinese, mixed vocabularies contgibisth Cpntext-mdgpendent (Cl) and context-dependent (CD
characters and a set of frequent words (mostlya2actiers Wlth.lOOO tied states) models are both consideveée.
words) are used in language modeling [9]. obtained 2 acoustic models Grapheme_ClI

Note that a text in Khmer could be segmented indodw Grapheme_CD.

syllables or character-cluster. The character-etusbuld

be a good modeling unit as its segmentation igatriv
because of its non-ambiguities atomic structure. We
proposed to use these word and sub-word units in9.1. ASR System

language modeling for Khmer. We will discuss the Sphinx3 decoder [13] is used to in our experimefite
performance of these different LMs in the model topology is a HMM with 8 Gaussian mixtures pe
experimentation section. state. The pre-processing of the system consists of
extracting a 39 dimensional feature vector of 130458,

the first and second derivatives.

Our text corpus collected from the web is firstreegted

into words and we extract 20,000 most frequent waod

be used as the test vocabulary. This word vocapalad

the corresponding LM training corpus are also sedetk

in syllables (8,800 syllables vocabulary) and
character-cluster (3500 character-clusters vocapula
The transcript from speech corpus is also used for
language models as it is from the same broadcags ne

task is time consuming and requires extended krigele source as the test corpus. The I_angque mode!simead
on the acoustic and phonology systems of the lagira experiments are obtained by linear mterpolatl_on/veb
guestion. There were several techniques found @ th gorptljs LM tand the ;peechd c;or;?[us trta:]nsqui)t Lﬂ"\i/l't.A
literature for generating a pronunciation dictionar evelopment corpus 1S used fo tune the interpaiatio

Among them we can mention [10] which proposed a {)aradrgglters. Word E R WER

modeling technique based on pronunciation ruless Th n addition to Word Error Rate ( ) measure, we us
method requires knowledge on the target language an Syllable Error Rate (SER)_ and Qharacter Clusteoitrr

also of its phonetic rules. Grapheme based modélisy Rate (CCER) for e_valua_tlon. Since K.“T“er word and
been successfully addressed for different languftfes syllable ;egmentatlon Is not a tr|y|al task. and
12]. It has the advantage of being straightforwand sggmentatlon errors may preveqt a fair comparl_sb no
fully automatic. For Khmer language, a graphemesthas different ASR hypotheses, we believe that compatireg

dictionary is generated by converting the Khmerabier ASR hypotheses_ dat thef cEaract:ar—p luster ]!evel gues f
in its Unicode representation to its Unicode name i more accurate idea of the relative performance o

Roman representation. There are totally 77 grapheme differgnt systems. The testis run on our testmhiqh
modern Khmer alphabet: 33 consonants symbols, 1gtontains 172 utterances (around 20mn of speechl¥ign
dependents vowels symbols, 16 independent vowels an
12 diacritics and signs. In Unicode Standard 5.6eco
charts, each Khmer code has a name in Roman. The . . . . .
following table shows the correspondence between aIn this experiment, we train 3 trigram LMs by using

Khmer word and its grapheme based pronunciationrESpeCtively word, syllable and character-cluster a
modeling units.

and

5. Experiments

4. Acoustic modeling

4.1. Automatic pronunciation generation

The pronunciation dictionary provides the link beem
sequences of acoustic units and words as repréesante
the language model. Whereas text and speech corpora
be collected, pronunciation dictionary is generaiigt
directly available. While a manually generated
pronunciation dictionary gives a good quality ASRis

5.2. Word and Sub-word language models
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[3] www-clips.imag.fr/geod/User/brigitte.bigi/

M Acoustic model 1 WER | SER | CCER [4] Barras, C., et al. (2000) Transcriber: development

LMword | Grapheme CI| 54.1 374 318 and use of a tool for assisti_ng _speech corpora
LMsyl | Grapheme CI| - 61| 392 production. InSpeech Communicatioviol 33, No
LMcc Grapheme_CI - - | 459 1-2.

LMword | Grapheme CD 47.8 | 26.9| 20.8 [5] Kurimo, M., et al. (2006) Unsupervised segmentation
LMsyl | Grapheme CD - | 443 | 250 of words into morphemes - Morpho Challenge 2005:
LMcc Grapheme_CO - - 32.3

Application to Automatic Speech Recognition. In
Proc. Interspeechpages 1021-1024, Pittsburgh, PA.

[6] Abdillahi, N., et al. (2006) Automatic transcriptiof
From the results in table 6, we can see that woitlisi Somali language.In Proc. Interspeech pages

still the best unit of modeling. AKhmer word isamerage 289-292, Pittsburgh.
composed of 3.2 syllables and 4.3 characters ctuste
Thus, the effective span of a trigram model ofadyliés or

character-cluster is shorter than that of a woigram analysis for dialectal Arabic Speec_h Recognition. |
model, which leads to less accurate prediction. The  Proc. Interspeecipages 277-280, Pittsburgh, PA.

advantage of these sub-word units may remain wieet  [8] Denoual, E., Lepage, Y. (2006) The character as an
are high OOV rates in the test corpus. appropriate unit of processing for non-segmenting

The results show the potential of grapheme baseukstic languages.NLP Annual Meeting pages 731-734,
modeling when a phoneme-based pronunciation Tokyo, Japan.

dictionary is not available. We can see that the
context-dependent acoustic model performs bettan th
the context-independent model in our case.

Table 3 Test results of word and sub-word units LMs

] Afify, M., et al. (2006) On the use of morpholodica

] Chen, L., et al. (2000) "Broadcast News
Transcription in Mandarin," Proc. ICSLP'2000,

The big difference between WER and CCER is parly d Beijing, China.

to the word segmentation errors that occur in dutpu [10] Huang, X., et al. (2001) Spoken Language
hypotheses and in the reference. This suggest€TER Processing — A Guide to Theory, Algorithm, and
gives a more accurate evaluation and should beifraed System Developmen®rentice Hall

want to compare different systems using different

segmentation units. [11]Billa, J., et al. (2002) Audio indexing of Arabic

broadcast news. InProc. IEEE International
6. Conclusion Conference on Acoustique, Speech and Signal

. . . P ingP 5-8, Orlando.
We presented in this paper an overview of the focessingrages riando

development of a new large vocabulary continuous[12]Bisani, M., Ney., H. (2003) Multigram-based

speech recognition system for Khmer language. As an  grapheme-to-phoneme conversion for LVCSR. In
under-resourced language, building a LVCSR systam f Proc. EUROSPEECH Pages 933-936 Geneva,

Khmer has to deal with several challenging taskh ss Switzerland.

the lack of language resources and the text segiti@mt

problem. We proposed methodologies for rapid laggua
data collection and processing based mainly on [14] http://www-clips.imag.fr/geod/User/sopheap.seng/asr/
Opensourceools to build a speech recognition system for

Khmer language. Our second contribution is a piplic

available manual of development of a speech retiogni

system for a new under-resource language [14]. Our

current work consists in improving our ASR system f

Khmer by trying to exploit the combination of woadd

sub-word units in statistical language modeling.

[13] http://cmusphinx.sourceforge.net/html/cmusphinx.php
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