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Disfluency Classes ..

Non-lexicalized Filled Pauses (NLFP): um, uh, ah
Lexicalized Filled Pauses (LFP): like, well

repairs (repai): Well they — they have s- they have the close
talking microphones for each of us

verbatim repetitions (repet): | know you were — you were
doing that

abandoned words (abw): w-, h-, shou-

abandoned utterances (abutt): the newest version after you
comments, and —

DIANA-Summ — p. 3/1




Disfluency Classes ..

I~ MMAX2 1.0 BETA 6 /media/TREKSTOR/scratch/ICS|-Daten-Neu/Bed016.mmax [WR.-1-1]
File Settings Display Tools Plugins Info [#] Show ML Panel

| ¥

fe004 clears throat sniff

play
mno015 stuff works, but =
me010 O_K, 80, so anyway, | = | agree that's not olay
me010 central. What .,
fe004 Mm-hmm. play
me010 you mightwannado .
me010 is, Il 5
me010 and may not, but you might wanna — -.I rip off a bunch of the

slides on the play

meQ10 anal™ FHers N ihE B IR8EE B we've got various I8 generations of

slides that show language analysis, and matching to the underlying image
schemas, and,

play
me010 I FiG (e EOTSTRICHoN At SNuIEon & that A6 that whole
play
mn015 Yeah, (= that = BREEE €2 that comes up to the X_schema slide, so

|basically I'm gonna steal that from Nancy, one of Nancy's St

DIANA-Summ — p. 3/1

mlave



Manual Annotation Evaluation x

type | relative frequency
NLFP 23.6
LFP 23.4
repet 14.5
repai 17.9
abw 7.0
abutt 13.5
K 0.952
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Manual Annotation Evaluation

j jEML

Token(s) abutt abw nlfp Ifp repet repai none
like 3
I'm 2 1
Eh- 3
tried to - 2 1
and that would 2 1
um- 1 2
So w- 1 1 1
Well - 3
somebody’ll 3
that's uh 1 1 1
and that would 1 1 1
and then 3
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Manual Annotation Evaluation x

Token(s) abutt abw nlfp Ifp repet repai none
like 3
I'm 2 1
Eh- 3
tried to - 2 1
and that would 2 1
um- 1 2
So w- 1 1 1
Well - 3
somebody’ll 3
that's uh 1 1 1
and that would 1 1 1
and then 3

K

0.322
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Manual Annotation Evaluation x

Token(s) abutt  abw nifp Ifp repet repai none
like 3
I'm 2 1
Eh- 3
tried to - 2 1
and that would 2 1
um- 1 2
So w- 1 1 1
Well - 3
somebody’ll 3
that's uh 1 1 1
and that would 1 1 1
and then 3
KIK 0322 | 0.33 -0.02 076 10 -0.02 0.16 0.09
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Manual Annotation Evaluation

j jEML

Token(s) abutt  abw nifp Ifp repet repai none
like 3
I'm 2 1
Eh- 3
tried to - 1
and that would 2 1
um- 1 2
So w- 1 1 1
Well - 3
somebody’ll 3
that's uh 1 1 1
and that would 1 1 1
and then 3
klk; Example | 0.322 | 0.33 -0.02 0.76 10 -0.02 0.16 0.09
klk; Dataset | 0.952 | 0.85 096 099 098 098 0.78
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Automatic Classification — Script Based %EML

Detects nlfp based on lexicon and POS tags
Detects abw based on transcription with “-”

Detects repet based on a script

not limited in length — potentially 0.5*length of utterance
long

iterative process. one-item repet, two-item repet, ...

Upon detection and classification disfluency is removed for
further analysis
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Automatic Classification — Script Based %EML

Detects nlfp based on lexicon and POS tags
Detects abw based on transcription with “-”

Detects repet based on a script

not limited in length — potentially 0.5*length of utterance
long

iterative process. one-item repet, two-item repet, ...

Upon detection and classification disfluency is removed for
further analysis

DisflType | prec rec f
nlfp 89.56 98.66 93.89
repet 7464 93.36 82.95
abw 89.99 99.19 94.37
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Machine Learning Based x

part-of-speech tag

length of the utterance considered

gender of the speaker

native or non-native speaker

position of the current utterance in the meeting

talkativity features like average length of segments, number
of segments uttered etc.

Decision Tree based learner/classifier
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Binary Classification

type ‘ accuracy ‘ prec rec f
non oversampled
disfluent 88.5 75.3 55.8 64.1
non-disfluent 90.6 95.9 93.1
oversampled
disfluent 84.3 61.9 70.2 65.8
non-disfluent 91.5 88.1 89.8

j jEML

DIANA-Summ — p. 8/1



Binary Classification

type ‘ accuracy ‘ prec rec f
non oversampled
disfluent 89.7 80.7 58.4 67.7
non-disfluent 91.1 96.8 93.9
oversampled
disfluent 80.5 54.3 60.8 574
non-disfluent 88.9 86.0 874

j jEML
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Full Classification

disfl class | accuracy | prec rec f
NLFP 86.4 55.5 455 50.0
LFP 64.3 514 57.1
abutt 29.8 45 7.8
abw 67.3 79.6 729
repai 452 12.6 19.7
repet 64.7 50.0 564
none 89.8 97.3 93.2

j jEML
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Full Classification

j jEML

Classification using previous knowledge

disfl class

prec rec f

NLFP
REPET
ABW

89.56 98.66 93.89
74.64 93.36 82.95
89.99 99.19 94.37
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Full Classification

j jEML

Classification using previous knowledge

disfl class

prec rec f

NLFP
REPET
ABW

89.56 98.66 93.89
74.64 93.36 82.95
89.99 99.19 94.37

LFP
abutt

repai

834 911 8/7.1
/6.2 730 746
84.3 7/7.0 805
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Feature Ranks x

POS tags

current
preceding

following
length of the current utterance

distance to previous disfluency
average length of utterances by the current speaker

distance to previous
NLFP
REPET
ABW

gender DIANA-Summ — p. 10/1




Example Rule 1 x

If
segmentLength <= 11 & tag = UH & 1prevTag = CC &

previousDisfl = yes
THEN ABUTT
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Example Rule 1 x

If

segmentLength <= 11 & tag = UH & 1prevTag = CC &
previousDisfl = no
THEN LFP
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Example Rule 2 x

If

segmentLength <= 11 & tag = INP & 1lprevTag = IN &
2nextTag = INP & 1nextTag = IN &

distanceToDisflStart <=1
THEN ABUTT
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Example Rule 2 x

If

segmentLength <= 11 & tag = INP & 1lprevTag = IN &
2nextTag = INP & 1nextTag = IN &

distanceToDisfIStart > 1 &

distanceToDisflStart <=3 &

segmentsSF <= 48
THEN ABUTT
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Example Rule 2 x

If

segmentLength <= 11 & tag = INP & 1lprevTag = IN &
2nextTag = INP & 1nextTag = IN &

distanceToDisfIStart > 1 &

distanceToDisflStart <=3 &

segmentsSF > 48 &

gender=m &

averageSegment <=7
THEN LFP
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Example Rule 2 x

If

segmentLength <= 11 & tag = INP & 1lprevTag = IN &
2nextTag = INP & 1nextTag = IN &

distanceToDisfIStart > 1 &

distanceToDisflStart <=3 &

segmentsSF > 48 &

gender=m &

averageSegment > 7/
THEN ABUTT

DIANA-Summ — p. 12/1




Conclusion & Outlook .,

more detailed analysis of the manual annotation procedure

three stage procedure for detection and classification of
disfluencies

more fine-grained distinction than in previous work
better performance than comparison work

comparison to descriptive work on the phenomenon of
disfluencies

features inspired by descriptive work were not relevant for
the detection (e.g. gender)

might be due to two party vs. multi party dialogues
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Software and Data
Annotation Tool MMAX2: http:// mrmax2. sour cef or ge. net/

Octave/Matlab Script for  ~; calculation:
http://projects.villa-bosch. de/ nl psoft/

Disfluency Annotation:

http://wwv. em -r.org/ engli sh/research/ nl p/ downl oad/ | ndex. php
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