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Editors’ Preface

This collection of papers stems from the third workshop in a series on “the representation and
processing of sign languages”. The first took place in 2004 (Lisbon, Portugal), the second in 2006
(Genova, Italy). All workshops were tied to Language Resources and Evaluation Conferences
(LREC), the 2008 one taking place in Marrakech, Morocco. While there has been occasional
attention for signed languages in the main LREC conference, the main focus there is on written and
spoken forms of spoken languages. The wide field of language technology has been the focus of the
LREC conferences, where academic and commercial research and applications meet. It will be clear
to every researcher that there is a wide gap between our knowledge of spoken versus signed
languages. This holds not only for language technology, where difference in modality and the
absence of commonly used writing systems for signed languages obviously pose new challenges,
but also for the linguistic knowledge that can be used in language technologies.

The domains addressed in the two previous sign language workshops have thus been fairly wide,
and we see the same variety in the present proceedings volume. However, where the first and the
second workshop had a strong focus on sign synthesis and automatic recognition, the theme of the
third workshop concerns construction and exploitation of sign language corpora.

Recent technological developments allow sign language researchers to create relatively large video
corpora of sign language use that were unimaginable ten years ago. Several national projects are
currently underway, and more are planned. In the present volume, sign language linguistics
researchers and researchers from the area of sign language technologies share their experiences
from completed and ongoing efforts: what are the technical problems that were encountered and the
solutions created, what are the linguistic decisions that were taken?

At the same time, the contributions also look into the future. How can we establish standards for
linguistic tagging and metadata, and how can we add sign language specifics to well-established or
emerging best practices from the general language resource community? How can we work towards
(semi-) automatic annotation by computer recognition from video? These are all questions of
interest to both linguists and language technology experts: the sign language corpora that are being
created are needed for more reliable linguistic analyses, for studies on sociolinguistic variation, and
for building tools that can recognize sign language use from video or generate animations of sign
language use.

The contributions composing this volume are presented in alphabetical order by the first author. For
the reader’s convenience, an author index is provided as well.

We would like to thank the programme committee that helped us reviewing the abstracts for the
workshop:

Penny Boyes Braem; Annelies Braffort; Patrice Dalle; Evita Fotinea; Jens Helmann; Trevor
Johnston; Lorraine Leeson; Adam Schembri; Graham Turner; Meike Vaupel; Chiara Vettori

Finally, we would like to point the reader to the proceedings of the previous two workshops, which
form important resources in a growing field of research; both works were made available as PDF

files for participants of the workshop.

O. Streiter & C. Vettori (2004, Eds.) From SignWriting to Image Processing. Information
techniques and their implications for teaching, documentation and communication. [Proceedings

vi



of the Workshop on the Representation and Processing of Sign Languages. 4th International
Conference on Language Resources and Evaluation, LREC 2004, Lisbon.] Paris: ELRA.

C. Vettori (2006, Ed.) Lexicographic Matters and Didactic Scenarios. [Proceedings of the 2nd
Workshop on the Representation and Processing of Sign Languages. 5th International
Conference on Language Resources and Evaluation, LREC 2006, Genova.] Paris: ELRA.

We hope the present volume will stimulate further research by making the presentations accessible
for those who could not attend the workshop.

The Editors,

Onno Crasborn, Radboud University Nijmegen (NL)

Eleni Efthimiou, Institute for Language and Speech Processing (GR)

Thomas Hanke, University of Hamburg (DE)

Ernst D. Thoutenhoofd, Virtual Knowledge Studio for the Humanities & Social Sciences (NL)
Inge Zwitserlood, Radboud University Nijmegen (NL)
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3rd Workshop on the Representation and Processing of Sign Languages

Linguistic, Sociological and Technical Difficulties in the Development of a
Spanish Sign Language (LSE) Corpus

Patricia Alvarez Sanchez, Inmaculada C. Baez Montero, Ana Fernandez Soneira

Universidad de Vigo — Research Group on Sign Languages'
Lagoas-Marcosende (36310) Vigo
patri.alvarez@gmail.com, cbaez@uvigo.es, anafe@uvigo.es

Abstract

The creation of a Spanish Sign Language corpus has been, since 1995 until 2000, one of the main aims of our Sign Languages Research
Group at the University of Vigo. This research has the aim of helping us in the description of LSE and developing tools for research:
labeling, transcription, etc. We obtained language samples from 85 informants whose analysis raised several difficulties, both technical
and sociolinguistic.

At this stage, with renewed energy, we have taken up again our initial aims, crossing the technical, linguistic and sociological obstacles
that had hindered our proposal to reach its end.

In our panel we will present, apart from the difficulties that we have encountered, the new proposals for solving and overcoming them,
thus, finally reaching our initial aim: to develop a public Spanish Sign Language corpus that could be consulted online.

We will go into details with the criteria of versatility and representativity which condition the technical aspects; the sociolinguistic
criteria for selecting type of discourses and informants; the labels for marking the corpus and the utilities that we pretend to give the
corpus, not only centered in the use of linguistic data for the quantitative and qualitative research of the LSE, but also centered in the

use for teaching.

1. General Approach

The study of LSE should not be dealt with in a different
manner to that of any other oral language. It will be
mandatory to have a textual corpus. The production of a
sign language has a kinetic nature. Its reception is visual,
so the conversations in sign language have to be registered
in video formats.

Our contribution to the congress, in the form of a panel, is
divided into three sections that correspond with the three
stages of the development of our corpus. Each step is
marked by a general reflection.

The first stage covers our group work from 1995 until 2000
and it represents the beginning of the process. We will
present subsequently, the aims set, the steps made for the
actual conception of the corpus and the difficulties
encountered.

The second phase goes from 2000 till 2007. It was stressed
by an analysis process of the work done, and
reconsiderations on our basis due to the problems at the
first stage. We will here present the data obtained and the
new goals that we set.

The third and last stage corresponds with the present time.
It is the time of showing our advances and the decisions
made on the linguistic, sociolinguistic and technical sides.

2. Initial Work

“Linguistic corpora have come to fill a privileged position
because they constitute a valuable source of information
for the creation of dictionaries, computational lexicon and
grammars. (...) As a result, a new discipline appears:
CORPUS LINGUISTICS, aimed at the processing and

! http://webs.uvigo.es/lenguadesignos/sordos

exploitation of this type of linguistic resource.” (A, Marti,
1999)

2.1. Aims

Our work was focused on obtaining a LSE textual corpus of
Galician signers from which to start the research on LSE.
These were our initial researching aims:

a) Starting the description of LSE

b) Determining which are the relevant linguistic units in SL
¢) Knowing the grammatical relational processes

d) Developing tools for research: labeling, transcription, etc

2.2. Corpus features

We considered these the main features for creating a
corpus:
- It must contain real data
- It must constitute an irreplaceable basis for linguistic
description
- It must be completed with computing support in order to
make easy its use.
- It must gather:
a) Informants data
b) Different types of discourse samples
c) Wide range of topics depending on the type of
discourse we want to obtain, etc.
- It must be transcribed in Spanish glossas (conventions
adapted from Klima & Bellugi, 1979) and subtitled in
written language.

2.3. Process stages

We have divided into seven stages the process of creating
our corpus:
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a) Tool design for the creation of a corpus

b) Criteria for the selection of informants

¢) Creation of a database of informants’ details
d) Collection of language samples

e) Data storage

f) Data labeling and marking

g) Transcription and notation systems

2.4. Difficulties in the process

The difficulties that aroused throughout the research
process are:
a) The lack of a research tradition on Sign Languages in
Corpus Linguistics forces us to solve problems from the
very beginning:

- How to delimit units in sign languages.

- How to label the different formations for their later
analysis.

- Other related issues.
b) Creation of social networks in the Deaf community with
the aim of avoiding the social identity of our informants to
be threatened.
c) Technical restrictions. We have to select appropriate
material in order to avoid problems in compatibility
between the different devices (video cameras. video player,
computers, software...)

3. Analysis and Reconsiderations

“(...) the paradox exists that once a system is available for
its use, its technology becomes obsolete with regard to the
one that is operative at that moment and in many cases, it
must be reprogrammed” (A, Marti, 1999)

After these first steps, it was time to analyse the gathered
data. For this purpose, we created a database of informants
which we are going to present now.

3.1. Where did we collect our data?

We have developed an interview filing card with the
purpose of ascertaining the social and linguistic profile of
the Galician deaf people that were later registered in
videotapes.

This is the data gathered from our 85 informants:

a) ldentification: name, address and phone (for future
contacts);

b) Origin and social environment: place and date of birth,
age of deafness occurrence, deafness degree, deaf/hearing
family, job of closest family members;

¢) School: degree and type of studies, special/ordinary
school, use/absence of SL in school;

d) Linguistic skills: in LSE, oral Spanish, lip-reading,
written Spanish;

e) Place of residence: in order to reflect and control
linguistic variation.

6%

16%

b21-34 years
W 35-50 years
O>50years

78%

Figure 1: Distribution of informants by age group.

Distribution of informants by age group:
From 21 to 35 years: 25

From 36 to 50 years: 5

Over 50 years: 2

Total: 32 interviews.

5%

31%

O Guided monologue
B Semiguided interview

OPublic discourse

Figure 2: Distribution of language samples by gender types.

Distribution by gender types:

Guided monologue - 23 minutes

The signer is asked for a description of his family, his house
and a short anecdote.

Semiguided interviews - 271 minutes

Signers are interviewed on several topics, depending on
their age, sex, preferences, etc. Thus, the discourse is more
spontaneous.

Public discourse - 130 minutes.

Conferences and round tables give us a more programmed
and formal style.

3.2. Reconsiderations

After the research, we had to reconsiderate certain issues
for a better development of our corpus. We will now sum
these up:
a) Revision of the projects carried out in other countries.
b) Creation of social networks:
Inside the Deaf community:
Preparation of the members of the community for the
carrying out of the interviews
In the institutions:
Participation in national networks for research in order
to contact with the Deaf community all over Spain.
Support of the LSE Standardization Center in the
creation of the corpus.

4. For the time being

“If our research manages to correct mistaken or unsuitable
information, we will have made a good service to
linguistics; however, this type of study usually needs for
certain knowledge and experiences that do not correspond
with the young researcher. (Lopez Morales, 1994, 25)”

At this stage, with renewed energy, we have taken up again
our initial aims, crossing the technical, linguistic and
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sociological obstacles that had hindered our proposal to
reach its end. In the following lines, we will present the
advances achieved and the measures adopted for solving
the problems already mentioned, in order to finally
develop a public LSE corpus on-line.

4.1. Advances

These are the main advances that occurred in the last years:
- We are members of a network of universities for the
teaching and research on Spanish and Catalan Sign
Languages (Red Interuniversitaria para la investigacion y
la docencia de las lenguas de sefias- RIID-LLSS).

- We collaborate in the creation of a LSE Standardization
Center (whose creation will be possible thanks to the pass
of the Law 27/2007, 23 October, on the Use and
Recognition of the Sign and the Support Media for Oral
Communication).

- Our group has obtained state financing for its research
project “Basis for the linguistic analysis of the Spanish
Sign Language™

- We count on three deaf teachers and four interpreters for
the research and teaching tasks. We also count on
specialised researchers in subtitling that will deal with the
subtitling and marking tasks in the corpus’.

- In these years, several thesis and dissertations of PhD
students in topics related to sign language linguistics have
been published (Fernandez Soneira 2004; Iglesias Lago
2006, Alvarez Sanchez 2006). Other members of this
group have published research papers on grammatical
aspects in reference works (Cabeza y Fernandez 2004)*.

4.2. Current aims

We are working for creating a textual corpus of LSE as a
basis for:
a) Development of LSE grammars. The grammatical
analysis will focus on the determination of the relevant
LSE units and the grammatical processes of relation.
b) Applied research:

LSE interpretation

LSE teaching

Normalization and linguistic planning

Transcription
¢) General research:

2 Basis for the linguistic analysis of the Spanish Sign Language
(HUM2006-10870/FILO) funded by the Ministry of Education
and Science. Length of the project: 2006-2008.

Spanish Sign Language: linguistic and philological aspects
(BFF2003-05696) funded by the Ministry of Science and
Technology. Length of the project: 2003-2005.

Grammatical analysis of the LSE: sociolinguistic,
psycholinguistic and computational applications
(PGIDTO00PXIB30202PR) funded by Xunta de Galicia. Length of
the project: 2000-2003.

3 To consult LSE teaching staff profile, cfr.
http://www.uvigo.es/centrolinguas/index.en.htm

* To consult the whole list of publications by the members of our
research group, cft.
http://webs.uvigo.es/lenguadesignos/sordos/publicaciones/index.
htm
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Language acquisition

Linguistic universals

Other related issues
d) Use of the corpus in the teaching platforms as a didactic
element in order to provide the pupils with real language
simples. These will complete the learning-teaching process
started inside the classroom.

4.3. Linguistic and Sociolinguistic Decisions

LSE is not an standardized language and there are very few
descriptive studies on this language. This forces us to
propose what kind of recordings do we want, how many
people do we need in order for the corpus to be
representative and real, and finally, what conclusive
analysis could we obtain from it.

Taking into account these determining factors, we raise:

- Asking for the collaboration of signers of different regions
of Spain for obtaining a good representation of the different
geographic registers.

- Select signers that fulfill certain features: native signers of
LSE, post lingual users of LSE and interpreters.

- Interview design:

Choice of deaf interviewers. Their dialogues are more
natural and they obtain a higher degree of involvement
from the Deaf community in this project.

Recordings should be adapted to the personality of the
informants. We should take into account that most of the
Deaf people don’t have linguistic conscience because they
have never studied their language as such. Instead, they
have learnt it in a natural way as a medium for
communication.

We have prepared several models of the interview,
with questions that may arouse interest in the informants
(on deafness, family, friends, human relationships, tobacco,
etc.)

4.4, Technical decisions with a view to the future

a) Standardization of the recording format: Use of a
recording set: digital cameras, similar wall background in
all the recordings, identical light conditions, signers
clothes, position and framing...

b) Multiple views of the signer: face, trunk, in profile...

¢) Storage and backup of the recordings from the camera to
the computer.

d) Editing of the recordings in chapters (monologues, semi
guided interviews and free conversations) for a better
handling of the images.

e) Use of the ELAN system for the notation process.

f) Corpus labeling of grammatical features and sign
configuration.

g) Use of P2P tools for making easy the cooperation
between universities or research groups with the aim of
ensuring on one hand the proper management of the work
teams and on the other hand, the integration of results.

h) Enable the search and retrieval by sign configuration,
grammatical aspects and signer details.

1) Online publishing of the corpus with the aid of external
financing.
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He comprado una casa nueva

| have bought a new houss

Figure 3: Sample search in the future corpus
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Pointing and Verb Modification: the expression of semantic roles in the Auslan
corpus

de Beuzeville, Louise
Post-doctoral Research Fellow
Linguistics Department
Macquarie University NSW 2109
Australia
E-mail: louise.debeuzeville@ling.mg.edu.au

Abstract

As part of a larger project investigating the grammatical use of space in Auslan, 50 texts from the Auslan Archive Project Corpus were
annotated and analysed for the spatial modification of verbs to show semantic roles. Data for the corpus comprise the Sociolinguistic
Variation in Auslan Project (SVIAP) and the Endangered Languages Documentation Project (ELDP). In this paper, 20 personal
narratives were analysed—10 from SVIAP and 10 from ELDP—as well as 30 retellings of two Aesop’s fables (16 of “The Boy Who
Cried Wolf” and 14 of “The Hare and the Tortoise”). Each sign or meaningful gesture in the texts was identified and annotated in
ELAN. These signs were then classified into word class, and the nouns and verbs tagged for whether they had the potential to be
modified spatially. Next, the indicating nouns and verbs were annotated as to whether or not their spatial modification was realized. In
this paper, we discuss the use of the ELAN search functions across multiple files in order to identify the proportion of sign types in the
texts, the frequency with which indicating verbs are actually modified for space and the influence of the presence of a pointing sign

adjacent to the verb.

1. Aims and Background

One of the most salient and interesting aspects of the
grammar of signed languages is the use of space to track
referents through discourse. One way in which this has
been observed is the spatial modification of lexical verbs
to show semantic roles and participants. Many previous
studies have noted this and generally—when a verb has
been identified as modifiable—the modification has been
assumed to be obligatory (Aronoff, Meir, Padden, &
Sandler, 2003; Meier, Cormier, & Quinto-Pozos, 2002;
Meir, 2002; Neidle, Kegl, MacLaughlin, Bahan, & Lee,
2000; Padden, 1988; Padden, 1990). The alternative view,
and one that seems to pattern better with this data, is that
the modifications are gestural and the signs are a
combination of morphemes and gestures
(Engberg-Pedersen, 1993; Liddell, 2000, 2002, 2003b). A
serious problem, however, with many previous reports on
spatial modification of verbs is that they were not based
on data of usage patterns, but rather native speaker
intuitions.

Part of the reason for this lack of data of usage
patterns was the technology available at the time of the
research. Prior to the digital age, the collection of large
amounts of data was difficult and expensive, as was the
storage and accessibility of such data. Even more
challenging, however, was the task of transcribing or
annotating the data and then searching it for the relevant
aspects of the grammar and their co-occurrence with other
features.

These problems are now being overcome: data can
easily and affordably be filmed and stored digitally;
annotations can occur in software with a machine
readable format; and as such, searches can be carried out
by computers on single or multiple texts at the same time,
thus decreasing human error in data analysis and saving
countless hours of manual labour.

As part of a larger project investigating the
grammatical use of space in Auslan, 50 texts from the
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Auslan Corpus have been annotated and analysed for the
spatial modification of verbs to show semantic roles.
Using ELAN (EUDICO Linguistic Annotator) software,
which allows for multiple tiers of annotations to be time
aligned with multimedia files, these texts have been
analysed for:

a) the number and types of verbs used;

b) the proportion of modifiable verbs which have

actually been modified in the text; and

¢) the influence of pointing signs on

modification.
The hypothesis is that the presence of at least one adjacent
pointing sign would decrease the likelihood of the sign
being modified. Linked to that, it is expected that for
indicating verbs with adjacent pointing signs, a lesser
proportion would be modified than what occurred when
there was no adjacent pointing sign.

In this paper, | discuss some of the features of ELAN
that have been used to enable a search of a large amount of
data with a relatively small amount of labour. I will first
discuss the methodology used, then some of our previous
and current results before discussing conclusions that can
be drawn.

the

2. Methodology

2.1 Data

Data for this paper come from the Auslan Archive
Project Corpus, which consists of two large corpora: the
Sociolinguistic Variation in Auslan Project (SVIAP) and
the Endangered Languages Documentation Project
(ELDP). The SVIAP corpus is made up of films of 211
participants from all over Australia, resulting in 150 hours
of edited footage of free conversation, a more formal
interview, and lexical elicitation tasks. The ELDP corpus
has 150 hours of edited video from 100 participants all
over Australia (many the same as filmed for the SVIAP
corpus). The ELDP data consists of the retelling of a
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narrative, responding to formal interview questions, an
attitude questionnaire, a spontaneous narrative, and some
elicitation tasks for specific linguistic features.
Participants were filmed by and interacted with other
native signing deaf adults.

For this paper, ten spontaneous narratives were
sourced from the SVIAP corpus. The second set of
texts—from the ELDP corpus—consisted of 10
spontaneous personal recounts of a memorable event, as
well as 30 retellings of 2 Aesop’s fables (16 of “The Boy
Who Cried Wolf” and 14 of “The Hare and the Tortoise”).
Participants were given an English version of the fable a
week before filming and were told they would retell the
story a week later.

The texts from both corpora were recorded on digital
videotape, annotated using ELAN software, and analysed
with ELAN and Excel. This process is explained below.

2.1 Analysis

In the ELAN file, users are able to specify a limitless
number of tiers on which to annotate different features of
a text. For this project, on the first two tiers (one for each
hand), each of the texts were given a shallow gloss: that is,
each sign was identified and labeled with an English
“equivalent”. This was able to be done consistently due to
the existence of the Auslan Lexical Database (for more
information on the database and this process, see Johnston,
these proceedings). This allowed for accurate counting of
lexicalized signs for frequency counts of types and
tokens.

In this first stage of glossing, every meaningful
manual action was annotated, including: lexical signs
from the Lexical Database, depicting signs, gestures, and
points. Points were coded as either:

a) apersonal pronoun;

b) apossessive pronoun;

c) ademonstrative;

d) alocative; or

e) apoint to a buoy handshape (Liddell, 2003).
Asign counted as a point regardless of the handshape used
if it was used in a pointing manner. This was important as
many point signs occurred with alternate handshapes due
to the assimilation of the features of surrounding signs.

First person singular pronouns as well as points to
buoy handshapes were clear as their form is different to
other handshapes. However, since the form of most other
points is identical regardless of whether they are referring
to a non-present referent or a location, it was often
impossible to be sure of the meaning of a signer’s point.
Thus, in this first parse of the data, many points were
coded simply as unclear.

A second tier dealt with the grammatical class of
each sign as well as its spatial potential. Verbs were
divided into plain verbs (those unable to be moved about
or located in space), depicting verbs (classifier signs), and
indicating verbs (directional or locatable). The table
below defines each of these categories.

CATEGORY EXPLANATION

depicting Averb created on the spot that is not found
verb in the dictionary or lexical database
(classifier signs).

plain verb A lexical verb that cannot physically be

moved about in space; usually it is body

anchored in some way.

indicating A lexical verb that can be moved
verb- meaningfully through space to show the

directional semantic role of at least one participant.

indicating A lexical verb that can be located
verb/noun- meaningfully in space, though not moved
locatable through space. Often because it has no

path movement.

Table 1: Sign classes for spatial modifiability

Next there was a tier on which indicating verbs were
marked for whether their spatial potential was realized:
that is, were they moved meaningfully in space to show
the semantic role of at least one participant. There were
three  possibilities: modified, not modified, or
congruent—that is, citation in form, but that form was
consistent with the spatial arrangement. These are
explained in Table 2 below.

SPATIAL
MODIFICATION

EXPLANATION

modified The sign was modified spatially, i.e., it was not

the citation form of a sign.

unmodified The sign was spatially unmodified, i.e., it was
produced in the citation form and was not
congruent with the spatial framework. If it had
been modified, it would/should have looked

different to the citation form.

Of those unmodified forms, some were
congruent with the spatial arrangement already
set up. That is, any modification (if it were really
there) would be ‘invisible’ because it would still
look like the citation form.

congruent

Table 2: Codes for the realization of spatial potential.

Once all of the annotations were complete, search
procedures were carried out through ELAN. Searches
were carried out two ways: searching individual files in
detail; or conducting a structured search on all 50 files at
once in less detail.

In a previous round of the project (de Beuzeville et
al., forthcoming; Johnston et al., 2007) searches were
carried out on each file individually, for the following
features:

a) the number of annotations per file;

b) atype/token analysis;

¢) an analysis of the frequency of each type;

d) the number (and percentage) of each word class:
and in particular, the spatial potential of nouns
and verbs;

e) the proportions of modifiable signs which were
actually modified; and

f) how often a period of constructed action (role
shift) co-occurred with modified and
unmodified signs.

These figures were all exported into Excel, those for all
texts added together and calculations carried out. In
addition, all tokens with all information attached were run
through Varbrul for an analysis of statistical significance.

For this paper, the searching was conducted on all 50
files together, through the new structured search across
multiple files option in ELAN. All indicating verbs were
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identified, as well as the sign or gesture that occurred
directly before or after. Each token of an indicating verb
was also marked as modified, not modified or congruent.
This data was then exported to Excel and all instances of
pointing signs occurring directly before or after an
indicating verb were identified and counted, in order to
calculate whether the co-occurrence of a point and an
indicating verb had an effect on its modification.

For this paper, the following analyses were carried
out in Excel:

a) a comparison of indicating verbs with or
without a point sign adjacent and whether it
influenced the modification;

a comparison of all of the verb signs with
point signs adjacent and whether they were
more likely to occur with verbs that were
modified, unmodified or congruent; and
c) the frequency of each type of point sign.

b)

3. Results

Despite the claim that indicating verbs in signed
languages are obligatorily modified (‘inflected’) with
respect to loci in the signing space in order to show person
‘agreement’, we found that these verbs are actually only
spatially modified about a third of the time (de Beuzeville
et al., forthcoming; Johnston et al., 2007).

Altogether the data being analysed contained just
over 8,500 sign tokens, with about 40,000 annotations in
total. Below is a figure which shows the amount of tokens
for each type of verb—in terms of their spatial
potential—as a proportion of all verbs. As can be seen,
over half of all lexical verbs which are able to show
semantic roles through spatial modification were not
actually modified (61% of all indicating verbs).

Figure 1: Proportions of types of verbs and the
realization of their spatial potential.

In previous analyses of the data by Varbrul, the
following factors were found to account for the variability
in verb modification (de Beuzeville, et al., forthcoming;
Johnston et al., 2007):

a) indicating signs that are directional favour
modification compared to locatable signs;
locatable verb signs favour spatial modification
compared to locatable noun signs;

b)
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¢) the five most frequent indicating verbs favour
modification compared to other indicating verbs;
and

the presence of constructed action significantly
favoured spatial modification, especially with
modified verbs.

In this stage of the project, the focus is on what effect
adjacent points may have on the likelihood of
modification. The analysis showed that the presence of
pointing did indeed have some effect on the proportion of
tokens modified. As can be seen from Figure 2 below,
indicating verbs were modified 41% of the time when
there was no adjacent point, and this went down to 34%
when there was. Unmodified indicating verbs went from
43% without a point sign to 47% with an adjacent point.
These changes are in the direction predicted, but may not
be statically significant. Interestingly signs that were
congruent followed the pattern of unmodified signs.

d)

50

40
35
30 modified

gg —— not modified
= — congruent

15 e

10

no point sign adjacent point
sign

Figure 2: modification of indicating verbs with and
without adjacent point signs

Further, modified signs were less likely in general to
have a point sign adjacent. Figure 3 shows that of all
modified indicating verbs, only 19% had an adjacent
point, whereas for the indicating verbs that were not
modified that figure was 24%. Congruent signs had an
adjacent point sign 26% of the time, again patterning most
similarly to the not modified signs.

30
25
20
15
10

5
0

modified not modified congruent

Figure 3: Proportion of modified, not modified, and
congruent indicating verbs that occurred with an adjacent
pointing sign.

Clearly, the type of point needs to be taken into
account, since not all points give information about the
semantic role of the participants of the wverb. The
hypothesis is that only those that do mark the semantic
roles would affect modification of verbs. Figure 4 below
shows the frequency of the main 3 types of points
(accounting for 70% of the data): first person singular
pronouns (39%), third person singular pronouns (15%)
and demonstratives and locatives (16%). Approximately
14% of tokens were unclear as to their semantic function,
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and the remaining 16% are made up of other types of
points.

16%

14% l

15% -

39%

16%

PRO1sg Mdem/loc PRO3sg M unclear Mother

Figure 4: The frequency of different types of pointing
signs

The next step in the project is to analyze the effects
of individual types of points on modification, as well as to
look at directional and locatable verbs separately. These
are much needed analyses in order to be able to rely on the
finding that adjacent points influence the modification of
indicating verbs.

These results help determine where and when the
spatial modification of indicating verbs is used in natural
Auslan texts (and potentially other signed languages) and
they indicate that the presence of an adjacent point
appears to have an effect on the modification of indicating
verbs, be they locatable or directional.

4. Conclusion

The data presented above is an attempt to account for
variability of the modification of indicating verbs. The
study needs, however, to go further before any firm
conclusions can be drawn.

The immediate priorities of the project are to:

a) analyze the effect of different types of points on

modification of indicating verbs;

b) analyze the verbs that are affected according to

whether they are locatable or directional; and

c) carry out tests of statistical significance.

In addition, it will be necessary in the future to look at
a larger environment than the sign before or after in order
to see whether points further away influence modification
as well, and to add more data and from non-narrative text
types. It will also be necessary to decide how best to deal
with signs that are congruent: that is, whether they should
be assumed to be modified, treated as unmodified, or left
out of the analysis as ambiguous examples.

Whatever the factors that affect the modification of
indicating signs, the fact remains that they are not
modified obligatorily. Thus, the data are not compatible
with the view that spatial codings are highly
grammaticalised or a system of verb agreement, since
such systems of agreement should allow for referential
cohesion and referent tracking, be head marked versus
dependent-marked, obligatory and grammaticalised (that
is, bleached of meaning).

Based on this data, we suggest that 1) the degree of
grammaticalization of indicating verbs may not be as
great as once thought and 2) the apparent non-obligatory
or variable use of spatial modifications may be partly
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accounted for by the presence of pointing signs—very
frequent in signed texts—before or directly after the verb.
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Abstract

This paper introduces the Hong Kong Sign Language Child Language Corpus currently developed by the Centre for Sign Linguistics
and Deaf Studies, the Chinese University of Hong Kong. When completed, the corpus will include both longitudinal and
cross-sectional data of deaf children acquiring Hong Kong Sign Language. Our research team has decided to establish a
meaning-based transcription system compatible with both the ELAN and CLAN programs in order to facilitate future linguistic
analysis. The ELAN program, which allows multiple-tier data entries and synchronization of video data with glosses, is an ideal tool
for transcribing and viewing sign language data. The CLAN program, on the other hand, has a wide range of well-developed functions
such as auto-tagging and the ‘kwal’ function for data search and they are extremely useful for conducting quantitative analyses. With
add-on programs developed by our research team and additional functions in CLAN developed by the CHILDES research team, the
transcribed data are transferable from the ELAN format to CLAN format, thus allowing researchers to optimize the use of both
programs in conducting different types of linguistic analysis on the acquisition data.

1. Introduction

The establishment of the Hong Kong Sign Language
Child Language Corpus began in 2002 as one of the
research outputs of two RGC-funded research projects
entitled “Development of Hong Kong Sign Language by
Deaf Children” and “Acquisition of Classifiers in Hong
Kong Sign Language by Deaf Children”. The major goal
of this corpus is to collect, transcribe and tag acquisition
data of Hong Kong Sign Language (hereafter HKSL) that
would facilitate the long-term development of sign
language acquisition research. When completed, the
corpus will contain acquisition data collected both
longitudinally and cross-sectionally. The transcription
system of the corpus is based on the CHAT format with
additional symbols for properties specific to sign
languages, thanks to the assistance and advice from the
research team of the Child Language Data Exchange
System (CHILDES) headed by Brian MacWhinney. The
finalized transcriptions are compatible with the CLAN
program of CHILDES as well as the ELAN program
developed by Max Planck Institute for Psycholinguistics
Nijmegen, The Netherlands. A major strength of this
transcription system is that researchers can have full
access to the existing features or functions of both
programs. On the other hand, researchers can compare
signed and spoken acquisition data with ease using the
CLAN interface. This paper describes the procedures we
went through in transcribing the HKSL acquisition data:
how the data were first transcribed in ELAN and then
exported to a format compatible with CLAN. In Section 2
we will briefly introduce our transcription system. Section
3 describes the initial transcription procedure. Section 4
explains the technical steps involved in exporting the data
from ELAN to CLAN. Section 5 discusses the difficulties
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we encountered in the process of transferring the data.
Section 6 is the conclusion.

2. Transcription system developed by the
Hong Kong Sign Language acquisition
research team

Our research team aimed at achieving the following goals
when developing the transcription system of the Hong
Kong Sign Language Child Language Corpus:

(a) The transcription system must be transparent enough
for easy viewing. That is, the transcribed data should
be accompanied with an appropriate amount of
linguistic information presented in an easy-to-read
format.

The transcription system should be compatible with
other well-established computerized corpora so that
researchers can make full use of the functions of
these programs and solicit technical support from the
developers of these programs when necessary.

(b)

(c) The transcription system should facilitate
cross-linguistic and cross-modal comparative
studies.

For the ease of data viewing, all lexical signs are glossed
with English word(s) which bear the closest possible
meanings, e.g. BOOK, FATHER, DANGEROUS (see
Figure 1). If more than one English word is needed to
stand for the meaning of a sign, an underscore is used to
connect these English words, as in NAME_SIGN and
BIRTHDAY_CAKE. ' If there are several synonyms in

" In the sign language literature, English words that are used to
gloss the meaning of a sign are usually connected by hyphens.
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English that can match the meaning of a sign, only one is
chosen to ensure the consistency and accuracy of data
coding. Supplementary codings are adapted from the
CHAT specification to mark grammatical properties
specific to sign languages. For example, the gloss of a
spatial verb is followed by a hyphen and a small letter that
indicates the locative affixes, as in PUT-a, PUT-b and
PUT-c. Note that at this initial stage of transcription the
letters ‘a’, ‘b’ and ‘c’ are abstract in nature — they do not
represent specific locations in the signing space. Rather,
they simply show that locative marking is present with the
glossed sign (see Figure 2 and 3).

a1

>
<

Figure 1: lexical sign for BOOK in HKSL

% ‘

Figure 2: citation form of PUT in HKSL?
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Figure 3: Spatial verb PUT with loci marked as a, b and c;
glossed as PUT-a, PUT-b and PUT-c

«

In our acquisition corpus, lexical signs, gestures and
simple classifier predicates are glossed on a single
glossing tier (i.e. gloss 1), with the exceptions of
simultaneous  constructions involving independent
morphological units produced separately by two manual
articulators. In the latter case, the signs produced by the
two hands would be glossed on the ‘gloss 1’ tier and
‘gloss 2’ tier (‘g1 and ‘g2’ in short form) respectively. *

However, this convention is in conflict with the existing
annotation convention of CHILDES. We therefore replaced
underscores with hyphens.

% Photos in Figure 1 and 2 are taken from Tang (2006).

® Details of the glossing system for signs in general and
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3. Transcription procedures

3.1 Initial Transcription in the ELAN program

Viewing of sign language transcription is relatively more
convenient in the ELAN program than in the CLAN
program because in the former multiple-tier annotations
with time alignment are possible and the annotations are
synchronized with the video images. It is therefore
decided that the transcription of the HKSL acquisition
data be done with the ELAN program first. The
transcription is done by deaf researchers who are native
signers of HKSL. Delimiters are also added by the deaf
researchers at the last annotation of each
sentence/utterance.

3.2 A table of glosses for consistency check and
tagging

To check the consistency of the glosses, an add-on
program is developed by our research team to examine the
transcriptions on the ‘gloss 1’ and ‘gloss 2’ tier. Error
messages are generated if the program notices any
formatting typos in the annotations, such as a gloss with
an open square bracket ‘[’ but not a close square bracket
‘1’. When all errors spotted by the program are corrected,
a table containing all the glosses in the data will be
generated for the purpose of consistency check,
substitution and tagging. (See Figure 4)* The table
consists of four columns: Glosses, Grammatical Category,
Substitution and Files. Information of the first and the
fourth column is generated by the add-on program. For
the column of Glosses, the same English glossing items
found in a selected set of files will only appear once. For
instance, as shown in Figure 4, the sign IX_1 appears in
the ELAN file ‘CC02017.eaf” and ‘CC030713.caf’
respectively. The entry IX_1 appears once only in the
table, with the names of the files containing the sign listed
in the fourth column. The researchers would need to go
through this table with naked eyes to check the
consistency of the English glosses. For example, it has
been decided that in our transcription system the
V-handshape sign should be glossed as SEE but
sometimes it may be mistakenly glossed as LOOK_AT.
This type of inconsistency is unavoidable because the data
transcription has been done by more than one deaf
researcher.” When this happens, the researchers can type
in SEE in the Substitution column for the gloss entry

simultaneous constructions involving two manual articulators
will be given in another oral presentation from our colleagues.

* Since the add-on program is developed in an early stage of the
establishment of the corpus, the program can only generate the
glosses for the transcription using the internal transcription
coding.

* When two or more English words match the meaning of a sign,
the one with a more general meaning will be chosen, for
example, we have chosen ‘MALE’ instead of ‘MAN’ or ‘BOY".
When two or more signs with the same meaning can only be
translated with one English word, we use 1, 2, etc. to denote
different signs, such as LIGHT 1 for brightness and LIGHT 2
for weight.
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LOOK_AT. By the same token, if typos are found in the
glosses, e.g. BOOK is spelt as BOO by mistake, the
researcher can enter the correct form in the Substitution
column. The table with filled information on the
substitution column will then be processed by the add-on
program again and the substitutions will be performed
automatically by the program in the selected ELAN files.

As for the column of Grammatical Category, the
researchers will need to input the grammatical categories
of all the gloss entries in the table manually. For example,
PUT is a spatial verb and it is tagged as ‘v:sp’, whereas
IX_1is tagged as ‘n:pro’ to show that it is a pronoun.® The
completed table will become part of the source code for
tagging in the future. The following figure shows the
outlook of the table:

Glosses Grammatical | Substitution | ELAN files
category
LOOK AT [v:agr SEE CC040621.eaf
BOO n BOOK CC030713.caf
PUT visp <sub> CC030523.eaf | CC040621.eaf
IX 1 n:pro <sub> CC020617.eaf | CC030713.eaf

Figure 4: Table generated by the add-on program for
consistency check and tagging

4. Utterance and morphosyntactic tier —
from ELAN to CLAN

4.1 Generation of utterance tier and morpho-
syntactic tier

When the consistency of the glosses is checked, the two
tiers for glosses in the ELAN format and the glossing
table will be processed by the add-on program to generate
an utterance tier and a morphosyntactic tier for each
signing  participant. The add-on program will
automatically combine the glosses on the two glossing
tiers to form an utterance tier. Sentence/utterance
boundaries are detected on the basis of the delimiters
added earlier on the two glossing tiers. The majoring of
codings and symbols on the utterance tier are generated
automatically by the add-on program, but a few more
require manual input. The utterance tier becomes the main
line of the transcription (*BRE in Fig 5). At the same time,
the information on the grammatical categories listed in the
glossing table will be wused to generate the
morphosyntactic tier, in which each single gloss will be
mapped with its corresponding tag. When the utterance
and morphosyntactic tier are completed, the Elan files
including all of the transcription tiers will then be
exported to a CLAN readable format. The following
figure shows the transcription of a sentence by a deaf

8 Pronouns in Hong Kong Sign Language are indexical signs
represented by ‘IX’ in the corpus. ‘1°, <2°, ‘3’ represent 1st, 2nd
and 3rd person respectively.

7 Some of our earlier files were transcribed with a glossing
system incompatible with the CHAT specifications. Another
function in the add-on program was designed to convert these
glosses into forms compatible with the CHAT format.
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adult in the ELAN program:

*BRE |[X_1ELDER SISTERIX 3ELDER SISTER SAME 2
\

|
|
%mor@BRE |1prolX_1 NELDER_SISTER nprolX_3 nELDER_SISTER ad|SAME 2.
|
|

%xg1@BRE }"{ 1|>

|
i |[ELDER_SISTER |
%xg2@BRE | |

|SAME 2
[

|
|
|ELDER_SISTER|
\ |

Figure 5: A sample of the transcription in the ELAN
program

LD

(meaning: “You address both me and her as ‘elder-sister’.”)

4.2 Coding for CHAT format

As the glosses correspond to individual signs only, certain
utterance-level information, e.g. whether an utterance
involves repetition or imitation, cannot be coded clearly
on the two glossing tiers. In the process of generating the
utterance tier, the add-on program can recognize certain
set patterns of annotations, such as repetition of a
sequence of signs. For example, if the signer produces the
sign sequence ‘A B, A B’, additional symbols ‘< > [/]’
matching the CHAT specification are added automatically
by the add-on program to result in ‘<A B> [/] A B’ on the
utterance tier. Another auto-formatting generated by the
add-on program is the switch ‘[+ imit]’, which marks
imitation of a whole utterance on the utterance tier of the
deaf child. For example, the deaf adult produces a
sequence of signs and the deaf child produces the same
sequence of signs by imitation. Each of the imitated sign
on the glossing tier of the deaf child is followed by ["]’.
The add-on program, when generating the deaf child’s
utterance tier, will recognize these symbols and
automatically add ‘[+ imit]’ to the end of the imitated
utterance. In the CLAN program, researchers can decide
whether these utterances should be included in their
analysis or not.

However, a number of additional codings for different
types of simultaneous constructions need to be added
manually by the researchers. For example, in certain
simultaneous constructions, the two manual articulators
produce signs that do not combine syntactically to form a
phrasal category (e.g. the co-articulation of IX_2 and LIE
as in Figure 6). On the utterance tier additional symbols
‘<A~B> [% sim]’ are added to indicate that the sequence
of signs enclosed by the angle brackets does not reflect the
actual order of appearance, i.e. the two signs are produced
simultaneously rather than sequentially.

*BRE @{ 2-LIE=[% 5|®1>< ob~GIVE-25&0b| 1X_ob| [= sweets] SYWEETS NOT
\

%mor@BRE In prol_2 viplLIE v.agrGIVE-2S&0b] xobjlX_ob n|SWEETS negNOT

[SWEETS

|
|
|
%xg1@BRE | X2 }
|LIE

[1¢_ob~GIVE-2580bj |
\

Figure 6: Representation of simultaneous signing in
ELAN interface

(meaning: “You lie then I won’t give you any sweets.”)

[NOT
[

%xg2@BRE

|
|1X_obj [= sweets) |=
| |
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In some cases, a sign is first held in the signing space for a
prosodic function and is then re-activated again to form a
larger morphosyntactic complex with the co-occurring
signs. In Figure 7 below, the TWO_LIST is first held by
the weak hand and is reactivated again later and combines
with IX_TWO to form a noun phrase. Two sets of symbols,
namely, ‘& {lI=SIGN’ and ‘&}|=SIGN’, are added on the
utterance tier to indicate the duration for which the sign
TWO_LIST is held in the signing space.®

= TWO_LISTHX ONEE{I=TWO LISTNOT TWO_LIST+X TWO NOT TWO LIST+X ONE
CHI
[

numl+num|[TWO_LIST+num|iX_ONE negMOT num|+num|TWo_LIST+num|X_TYo
%mor@cH 2L = = = =

g1 @CHI ITV\/D usT }> }TWO LisT }>

%xg2@CHI |XONE |NDT } }\x TWO | }NOT }

(cont'd) *CHI TWO_LISTHX_TWOE}=TWO_LIST)RED [*]

TWO_LIST |> TWO_LIST |RED 7]
I I
IX_ONE |

%xg1@CHI

|
%mor@CHI negMOT num|+num| TYWO_LIST+num|iX_ONE num|+num| TWO_LIST+num|iX_TWO adj|RED}
|
\

%xg2@CHI X_TWQ

Figure 7: Representation of simultaneous reactivation in
sign holding in ELAN interface — CC 3;5;23°

(meaning: “There are two: this one is not, that one is not; this and that are
red.”)

4.3 Exporting the data from ELAN to CLAN

After the utterance tier is generated and the additional
codings are included manually, the transcribed ELAN
data will be exported to a CLAN readable format by using
the function ‘ELAN2CHAT’ in the CLAN program.
Using the ‘CHAT2ELAN’ function, data from CLAN
files can also be transferred back to the ELAN program.
Any changes in the ELAN/CLAN file can be converted
back to the CLAN/ELAN interface using these two
functions. The following table shows the outlook of the
exported files in the CLAN format.

"BRE [X_1ELDER_SISTER [X_3ELDER_SISTER SAME -
%mor. nprolx_1 n[ELDER_SISTER n:pro|x_3 nELDER_SISTER ad|SAME .
Yoxall: BT

-

[X_3
SAME .+

%xgl2: ELDER_SISTER »
ELDER_SISTER

Figure 8: Representation of the tiers corresponding to one
signer in the HKSL acquisition corpus in CLAN interface

5> 9y

(meaning: “You address both me and her as ‘elder-sister’.”)

§ Note that in our corpus, classifier predicates are glossed
according to the adjective/verb root of the predicates and the
handshape morphemes only. Other morphemic units, such as
locatives, are not yet included in the glosses at this stage. Below
is the transcription of an example that involves a two-handed
classifier predicate meaning “a cup on the table”:

utt: put+CL_hand:cup+be located+CL_sass:table [= a cup on

the table]

gl: put+CL_hand:cup [= a cup on the table]

g2: be_located+CL_sass:table
° CC is short for the name of a longitudinal subject in the Hong
Kong Child Language Corpus. This data is taken from the
corpus in which ‘CHI’ stands for the subject ‘child’ in the data.
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Note that in Figure 8 the bullet at the end of each line
corresponds to the video clip linked to the utterance or the
sign on the same line. The video clip will be played in the
CLAN video-player when the button is clicked. .

One major advantage of our transcription system and
add-on program is that the functions/features of both
ELAN and CLAN are made accessible to the researchers.
As ELAN allows multiple-tier entries and
synchronization of video data with glosses, it is an ideal
tool for transcribing and viewing sign language data. The
CLAN program, on the other hand, has a wide range of
functions, like auto-tagging and ‘kwal’ function for
searching data, which can facilitate the linguistic analysis
of sign language data. Exporting the sign language data to
a readable format in CLAN also allows researchers to
compare the acquisition data between spoken language
and sign language.

5. Problems encountered in the course of
setting up the corpus

We encountered a number of problems in the course of
establishing the current acquisition corpus. Generating
morphosyntactic tiers with the add-on program requires
the tagging table as mentioned in Section 3.2. The
grammatical categories are input manually for the whole
batch of data and the process is repeated when a new
batch of data is transcribed. To facilitate the tagging
process, the research team is now switching to CLAN
using the auto-tagging function and the establishment of
the HKSL lexicon is now in progress.

On the other hand, the add-on program can only generate
the tagging table for the transcription data following the
internal transcription system which is used in an earlier
stage. Despite of the transferring function of the add-on
program, the research team is now switching to the CHAT
transcription system on ‘gloss 1’ and ‘gloss 2’ tiers.
Further development of the add-on program is required in
order to support the existing ‘substitution’ function.

6. Conclusion

At present, the transcriptions in the Hong Kong Sign
Language Child Language Corpus consist of glosses for
the manual articulators and the data are convertible
between CLAN and ELAN. The development of such a
transcription system and the add-on program makes the
functions/features of both ELAN and CLAN accessible to
the researchers. On the other hand, as the data are readable
in the CLAN format, researchers can make use of the
functions and other child language data in the CHILDES
to conduct cross-linguistic and cross-modal comparisons.
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Abstract

Sign languages are characterized with a wide range of constructions which encode information of various linguistic levels
simultaneously in different autonomous channels. Specifically, the signs produced by the two manual articulators may exhibit a
varying degree of relatedness or integration with respect to their semantic, morphological, or syntactic characteristics. In a two-handed
lexical sign, the two hands form a single morphemic unit which cannot be further decomposed morphologically. In a typical
two-handed classifier construction that is made up of two independent classifiers, the handshape, movement, and location of each of
the two hands bear a morphemic status and these morphemes are put together to form a larger morphosyntactic complex. In a signing
discourse, it is not uncommon to see the whole or part of a completed sign to be held in space in one hand, while another sign is
produced by the other hand. In some cases, the held sign may bear no morphosyntactic relation with the co-occurring sign and its
presence only serves a discourse or prosodic function. In some other cases, however, the held sign may combine with the co-occurring
sign to constitute a larger morphosyntactic unit. This paper discusses how we devise a consistent transcription system to capture and
differentiate these different types of simultaneity for our Hong Kong Sign Language Child Language Corpus in a way that would
facilitate not only the viewing of the glosses, but also the analysis of morphosyntactic complexities of deaf children’s signing
production.

1. Introduction tier that contains information about the grammatical
It is a well-known fact that sign languages are categories of the signs. The tiers for glosses and
characterized with a wide range of simultaneous morphosyntactic  information require manual input,
constructions that make use of the availability of two whereas the utterance tier is basically generated via an
manual articulators to form complex polymorphemic interface  program  that can systematically and
constructions. This paper discusses the transcription automatically combine information from the glossing and
system we develop for the Hong Kong Sign Language morphosyntactic tiers in a format transferable and
Child Language Corpus, with specific focus on how readable in CLAN, the data analyzing programme in
simultaneous constructions involving the two manual CHILDES.” The symbols and features we use in the
articulators are glossed. Our discussion will proceed as transcription system are compatible with CHILDES in
follows. In Section 2 we will briefly introduce the basic order to facilitate cross-platform sharing of the data once
features of our acquisition corpus. Section 3 discusses the the corpus is completed. ***
types of simultaneous constructions we attempt to code ) ) ] )
and differentiate in our corpus. Section 4 presents our 3. Simultaneous COﬂStI’_UCtIOI’]S involving
transcription system. Section 5 is the concluding remarks. two manual articulators
In a signing discourse, signs produced by the two manual
2. Hong Kong Sign Language Child articulators may exhibit a varying degree of relatedness or
Language Corpus: A basic description integration with respect to their semantic, morphological,
We are currently developing a Hong Kong Sign Language or syntactic characteristics. In a two-handed lexical sign,
(hereafter HKSL) acquisition corpus in which the data are the two hands form a single morphemic unit which cannot
transcribed with ELAN (EUDICO Linguistic Annotator), be further decomposed morphologically. In addition,
the multimedia annotation tool developed by the Max signers may produce a lexical sign and a gesture at the
Plank Institute of Psycholinguistics, Nijmegen, The same time. Signers may also simultaneously produce two
Netherlands. ' The corpus contains digitized video lexical signs which are usually presented sequentially. For

recordings and transcriptions of sign language production
by deaf children acquiring HKSL and the signing adults

2 The acronym CLAN stands for ‘Computerized Language

who interacted with them. At this initial stage of Analysis’. It is a program that is designed specifically by Leonid
development, the corpus includes two tiers of basic Spektor at Carnegie Mellon University to analyze data
glosses, an utterance tier which mainly serves to mark transcribed in CHAT, the format of the Child Language Data
sentence/utterance delimitations and a morphosyntactic Exchange System (CHILDES).

? For example, symbols that stand for repetition and substitution
in our data are adopted from the CHAT format of CHILDES.

! The first batch of our transcribed data will be released in * Details of the utterance tier will be given in another poster
CHILDES by the end of this year. presentation from our colleagues.
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instance, instead of signing 1X_3 MALE (‘that man’) (i.e.
a pointing determiner followed by a lexical noun), a
signer may produce these two one-handed signs at the
same time. These two lexical signs are free morphemes in
and of themselves, but are syntactically related as they
combine to form a noun phrase. In a typical two-handed
classifier construction, for example, put+CL_hand:cup+
CL_sass:table [= a cup on a table], the handshape,
movement, and location of each of the two hands bear a
morphemic status and these morphemes are put together
to form a larger morphosyntactic complex that represents
a single, static event. >*° In a signing discourse, it is also
not uncommon to see the whole or part of a completed
sign to be held in space in one hand, while another sign is
produced by the other hand. In some cases, the held sign
may bear no morphosyntactic relation with the
co-occurring sign and its presence only serves a discourse
or prosodic function. In some other cases, however, the
held sign may combine with the co-occurring sign to
constitute a larger morphosyntactic unit. What
complicates the picture further is that the held sign may
remain dormant for some time, but become active again
later in the discourse. These several types of simultaneity
with respect to the two manual articulators show a varying
degree of complexities at different linguistic levels, and
such information are of great value when researchers
probe into the sign language development of deaf children.
In constructing a sign language acquisition corpus, we
therefore deem it necessary to differentiate and code them
explicitly in our transcription system.

4. Representation of Simultaneity in the
Hong Kong Sign Language Child Language
Corpus

41 The two glossing tiers for the two manual
articulators

In the sign language literature, diverse labels have been
adopted to name the glossing tiers that transcribe the
linguistic information encoded by the two manual
articulators, e.g. left-hand vs right-hand (e.g. Nyst, 2007;
Anna-Lena Nilsson, 2007; Vermeerbergen and Demey,
2007), dominant-hand vs non-dominant hand (Leeson &
Saeed, 2007), or main gloss vs non-dominant hand gloss
(MacLaughlin, Neidle and Greenfield, 2000). In our
corpus, however, we have decided to use ‘gloss 1’ and
‘gloss 2’ instead of these commonly-used labels due to the
following reasons.

> In our corpus, classifier handshapes are divided into four types
in the HKSL acquisition data, including (i) CL_sem for semantic
classifier handshapes; (ii) CL_sass for size and shape classifiers;
(iii)) CL_hand for handling classifiers; and (iv) CL body for
both bodypart classifiers (i.e. handshape that stands for a body
part) and body classifiers (i.e. the signer’s body represents a
referent’s body).

6 At this initial stage of data transcription, only verb roots and
classifier handshapes of classifier predicates are coded explicitly.
We plan to include other morphemic units, such as location and
manner, in the future development of the corpus.
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The division of left-hand and right-hand may be a good
option for transcribing situations in which each of the two
manual articulators produces independent morphological
units, e.g. one-handed lexical sign or classifier predicate,
but it cannot effectively label two-handed lexical signs.
Researcher may need to set up a separate tier, e.g.
both-hand, for coding two-handed lexical signs, or state
the same gloss twice, one on the left-hand tier and the
other the right-hand tier. The first option creates an extra
tier in the transcription system, and this makes viewing of
glosses difficult and inconvenient because the glosses
would be scattered among three different tiers.
Representing the same gloss twice is equally problematic,
because this may mistakenly lead to an impression that
the deaf child is producing two morphologically
independent units and as such over-estimate a child’s
language development if quantitative analyses such as
frequency count or MLU are conducted. Most importantly,
except for a few signs (e.g. LEFT and RIGHT),
handedness of a sign is usually linguistically insignificant,
at least in HKSL. As our corpus aims at representing the
grammatical development of deaf children rather than the
phonetic interaction of the two manual articulators, we
leave the left-hand/right-hand dichotomy to later research.

The dominant/non-dominant hand distinction, on the
other hand, may be useful in representing the phonetic
relation between the dominant and weak hand in a
two-handed lexical sign, two-handed classifier
constructions consisting of a figure (i.e. dominant hand)
and a ground (i.e. non-dominant hand), or situations in
which a sign is produced by the active signing hand (i.e.
dominant) in the presence of the maintenance of a
previously completed sign in the non-active hand
(non-dominant). Yet this pair of labels cannot be used to
transcribe classifier constructions in which both hands
represent figures actively involved in the predicate, or in
cases where both hands are independent morphemes
which are of equal significance morphosyntactically, as in
the simultaneous production of two lexical signs, IX_3
and MALE (i.e. that man).

In view of the above problems, and in order to encompass
as many types of simultaneous phenomena as possible,
we have decided to dispense with these commonly used
labels and adopt ‘gloss 1’ and ‘gloss 2’ instead, which are
theoretically more neutral.

4.2. Use of the ‘gloss 1’ tier in the transcription system
In our HKSL acquisition corpus, two separate tiers —
‘gloss 17 and ‘gloss 2’ (‘gl’ and ‘g2’ in short form) — are
set up for each signing participant to gloss the meaning of
individual signs. A lexical sign, if produced
independently without any co-occurring constituent, will
be coded on the ‘gloss 1’ tier. It is glossed with the English
words bearing the closest possible meaning.” Classifier

7 Note that additional symbols are adapted from the CHAT
specification of CHILDES for coding grammatical properties
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predicates signifying the motion or locative property of a
single referent are also coded on the ‘gloss 1” tier.® Apart
from the meaning of entire predicate, the verb root and the
classifier handshape are only marked explicitly. For
example, a classifier predicate which means “a person
walks forward” is glossed as walk+CL_sem [= a person
walks forward]. Gestures, if produced manually, are
coded on the ‘gloss 1’ tier, too. For instance, a
hand-waving gesture signers commonly use to call other
people’s attention is glossed as gesture [= get someone’s
attention].” Note that glosses for gestures are in small
letter to distinguish them from lexical signs. The meaning
of the gestures and the classifier predicates are enclosed in
square brackets containing an equality symbol ‘[= ]’
Whether these lexical signs, classifier predicates and
gestures are one-handed or two handed, left-handed or
right-handed, is not a matter of concern in the
transcription.

4.3 Use of the “gloss 2’ tier in the transcription system
The ‘gloss 2’ tier is only invoked when the two manual
articulators produce signs which are morphologically
independent from each other. As discussed in Section 3,
there are several types of simultaneous constructions
which are differentiated and coded in our transcription
system. They will be discussed one by one in the
following sub-sections.

4.3.1 Simultaneous production of a lexical sign plus a
gesture

The first type of simultaneous construction that invokes
the use of the ‘gloss 2’ tier involves the production of a
gesture plus a lexical sign, as in the following example:

Example (1): “It is ashamed for you to become angry.”

specific to sign languages. Examples include agreement
markings (e.g. GIVE-1S&Sub stands for the sign GIVE inflected
for 1st person singular agreement) and spatial markings on verbs
(e.g. PUT-a, PUT-b, PUT-c stands for three instances of the
spatial verb PUT at location ‘a’, ‘b’ and ‘c’) and mouthing for
spoken words.

¥ Occasionally a classifier predicate denoting a single referent
may involve two hands. For instance, in
swim+CL_body:jelly_fish [= a jelly fish swims by moving its
tentacles], the classifier for the jellyfish consists of a spread-5
handshape with flexed fingers representing the top, and another
spread-5 handshape with laxly flexed fingers representing the
tentacles. In cases like this, the classifier predicate is still given a
single gloss on the ‘gloss 1’ tier.

? Gestures which are included in the transcription include those
related to discourse information only, such as head nod
indicating a reply. These gestures subjects to appear
independently on the ‘gesture’ tier at the next stage of
development.
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BRI =%_2~gesture = get someone's attention]= [% sim] AMGRY ASHAMED IX_2 |

%mur@BRE I neprofl_2~n:projgesture adjANGRY adi|ASHAMED nipro|_2 .

|ANGHY| ASHAMED | [ 2.

Figure 1: Example for simultaneous articulation of a
lexical sign plus a gesture

Note that the lexical sign and the gesture are not related
morphologically and syntactically. On the utterance tier,
they are separated by a tilde and are enclosed in angle
brackets followed by ‘[% sim]’. This notation indicates
that they are produced simultaneously but are
morphosyntactically independent of each other.

4.3.2 Simultaneous production of two lexical signs

The second possible type of simultaneous constructions
involves two independent lexical signs produced
simultaneously. The two lexical signs may or may not
combine and form a larger syntactic constituent.

Example (2): “After being bitten (by the dog), (the cat)
was frightened, in pain and (its body) bled.”

“CHI | BITE [ gesture = bite] =AFRAID~PAINFUMLEED 7.

%maor@CHI I\-’:angElITE ges|gesture adjlAFRAID adj|PAINFUL n|BLEED . I

%xg1@CHI }ﬁlﬂ_‘

Yoxg2@CHI gesture [= hite]

AFRAID |BLEED 1]

PAINFUL

Figure 2: Example for simultaneous articulation of two
lexical signs — CC 4;6;21 10

In example (2) above, the child produces two lexical signs
- AFRAID and PAINFUL - at the same time.'' Although
they are simultaneously produced, they represent two
coordinated adjectival predicates that do not combine to
form a larger syntactic constituent. On the utterance tier,
these two signs are separated by a tilde and are enclosed in
angle brackets followed by ‘[% sim]’. This notation
indicates that the two lexical signs are produced
simultaneously but are morphosyntactically independent
of each other.

Example (3): “You just begin (to learn how to ride a
bicycle). The bicycle will move along a zigzag path
when you ride it on your own.”

19 CC is the short form for the name of a longitudinal subject in
the corpus.

' Note that AFRAID is placed on the ‘gloss 1’ tier because its
onset time is earlier than that of PAINFUL. If two signs begin at
the same time, they will be placed on the ‘gloss 1’ and ‘gloss 2’
tier by random.
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I |BEGIN <IX_2~SELF> [% sim] move+CL_sem [= a bicycle moves along a zigzag path] I%_2 SELF . |

sumocgicen [LRIIBEGIN niproflX_2~nipro|SELF clj+vimove+cl|CL_sem n:pro|iX_2 nipro|SELF . |

%xgl@
Saxg2@KEN

EN |BEGIN| |IK_2 || move+CL_sem [= a bicycle moves along a zigzag path] | Ix_2 | ISELF . |
| |seLe _.-'1

Figure 3: Example for simultaneous articulation of two
lexical signs

In example (3) above, the indexical sign is a determiner. It
combines with the lexical noun SELF form a noun phrase.
On the utterance tier, the two signs are joined together by
a plus sign ‘+’ to indicate that they are produced
simultaneously and they combine to form a larger
syntactic constituent.

4.3.3 Classifier predicates involving classifiers for two
independent referents

The third situation invoking the ‘gloss 2’ tier is complex
classifier predicates involving two classifiers for
independent referents. The two classifiers may combine
together to form a single event, as in example (4), or they
represent separate but coordinated events, as in example

5):

Example (4): “Put the tea bag into the cup; pour water into
the cup and (the water) changes to brown.”

ITEA put+CL_hand:tea_bag+CL_hand:cup [= put a tea bag into the cup] &{I=CL_hand:cup pour+

|INITEA cll+v|put+etttt Aant+c[CL_Tramecl+vjpour+cl|CL_hand+cl|CL_hand nWATER

*BRE

Yemor@BRE |
%ng@BREITE ”put+CL hand:tea_bag = put a tea hag into the cu \puuhCL hand:pot [=pour some water
%xg2@BRE he_located+CL_hand:cup \CL hand:cup

(cont'd)
*BRE CL_hand:pot+CL_hand:cup [= pour some water into the cup] WATER become_fall+CL_sass:

%mor@BRE Cll+vbecome fall+cl|CL_sass+cl|CL_hand v.plICHANGE 1 ad]|BROWN

} }WATER } }become fall+CL_sasswater [= water in the cup hecomes full
}> \CL hand:cup

%xg1@BRE Inta the cup]

%xg2@BRE

(cont'd)

=BRE waler+CL_hand:cup [= water in the cup becomes full] CHANGE _1-a BROVN &jI=CL_hand:cup .

%mor@BRE

%xg1@BRE

=

|
[
|
1
}CHANGE 1-a | [BRowMN, I
|
|

%xg2@BRE

Figure 4: Example of two independent classifiers which
combine together to form a single event

Example (5): “Many birds flew together with the plane.”

*KEN \ fly+CL_sem:plane &{I=CL_sem'plane HAVE MANY BIRD <fly+CL_sem:plane~fly+

Lcl#vifly+cliCL_sem v plHAVE guant/MANY n|BIRD

%mor@KEN f
|fiy+CL_sem-plana [= a plane fly in the sky] B
%xg1@KEN |
HAVE MANY
%Xg2@KEN }—0—{

*KEN CL_sam-birds [= many bird fly together with the plana]> [% sim] &}I=CL_sem:plane_|
I

%mor@KEN  clluifty+cliCL_sem~cll+ifly+cliCL_sem

i
fy+CL_sem plane_ |

%xg1@KEN

%xg2@KEMN I BIRD fly+CL_sem hirds [= many birds fly togather with the plane]. )I

Figure 5: Example for two independent referents forming
a single event (from Tang et al. 2007)
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In example (4), two handle classifiers are produced to
stand for the tea-bag and the cup. They are listed as
put+CL_hand:tea_bag [=put a tea bag into the cup] and
be_located+CL-hand:cup on the ‘gloss 1’ and ‘gloss 2’
tier respectively. On the utterance tier, these two glosses
are linked up by ‘+’ to indicate that they combine to form
a complex classifier predicate.

In example (5), two classifier predicates -
fly+CL_sem:plane and fly+CL_sem:birds [=many birds
fly together with the plane] — are produced at the same
time to represent two co-temporal events. As these two
classifier predicates are structurally independent from
each other, the two glosses are linked by a tilde and are
enclosed in angle brackets followed by a comment ‘[%
sim]’. In other words, their representation is the same as
the simultaneous articulation of two independent lexical
signs. They may be perceived as conjoined constructions.

4.3.4 A phonetic suspension of a completed sign in the
presence of other morphosyntactically unrelated signs
The fourth type of simultaneity to be coded by the two
glossing tiers involves the suspension of the handshape of
a completed sign in one hand while the other hand
continues to sign. In the literature, the phonetic
maintenance of a completed sign is commonly marked by
an arrow sign “>’, but this symbol does not specify
whether the held sign is morphosyntactically related to the
co-occurring signs. As our transcription system aims at
capturing the morphosyntactic complexities of the sign
language production of deaf children, we restrict the use
of >’ to a suspension of a completed sign which does not
relate morphosyntactically to the co-occurring signs, as in
example (6) below:

Example (6): “There is (a person wearing) a headscarf.
There is a witch.”

<oy [HAVE ] ONE tie+CL hand [= & headscart] HAVE WITCH HAvE

“emor@CHI IV pIHAYE num|ONE cl|+vitie+cl|CL_hand v pl|HAYE niwWITCH v pl|HAVE

stxgl@cH [HAVE ]| |ONE | |CL_hand [= a headscar] | {HAVE |»

%xg2@CHI

Figure 6: Example of phonetic suspension of a completed
sign — CC 4;6;21

In the above example, HAVE is held by one hand while
the other hand signs WITCH, which is
morphosyntactically independent from HAVE. Note also
that in the transcription the beginning of the gloss entry
for >’ overlaps with the ending of HAVE. This kind of
simultaneity is not specifically highlighted on the
utterance tier.

4.3.5 A previously held sign being reactivated and
combining morphosyntactically with the co-occurring
sign

If a previously-held sign is reactivated again and
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combines with another co-occurring sign to form a larger
morphosyntactic unit, an entirely new gloss with semantic
and/or syntactic content will be provided. An example is
provided below to illustrate this situation:

Example (7): “The man (thief) is shot by the police and
the bullet streaks towards him.”

<[X_2-gesure |= gel someone’s atenbonpi% s SCGUN be _located+CL_sem.theel S1I=CL_sem.tresf gesture [=

“BRE

n projid_2 gesjqesture cij+ibe locatedschCL sem gesjgesture conjliF cljsvfire s gunsclCL sass+cl|CL sem

i&c—-_m 'rge:(.'e_' get somepne's -m1 |.r|

g2 @BRE Qt‘slurc‘[-g!!’.-or\c:nc'sal:c1 -'{gg__ tediCL_sem

%mor@BRE

gl @BRE |22 |

{cont'd)
*BRE Q61 S0Meons's attention|IF shoatsCL_533s QuUR+CL_semthis! |= shoot the Mief] snesk +CL_5a35 bullet+CL_sem

33+¢l|CL_sem cliaqtall+EiCL sem quel

g1 EBRE [Ehoat+CL_sassgun = shaot the thief] ™}, _~[Ehoat+CL_sassbullet = & bullet snoaks tawards the tief]
{ | (

14

=:uf.;2=§|EIHE_+|:L_se-n thist = oL semitniet
(eont'd)
"BRE et [ bullet sneaks towards the thief] &]1=CL_semtnief fal+CL_semthiet |= the thief fak: down| YES NO_YES ?
Fhmar@aRE
g1 @ERE I.« YES NO YES
HgREERE 'mu 38 = the thief 1a1s] >

Figure 7: Example of a previously suspended sign being
reactivated and combining morphosyntactically with the
co-occurring sign

In example (7) above, the semantic classifier that stands
for the thief (i.e. be_located+CL_sem:thief) is first held
phonetically in the signing space while the signer
continues to produce a gesture and the lexical sign IF.
This kind of suspension is indicated by ‘>’ in the
transcription. After that the same semantic classifier

becomes an argument of the predicate ‘shoot the thief” (i.e.

shoot+CL_sass:gun). As the semantic classifier is
morphosyntactically active, it is glossed again in the
transcription. The same classifier is also a component of
the predicate “a bullet streaks towards the thief””
(shoot+CL_sass:bullet) and is therefore glossed once
again. In order to show the articulatory continuity of
CL_sem:thief, the five consecutive glosses, namely,
be located+CL_sem:thief, >, CL_sem:thief, > and
CL_sem:thief, are connected to each other without any
separation. One advantage of this method of
representation is that we can capture the fact that a sign,
when being held in space, may perform different
morphosyntactic  functions in relation to other
co-occurring constituents. Note further that when a held
sign forms a morphosyntactic unit with a co-occurring
sign, the two gloss entries will be time aligned. One more
example is given below:

Example (8): “Put the tea bag into the cup; pour the water
and it changes to brown.”

26

*BRE‘TEADHHCL handtea bag+CL_hand:cup [= putatea bag inta the cup] &1=CL_hand:cup pour+t

IN[TEA clsviput+clCL_hand+elCL_hand cll+vipour+elCL_hand+cCL_hand npWATER

Yemor@BRE
%xq1@BRE }@T ut+CL_handiea bag [= putatea bag into the cu our+CL_hand:pot [=poursorme water
%xg2@BRE g_located+CL_hand:cup |=|.Q\_ hand:cup

(contd)
*BRE CL_hand:pot+CL_hand:cup [= paur some water into the cup] WATER hecome fall+CL_sass:

%mor@BRE cli+vjbecome fall+cl|CL_sass+cl|CL_hand vipl|[CHANGE 1 adj|BROVWN

WATER
|
\

%xg1@BRE Into the cu ecome_fall+CL_sasswater [= waterin the cup becarnes full

%xg2@BRE CL_hand:cup

cont'd)
¢ *BRE Water+CL_hand:cup [ water in the cup becomes full] CHANGE_1-a BROWN &J=CL_hand:cup

%mor@BRE

%xg1@ERE ICHANGE 1-a I }BRO\NN

%xg2@BRE

Figure 8: Example of a previously suspended sign being
reactivated and combining morphosyntactically with the
co-occurring sign

In the above example, the sign CL_hand:cup is glossed
again when it is morphosyntactically re-activated to be
part of the predicate of “pour some water into the cup”
and “water in the cup becomes full”. The six glosses on
the ‘gloss 2’ tier are connected to each other in order to
show the articulatory continuity of CL_hand:cup.

In our transcription, if a certain sign is held in space and is
reactivated some time later, two sets of symbols —
‘& {l=sign’ and ‘& }I=sign’ are used to delimit the scope of
its phonetic persistence. In example (7), the semantic
classifier for the thief (i.e. CL_sem:thief) is held in space
for a string of predicates. On the utterance tier, the first
appearance of be_located+CL_sem:thief is followed by
&{1=CL_sem:thief, indicating that the classifier
handshape is held in space. The holding of the semantic
classifier ends before fall+CL_sem:thief, which is
preceded by &}1=CL_sem:thief on the utterance tier.

5. Conclusion

Our transcription system can clearly capture and
distinguish between different types of simultaneous
constructions produced by the two manual articulators.
Two glossing tiers are used whenever the signs produced
by the two manual articulators form separate
morpheme(s). If two co-occurring signs are syntactically
related, that is, they combine to form a larger syntactic
constituent, the two signs are linked up by a ‘+’ sign on
the utterance tier. If the two signs only co-exist temporally
without any morphosyntactic relation, they are enclosed
in angle brackets on the utterance tier.

Note further that in our proposed glossing system, >’ is
restricted to suspension of a sign which does not interact
morphosyntactically with other co-occurring signs. A new
gloss is provided if a previously-held sign is reactivated in
combination with other co-occurring signs to form a
larger morphosyntactic unit. Such a coding system can
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draw a distinction between spatially held signs with active
morphosyntactic content and those whose maintenance in
space only serve a discourse or prosodic function. This
system can also capture the fact that a sign, when held in
space, may perform different morphosyntactic or
discourse roles depending on the type of co-occurring
signs the held sign enter into a relationship with.

One major disadvantage of our proposed transcription
system is that a sign which is held in space may be split up
into several glosses. Although the articulatory continuity
is still indicated by the timing connection of the gloss
entries, researchers who are interested in how signs are
held in discourse cannot rely on the search function of
ELAN to extract the quantitative information on this
phenomenon, e.g. how long is a sign held in space, how
often are signs are held in space, etc. This has to be done
manually.

Another inadequacy of our current transcription system is
that not all simultaneously presented morphemic units are
coded explicitly at this stage of development. For
example, the locative or manner morphemes are left
unspecified. Hopefully these types of missing information
will be coded as we continue to develop our corpus in the
future.
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Abstract

Our study tackles Non Manual Gestures (NMGs) artimotavithin the context of Sign Language (SL) reshaand more particularly
within the context of automatic generation of Fiei@ign Language (LSF). Present descriptions nestdritiation for the animation
software. Thus, we propose a new annotation metbhggowhich allows us precise description of NMGsdawhich takes into

account the dynamic aspect of LSF. On the videpumrwe position points on elements to be annagtadeobtain their coordinates.
These coordinates are used to obtain precise @osifiall NMGs frame by frame. These data are ueezl/aluate the annotation by
means of a synthetic face, for numerical analysysusing curve), and, finally, to obtain numerideafinition of each symbol of our
annotation system based on arrows

1 Introduction

This paper deals with non manual gestures (NMGs
annotation involved in Sign Language (SL) withireth
context of automatic generation of SL. Many rese@sdn

SL emphasize the importance of NMGs at differen : .
language levels (lexical, syntactical, pragmaticand (Sutton, Gleaves, 1995), describe the NMG postuth w

recognize that NMGs are essential for the messa ore or less,, iconical graphical forms (Figure 1:
comprehension. However, the NMGs structure knowdedg eyebrows high trar?sc.rlbe.s by dlffer_ent systems). )

is limited. Our purpose is to refine the knowledge This type of description is not suitable for autdima
NMGs structure and their roles. To acquire thisgeneration systems because they do not containrahe
knowledge, it is necessary to have precise Nqudwatlon. Moreover these descrlpt|on§ relate tgiven
descriptions. These descriptions are obtained fthen instant and do not allow us to describe the movémen
observation and annotation of a video corpus. Deipgn  intensity and dynamics. For example, for a desioript
on the degree of precision we need, the first ssep ~ such as “Eyebrows high”, we would like to know the
conceptualize an annotation methodology. We suggest movement intensity and the raising duration. Thbese
this paper a methodology, which allows us a nuraéric Systems are not accurate enough to study the iamuet
annotation of NMGs for a precise description of N§G ©f these elements in the meaning transmission.
structure. This study is based on French Sign Laggu In this article, we suggest a new methodology &gito
(FSL) but can be used for another SL. the eyebrow and eye movements. This allows usuiyst

The next section presents the context of this stddy the NMG movements with the aim to provide precise
available descriptions and transcriptions of NM@d the ~ descriptions of these movements. Describing NMGs
presentation of our purposes. In the third sectioe, Precisely imply a rigorous annotation of the diéer

suggest a new annotation methodology, which allass NGM movements that can be observed on a video sorpu
to study the NMG movement dynamics. The methodology must provide the means to desalibe

the phenomena and the study of the NGM movement
dynamics. The methodology has also to provide mébr
definition of NMG structure.

2 Problematic

)\t present, descriptions of NMGs are symbolical.
Transcription systems like HamNoSys (Prillwitz and
IZienert, 1989), D'Sign (Jouison, 1995) or SignWigfi

DSign: M<

T.
HamboGys: 7~

Sigrivwitng: @

Wocale language: Eyebrows high

Figure 1: Many transcriptions of “eyebrows hig
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3 Methodology

This part presents an application of our methodplog
eyebrows and eyes movements. For annotation, we use
LS-Colin corpus (Braffort et al, 2001; Segouat, férd,
Martin, 2006). The video quality and the close-hptsare
particularly precious for our study. Moreover, weed
Anvil software because this software offers thesfmkty

to annotate with personal icons and colors, whilofi
great help for a visual perception of phenomena.

Moreover, Anvil allows us to directly annotate dmet
video frames by means of points. Their coordinatms | c
then be exported for further treatments. Figure 2: Frontal muscle frontal and the associated
The first section (3.1) presents how the video was e€yebrows AUs: outer extremity rise (AU1) and inner
annotated based on the FACS system (Facial Actiorextremity (AU2). Pictures extracted from the Artvaty
Coding System). In a second section (3.2), we @xpfa  website (Contreras Flores, 2005) and the FACS méanua
detail the annotation data processing. Then, tsetlaee  The corrugator supercilli muscle, the orbiculadsuli
sections (3.3, 3.4, and 3.5) present three data the# muscle and the procerus muscle allow lateral moweme
permit to analyze and evaluate the annotation. of the eyebrows, which is inducing a variation bt
distance between the eyebrows (Figure 3).

Figure 3: Thecorrugator supercillii muscle (picture A), the anbiaris oculi muscle (picture B) and tproceris
muscle (picture C), responsibles of the AU4. Pesuextract of Artnatomy (Contreras Flores, 200%) BACS
manual.

3.1 Annotation on the videos o The figure 4 shows three Aus combination: AUs lhwt
For the eyebrows movement description we use theS-A (inner rise and eyebrow lowering), AUs 1 with 2ngn

system, which has been designed for the descrigifon and outer rises), and AUs 1, 2 and 4 (inner andraiges
emotion mimics. FACS is a description system ofdiac and eyebrow lowering).

expression, which is based on facial muscles (Ekamah
Friesen, 1978). Actually, Ekman and Friesen useethe
muscles as a base for the definition of all faceentents.
FACS measurement units athe Action Units (AUS),
which represent the muscular activity that produces
momentary changes in facial appearance.

For the eyebrows, Ekman and Friesen distinguish fou
muscles allowing three actions: rise of eyebrowemn

(AU1), rise of eyebrow outer (AU2) and eyebrow - = T

lowering (AU4). s L R C i

The frontal muscle (Figure 2) is responsible of fise of Figure 4 : Three AUs combinations. Picture A: AU1 +

the eyebrow inner and outer extremities. AU4 ; Picture B: AUL1 + AU2 ; Picture C: AUL1 + AU2 +
AU4

1
2

www.artnatomia.net
http://www.face-and-
emotion.com/dataface/facs/manual/TitlePage.html
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Theses pictures show that the size of the eyebraw c 3.2  Calculation on the 18 point coordinates

change according to the AUs and their comblnatlonsr:or the data processing, we used Séllabftware, free
Moreover, the m|_ddIe of the eyebrpw r_|ses W'th gger software for scientific calculation, which allows,wvithin
amplitude than its outer extremity, implying a more . “gerint the automation of calculations. The ingsit
|mporta.nt perception of movementm _th's area. ~ coordinates of each point. These data are used for
FACS is a formal coding system is useful for facialcalculations to compute the position of each point
expression description. However, it does not allew independently of the head movement, frame by frame:

description of dynamics (temporal gnalysis...). Then 1. First, we calculate the average coordinates of the
only use FACS as a base, from which we have el&bora extremity and middle of each eyebrow for each

our own methodology. frame (2-3, 7-8, 11-12, 16-18 for the extremities,
For the eyebrows, FACS distinguishes two pointsi€in and 4-5-6, 13-14-15 for the middles).

and outer extremities), which can move on horizioatel 2. The news coordinates are used to calculate the
lateral axes. We retain these points for the video distance (D) between these 3 points of each
annotation. But because of its greater movement eyebrow to the extremity points of the eyes (for
amplitude, we also consider the middle of the eyabr example, the distance between the point 1(x1,y1)
and annotate it. and the average point 2-3 (x2,y2)):
Moreover, to limit the annotation imprecision invetl by D =V((x1 - x2)2 + (y1 — y2)?).

the eyebrow thickness we double the extremity goint 3. We calculate the variation (V) of the position at
(inner and outer) for each eyebrow and triple thiddie the frame (n) by means of the Distance (D):
point, the most difficult to accurately position. V(n) = D(n) — D(n-1). This variation can be
Finally, to determinate the eyebrows movements positive (for a rise) or negative (for a lowering).
independently of the head movement, we consider 4. Then, the variation (V) allows us to calculate the
reference positions: the two extremities of eaah ey position (P) of each element, independently of
Thus, we position 18 points on each frame of thiewei the head movements, for each frame of the video:
(25 frames by second). The figures 5 and 6 show the P(n) = V(n) + P(n-1).

location of each point.

After having annotated the whole video, we exploet 2d
coordinates x and y of each point. Calculationghmses
coordinates give us precise data of the eyebrows
movements.

These final data are used for the annotation etialuand
analysis.

Figure 5: Site of 18 points

3.3 Intermediate evaluation

These numerical data allow us to automatically cgee
the eyebrows animation on, a synthetic face. For the
generation, we used the Xfaceoftware (Balci, 2006).
Xface is a 3D talking head and was built for vocal

Figure 6: Corpus video extract with points. production; not for SL production.

This automatic generation allows us to have a first
qualitative evaluation of our annotation. We campare
the video and the Xface production simultaneouslg a
evaluate if all phenomena are presents. Thus, we ca
adjust the annotation (for example put one moratpdi
necessary.

8 http://www.scilab.org/

http://xface.itc.it/
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In figures 7 and 8, the left picture is extractednf our  This curve shows three rise amplitudes for the ey&b
corpus (LS-Colin corpus, Braffort et al, 2001; Seafp inner point; one small rise (1 unit for this pergoane
Braffort, Martin, 2006), and the right one from sm medium rise (2 units) and one high rise (3 unii¥)ese
Xface productions generated from our annotation. rises can be defined related to the small rise:ediom

rise is two times higher than a small. A high iise¢hree

times higher than a small rise. The precise nurakric
value of the rises amplitude can vary but the nundie
rise classes and their proportions are always Hmes

] Then, a very high rise (7 units on the curve) ispdd in

Figure 7: Standard position several steps: several rises of different degrees
successively.

As show this example, the curves allow us to arathe
structure of the NMGs movements.

Figure 8: highef eyelid and distance between eyebro 3.5 Forma!lzatlon evaluation o
lowered These numerical data also allow us a validation and

. , . numerical instantiation of the formal descripticasbd on
Moreover, playing the Xface production and the vidg¢ 5 ows that we had presented in a previous paper
the same time allows us to evaluate the synthatie.tWe (chetelat-Pelé, Braffort, Véronis, 2007). This systis
have yet identified the limits of the Xface facedeband  pased on four properties:
we can propose ameliorations for the syntheticfacsed
for automatic generation of LSF. For example, wsenbe le: "evelid | ing" instead of "I o]
that Xface do not have wrinkle and does not providé:or example. “€eyell OW.ET“”_Q Instead o OWe'y'é.
enough amplitude for the movements of eyebrow and Movement decomposition: For example, the diagonal
eyelid. These limits induce perception problems deaf movemen: 01; shc:_uldlers IS de?cnbed twllth horizontal
users because it is very difficult to determinate pf ~Movementand vertical movement separately,
eyebrow position. Thus, we can establish a list of  El€ment decomposition: For example, we separate

; - higher eyelid and lower eyelid,;
Eg?fssary elements for synthetic face to produsiste The use of a set of symbols rather than wordgufei

10). One symbol can describe many phenomena (for

This first use of the data allows us qualitativeleation example with use of colors for the movement intsnsi
of the methodology. Data are then used for NMGSﬁgure 11).

analysis.
[IN/N T ——
3.4 Structural analysis of NMGs

- Movement description (instead of posture desionipt

Numerical data allows us to analyze the movement Figure 10: Set of symbols used.
structure. For example, the curve presented fig@ire
informs us of the amplitude of the eyebrow innempo T 1

and allows us a classification of the rises.
Figure 11: Different degrees of intensity

Position of the right eyebrow inner

8
7
6 A JUE l]i A
5
4

Position

1 9 17 25 33 41 49 57 65 73 81 89 97 105 113 121 129 137 145

Frame

Figure9: Position of the right eyebrow int.
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—

=i

Figure 1 Annotation extrac

This description is simple and the use of the co#llows
us to identify quickly the present phenomena (FégLe).
Our methodology allows us to define numerical valtor
each symbol. Moreover, we can automatically prodbee
annotation by means of the numerical data and ataid
our system. The numerical data have confirmed ttrere

Language resources and Evaluation. Marrakech. (A
paraitre).

Victoria Flores V. (2005). Artnatomy/Artnatomia.lur

(www.artnatomia.net). Spain.

Ekman P., Friesen W. V. (1978). Facial Action Cgdin

are three degrees of eyebrow movement (Figure 9). System (FACS). Manuel Palo Alto: Consulting

Applied on the whole arrow system we can determinat
the pertinence of each symbol.

4  Conclusion

This study takes place within the context of autticna

Psychologists Press.

Jouison P. (1995). Ecrits sur la Langue des Signes

francaise. Garcia, B. (éd). Paris : L'Harmattarrifa

Kipp M. (2004). Gesture Generation by Imitation -

From Human Behavior to Computer Character

structure  knowledge to ameliorate the animationpyiwitz S., Zienert H. (1989). Hamburg Notation
capacities of automatic generation system. System for Sign Language: Development of a sign
We have presented, in this paper, a system allowing writing with computer application. Allemagne : S.
accurate numerical description of some NMGs. This Prillwitz & T. Vollhaber (Eds.): Current trends in

system is based on the annotation of each videoefra
Moreover, it allows us to obtain precise positiaristhe
eyebrows, independently of the head movements.

The annotation will be extended on other videoatidate
our first observations. Moreover, the synthetic efac
evaluation will be extended to identify the propestthat

the faces have to respect to produce precise and ] )
Sutton V., Gleaves R. (1995). SignWriter — The warl

understanding LSF.
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Abstract

This paper sketches recent developments in internet publishing and related copyright issues, and explores how these apply to
sign language corpora. As a case study, the Corpus NGT project is characterised, which publishes a systematic collection of
sign language video recordings and annotations online as open access data. It uses Creative Commons licenses to make

explicit the restricted copyright rules that apply to it.

1. Background

While native intuitions of Deaf informants have
played some role in the linguistic study of signed
languages, linguistic studies since Tervoort (1953)
and Stokoe (1960) have mostly used film and video
recordings. Descriptions and transcriptions of these
video recordings were made on paper until the
1980s; since then, the transcriptions were
increasingly made in office software like word
processors, spreadsheets and databases. It was not
until the 1990s that digital video became
commonplace, and only since around the year 2000
it has become easy to process and store large
amounts of video recordings in desktop computers.
Only since the venue of multimedia annotation
tools like SignStream, Transana and ELAN sign
language researchers can use a direct link between
their transcriptions and video recordings.

This paper will not go into the technical aspects
of these developments, but aims to describe the
ongoing shift in accessibility to sign language data
by researchers. Many sign language researchers
and research groups used to have shelves full of
video tapes, but were not able to use the data very
often after an initial transcription or analysis was
made, simply because of the extremely time-
consuming process of locating a specific point in
time on a video tape, let alone comparing different
signers on different tapes. With the use of modern
technology, a direct link can be established between
an instance of a transcription value and a time
segment in a particular video file, and data that are
already transcribed can easily be double-checked or
shown to colleagues. This is commonly seen as
leading to a potential increase in quality of one’s
own research.

We are currently at the brink of a next step in
our use of sign language data, as data can be
exchanged over internet and even published online.
In this way, it can become easier to also check data
used for linguistic publications by other
investigators; access to not only the linguistic
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analysis but also the data at the base of that analysis
could lead to a further increase in reliability of
linguistic research. This may appear to be obvious,
as linguistic analysis typically do include written
examples of the data under discussion for
languages like English or Spanish, or phonetically
transcribed examples of unwritten languages. The
situation is a bit different for signed languages,
where there is no conventional writing system that
in use throughout deaf communities, and moreover,
there is wvery little standardisation on the
transcription of sign language data, whether for
gloss annotations or for phonetic transcriptions.
This holds both for manual and non-manual
activity." Access to the original data therefore has a
relatively large value in evaluating linguistic
claims.

Aside from the technological difficulty in
creating digital video files, there are privacy issues
related to the publication of video material, as not
only what is said can be accessed, but also (and
more unequivocally so than with audio data of
speakers) what the identity of the speaker or signer
is. This paper describes the ongoing developments
in the publication of data on internet (section 2),
and then discusses the nature and role of privacy
protection of online publications of video
recordings (section 3). Section 4 characterises one
particular system of user licenses that is being
developed especially for online publications,
‘Creative Commons’. As a case study, section 5
discusses the construction and open access
publication of the Corpus NGT, a linguistic corpus
of video recordings of Sign Language of the

! SignWriting (http://www.signwriting.org) is used as a
writing system in parts of some deaf communities and
HamNoSys (http://iwww.sign-lang.uni-hamburg.de
/hamnosys) and FACS (http://face-and-
emotion.com/dataface/facs/new_version.jsp) are stable
phonetic annotation systems, but as yet, none of them is
actually used by a substantial part of the research
community.
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Netherlands, which makes use of Creative
Commons licenses to protect the data from
undesired types of use.

2. Internet publishing developments

The publication of speech resources for spoken
language research is quite common, and text data
have been an object of study since the earliest stage
of computer technology. There are now several
organisations that offer online speech resources and
associated tools for sale, including the Linguistic
Data Consortium (LDC)? and the Evaluations and
Language resources Distribution Agency (ELDA)®.
Increasingly, spoken language data are also
recorded and published on video, to be able to
study non-verbal behaviour of speakers in addition
to speech. The organisations above typically sell
copies of data sets to researchers, rather than
simply publishing them on a server for everyone to
access for free. The intent is not necessarily to
make profit from these sales; sometimes, the goal is
merely to cover the costs that are made in creating
hardcopies of data and manuals and sending them
to someone.

One of the current developments on internet
more generally is the increasing attention for ‘open
content’: data of all kinds, whether text, images or
video, are made publicly available, without
charging a fee. While there may be restrictions on
the type of use that is allowed, selling content and
strictly protecting it under copyright laws appears
not desirable necessary for some types of content.
For example, many (starting) artists benefit from
the wide distribution of their creative output
without wanting to sell specific instances of works
of art. For new art forms that crucially depend on
computer access, including some multimedia
productions, free internet access is a crucial
component of their work. In addition to audiovisual
and graphic arts, text distribution can also profit
from open access even though traditionally, essays
would be published in journals or books that could
only be obtained by purchasing them.

Traditional publications of reproducible work in
hardcopy, whether on paper, CD or DVD, or any
other medium, would typically be accompanied by
a message stating that “all rights are reserved”.
When computer technology made the copying of
for example music purchased on a CD easier, this
statement did not so much apply to the
unauthorised copying of parts of a text in another
text, but to creating actual copies of the material.
The venue of digital information distribution over
internet was accompanied by new means of
protection, referred to as ‘digital rights
management’ (DRM).

2 http//www.ldc.upenn.edu
® http://www.elda.org
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By contrast to these commercial publications,
there are now many publications on internet where
the explicit goal of the author is not to prohibit
copying and usage, but rather to encourage use by
others.  This  development is  sometimes
characterised as a change from ‘copyright’ to
‘copyleft’: rather than stating that “all rights are
prohibited”, people are encouraged to use materials
for their own benefit.

The same change in perspective can also be
witnessed in science. Rather than being protective
of one’s own data, it is becoming more and more
common to publish research data, hoping that
others will profit from it and do the same with their
own data. The European Research Council,
founded in 2006, explicitly encourages open access
to research data, noting that while hundreds of
repositories exist for the medical and natural
sciences, the humanities are in a different position:

“With few exceptions, the social sciences &

humanities (SSH) do not yet have the

benefit of public central repositories for
their recent journal publications. The
importance of open access to primary data,

old manuscripts, collections and archives is

even more acute for SSH. In the social

sciences many primary or secondary data,
such as social survey data and statistical
data, exist in the public domain, but usually

at national level. In the case of the

humanities, open access to primary sources

(such as archives, manuscripts and

collections) is often hindered by private (or

even public or nation-state) ownership
which permits access either on a highly

selective basis or not at all.” (ERC, 2006)

‘Open access’ does not necessarily imply that no
restrictions apply, nor that anyone can view
materials without registration or subscription; thus,
in the area of science, archive access may well be
restricted to people who register as researchers or
who work at research institutes. The Creative
Commons licenses discussed in section 4 constitute
one way of restricting the use of materials, but
imply no assumption on whether one needs to
register to use the materials.

3. Ethical concerns in the publication of
sign language data

As was already indicated above, the publication of
sign language data on video implies inevitably that
the message content can connected to the identity
of the signer. Even without explicitly adding the
name or other details of the signer’s identity to the
video clip in metadata, people can easily be
identified on the basis of their face. The chance that
this will happen as well as its potential
consequences are relatively large given the small
size of Deaf communities in most countries. For



3rd Workshop on the Representation and Processing of Sign Languages

example, in the case of the Auslan corpus that is
currently being constructed at Macquairie
University, Sydney, the 100 people in the corpus
form 1.7% of the Australian Deaf community,
estimated to be about 6,000 (Johnston 2004).

The open access publication of a sign language
corpus implies providing information on who is
and who is not recorded for scientific data, which
in such a small community can be a sensitive
matter in itself. The wide range of possible uses of
a corpus of a substantial subset of signers might
also have an influence of the language, the signing
in the corpus being considered a standard of some
form, or the signers being considered role models
for second language learners. These type of issues
will not be further discussed here, but they are
considered as meriting further attention in any
corpus construction project and any publication of
sign language data.

The recording of signers for any linguistic
research typically does not involve special ethical
reviews for dealing with human subjects, which are
common in (international) grant applications: there
is no risk of (physical or psychological) harm to the
signer, participation is voluntary and signers
typically receive payment for their contribution,
they just need to be treated with respect. Moreover,
people typically sign a form to give the researcher a
proof of their ‘informed consent’, which means that
(1) the person has the legal capacity to give consent
(so that parents should give consent for
participation of their children), (2) the person gives
consent on a voluntary basis, not being pressured to
participate, and (3) the person is able to make an
informed decision. It is exactly this last point that
warrants some further attention.

Firstly, depending on the type of data that are
being recorded and published, a lot of personal
information can be revealed in discussions and
conversations. While it is attractive to use free
conversation data as instances of spontaneous
language use, the risk of including personal
information (whether about oneself or about others)
increases, and it is not always possible to monitor
this before publication of the material, neither by
the signer nor by the researcher.

A document guidelines for research ethics of
linguistic studies from McGill University (Canada)
characterises most linguistic data collection as
being ‘low-risk’ in the sense that “the information
being collected is not of a sensitive or potentially
private nature, i.e. people would not reasonably be
embarrassed by other people knowing about it”
(McGill 2008). The problem with online
publication of sign language videos is thus that the
nature of the data cannot always be well
established, but moreover, that publication on
internet cannot be undone. While a publisher can in

4 http://www:.ling.mg.edu.au/centres/sling/research.htm
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principle try to withdraw a publication by finding
back all copies of books or CDs, this is virtually
impossible with electronic open access material
once it has been downloaded or re-distributed by
others.

The irrevocable nature of the publication of sign
language video data could also become a problem
when signers decide in the future to withdraw their
participation. Although the consent form has given
the researcher the legal right to publish the
material, for a good relation with the participant
and the Deaf community in more general terms, it
could be desirable to indeed withdraw items from a
corpus that is already published.

Secondly, it is debatable whether anyone can
make an informed decision on publication of video
recordings on internet given the high speed of the
development of computer technology. As
publication entails possible availability forever,
new technologies can imply uses of the video data
that we cannot yet foresee. Although one can
decide to not use names or initials in any of the
metadata accompanying videos (as was done in the
Corpus NGT, see section 5), if face recognition
software should become available as part of the
average desktop operating system and when
automatic sign recognition technology allows
translation of signed discussions to text (in
whatever language), discussion content and identity
can easily be matched and linked to further
information on individuals that is available online.
Thus, even though at present signers may be
perfectly happy with the publication of video
recordings, it is not unlikely that this will change in
the future.

On the other hand, we currently also see a rapid
change in what is considered as privacy-sensitive
information now that people massively publish
their own materials online. Aside from discussions
in message boards and mailing lists, many people
do not hesitate to publish large sets of family
pictures online, and community web sites like
Facebook® or Hyves® elicit wide participation from
people who appear to be eager to share a lot of
personal information with the whole world.

The question remains whether this is a sign of a
permanent change in (Western) culture, or whether
people will be dissatisfied with it in ten or twenty
years time. Where people voluntarily take part in
the publication of personal information about
themselves, one might expect that this is not so
much an issue, although one may still debate
whether anyone can estimate the impact of
exposing details of one’s private life online.
However, in the case of sign language corpus
construction and open access publication, the
decision to publish something online is very

> http://www.facebook.com
® http://www.hyves.net
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indirect: it is not a concrete activity of a signer at
his own computer, but the signing that was
recorded was not inspected by the signers, and was
only published online a few months after the event.
It will remain important to monitor and discuss
these developments in the future.

4. Creative Commons licenses

Although copyright law cannot completely prevent
abuse of published material, it can encourage
people to treat materials with respect. Creative
Commons is a recent initiative that explicitly aims
to allow publishers of online material to apply
some restrictions to the (re)use of online content,
by declaring the applicability of a license with one
or more conditions to a specific work that is
published online. The international organisation
Creative Commons was founded in 2001 as a
bridge between national copyright laws and open
content material on internet. All licenses have been
translated to the national languages of more than
thirty countries and have been adapted where
necessary to national copyright laws in these
countries, yet they all seek to stay as close as
possible to the US originals to ensure that the
licenses will be regarded as an international
standard.

There are currently three types of restrictions,
and some new developments are underway. The
first restriction that can be applied is dubbed “BY”,
and requires the user to refer to the original author
of the work when re-publishing or using the work.
The second restriction concerns the prohibition of
commercial use of the work, and is dubbed “NC”
(no commercial use). The third restriction concerns
the modification of the work, and states that the
work has to be reproduced in the same form (“ND”,
no derivative works) or that modifications are
allowed but have to be shared under the same
conditions (“SA”, share alike).

The Creative Commons licenses are available in
various forms: a plain language statement (as in the
previous sentences), a formal legal text, and a
machine-readable version for use by software.
Reference to the licenses on internet is typically
done by including an images with symbols for the
different license conditions, some of which ar
illustrated in Figure 1. The image then links to the
text of the actual license, or explicit reference to the
URL of the license text can be included.

A large advantage of using these licenses is that
creators of any type of work can publish materials
themselves, and enter in an agreement with the user
about the types of wuse that are allowed.
Traditionally, various types of publishers acquired
the rights for distribution, promotion, sales, et
cetera, and these publishers then entered into
agreements with the end users (here too, the term
‘license’ was sometimes used). Thus, using the
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Creative Commons licenses, creators can retain
more responsibility over what happens to their
material, and at the same time profit from the
relatively cheep production and distribution
channels that are now offered on internet. All rights
remain with the creator of a work.

2

HSOE)

(8)
@
@
©

Figure 1. Examples of Creative Commons license
buttons

5. Acase study: the Corpus NGT

The Creative Commons licenses form a very
attractive way of protecting the use of the sign
language videos in the Corpus NGT, a sign
language corpus of Sign Language of the
Netherlands (Nederlandse Gebarentaal, NGT;
Crasborn & Zwitserlood, this volume).

For this corpus, a total of 100 signers will be
recorded; most of these will be available in the first
release in May 2008. These signers produced
around 75 hours of interactive language material,
divided in more than 2,000 video segments. The
wish to publish this material not only for research
purposes (its primary goal, cf. the funding from the
Netherlands Organisation for Scientific Research)
stems from its large possible value for various
parties in the Netherlands: deaf signers themselves,
second language learners of sign language,
interpreting students, etc.

As was discussed above, a central problem in
publishing sign language data online is privacy
protection. In the Corpus NGT, we try to protect
the privacy of the informants in several ways: we
urge people to not reveal too much personal
information about themselves or about others in
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their stories and discussions, we limit the amount
of metadata that we publish online (leaving out
many of the standard fields from the IMDI
metadata standard), and nowhere we mention or
refer to the name or the initials of the signers.
Personal information about family background and
signing experience that we did collect will in
principle be made available for other researchers,
who will have to sign a license form declaring not
to publish information on individuals. The nature of
this license is not yet established, but we might
consider  copying such  agreements from
endangered languages documentation projects such
as DOBES.’

We chose to apply the Creative Commons ‘BY-
NC-SA’ license to all of the movie files in the
Corpus NGT (symbolised by the last image in
Figure 1). This license states that people may re-
use the material provided they refer to the authors,
that no commercial use be made, and that
(modifications of) the material are distributed under
the same conditions. As opposed to the ‘no
derivative works’ condition, the latter condition
allows users to use segments of clips for their own
web sites, to add subtitling or other graphics to it, et
cetera. While these types of modification will not
frequently be interesting to scientific users, they do
broaden the possible educational uses of the
material.

Although the permission for the licensed open
access publication is requested of the signers in the
corpus, it was discussed above that we can not
guarantee that signers can foresee the consequences
at the time of recording. Will future technologies
allow easy face recognition on the basis of movies
and thereby obliterate the privacy protection
measures that have been taken? What will the
(normative) effect of publishing signing of a group
of 100 signers from a small community be? There
is a clear risk in the publication of sign language
data without an answer to these questions. The
‘solution’ taken in the Corpus NGT project is to
invest substantial time and energy in publicity
within the deaf community, to explain the goal and
nature of the corpus online, and to encourage use
by deaf people.

The plain language version of the licenses is
attached to every movie in the Corpus NGT by a
short text preceding and following every movie
file, thus allowing relatively easy replacement
should future changes in policy require so (Figure
2). We expect to offer a signed version of the
licenses in the near future as well.

" http:/www.mpi.nl/DOBES
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Z 2% Corpus NGT

You may copy, adapt, distribute and transmit this work
under the following conditions:

1. Mention the source: http:/fwww_let.ru.nl/corpusngt/
2. Da not use for commercial purposes
3. Derived work under the same license

@080

http:ficreativecommeons.org/licenses/by-nc-sa/3.0/nl/

Figure 2. Reference to Creative Commons licenses
in the Corpus NGT movies

6. Conclusion

The possibilities offered by current internet and
video technologies together with new forms of
licensing agreements offer attractive possibilities
for the archiving of sign language research
material, at the same time offering access to these
materials for the language community itself and
other interested public parties. This paper has tried
to emphasise that the possibilities also raise new
ethical issues that should receive attention at the
same time. The traditional research ethics of
informed consent and respecting ones informants
will not be sufficient for internet publishing. The
recently founded Sign Language Linguistics
Society,® which is currently setting up a code of
conduct for sign language research, might play a
role in the discussion of these developments.
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Abstract

The multimedia annotation tool ELAN was enhanced within the Corpus NGT project by a number of new and improved functions.
Most of these functions were not specific to working with sign language video data, and can readily be used for other annotation
purposes as well. Their direct utility for working with large amounts of annotation files during the development and use of the Corpus
NGT project is what unites the various functions, which are described in this paper. In addition, we aim to characterise future
developments that will be needed in order to work efficiently with larger amounts of annotation files, for which a closer integration

with the use and display of metadata is foreseen.

1. The Corpus NGT project*

1.1 General characterisation

The Corpus NGT that was published in May 2008 is one
of the first large corpora of (semi)spontaneous sign
language use in the world, and the first to become publicly
available online. It is targeted primarily at linguistic
researchers, but due to its open access policy can also be
used for other purposes, whether scientific, educational,
or private. The corpus consists a large collection of sign
language video recordings with linguistic annotations and
audio translations in Dutch. Recordings were made of
nearly 100 signers communicating in pairs. This resulted
in 2,000 segments totaling 75 hours. The use of multiple
cameras for four different angles resulted in a collection
of + 15,000 media files.

The four different angles can be displayed in sync by the
ELAN annotation tool; for this purpose, an annotation file
was created for every time segment. These documents
were created from a template containing multiple (empty)
tiers for glosses, translations and remarks. Over 160 files
were actually annotated with gloss annotations on four
different tiers, one for each hand of each of the two
signers. In total, over 64,000 gloss annotations were
added to these files. As two-handed lexical items receive a
separate gloss for the left and for the right hand (each with
their own alignment), the number of annotations cannot
be blindly equated with the number of signs.

Further technical and linguistic information on the
Corpus NGT can be found in Crashorn & Zwitserlood
(this volume) and Crasborn (this volume), as well as on
the corpus web site: www.let.ru.nl/corpusngt/. The corpus
is currently hosted at the corpus server of the Max Planck
Institute for Psycholinguistics, and part of their
Browsable Corpus.?

1.2 Use of standards and tools

! The Corpus NGT project was made possible by an investment
grant from the Netherlands Organisation for Scientific Research
(NWO), grant no. 380-70-008.

2 http://corpusl.mpi.nl
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The Corpus NGT makes use of open standards for its
publication, aiming to guarantee long-term availability:

* Media files conform to the various MPEG standards
(MPEG-1, MPEG-2, MPEG-4), rather than popular
commercial formats such as Adobe Flash video.

* Metadata descriptions are made conforming to the IMDI
scheme (Wittenburg, Broeder & Sloman, 2000; IMDI
Team, 2003).° While this format may not be used in ten
years time, its widespread use in linguistics and the
publication of the whole corpus as part of a larger set of
IMDI corpora at the Max Planck Institute for
Psycholinguistics ensures that the corpus will be part of
larger conversion efforts to conform to future standards.
 The annotation files were all created with ELAN and
thus conform to the specification for EAF files (Brugman
& Russell 2004).*

2. Developments in the ELAN software

The Corpus NGT project involved annotating many hours
of video and a large number of annotation documents. The
first aim of the technological goal of software
improvement in the Corpus NGT project was to ease
annotation. A second aim was to facilitate the use of
annotation documents, in its widest sense: browsing,
searching, and data analysis.

The functions described in this section appeared in a
series of releases between versions 2.6 and 3.4.
Specifications were set up by the Corpus NGT project and
the ELAN developers. For guidelines on how to use the
functions, including the location in menus and keyboard
shortcuts, we refer to the ELAN manual.

2.1 Extension of the EAF specification and a
change in the preferences format

* The property ‘annotator’ has been added in the
specification of tiers, allowing groups of researchers to
separate which tier has been filled by whom. It is expected
that this property will become a selection criterion in the

® http://www.mpi.nl/IMDI/schemas/xsd/IMDI_3.0.xsd
* http://mww.mpi.nl/tools/elan/EAFV2.5.xsd
® http://www. lat-mpi.eu/tools/elan/manual/
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search mechanism in a future release of ELAN.

* Preferences are no longer stored in binary .pfs files, but
in user-readable XML files. The current preferences
settings can be exported to a file and imported in (i.e.
applied to) any other document; in this way, the ordinary
user without knowledge of XML can also copy settings
from one document to an other. In this way, it has become
easy to homogenise the layout of larger sets of ELAN
documents and modify this ‘style sheet’.

2.2 New functionality

* The ‘duplicate annotation’ function was created to
facilitate the glossing of two-handed signs in cases where
there are separate tiers for the left and the right hand:
copying an annotation to another tier saves annotators
quite some time, and prevents misspellings. A
disadvantage of using this function turned out to be that

800

signs. While the hands often do not start and end their
articulation of a sign at the same time, the ‘duplicate
annotation’ function makes it attractive to classify a sign
as a phonologically two-handed form, even though the
phonetic appearance can show differences between the
two hands. Moreover, larger timing differences between
the two hands have shown to play a role in many levels of
the grammar of signed languages beyond the lexicon
(Vermeerbergen, Leeson & Crasborn 2007). It will
depend on the user’s research goal whether or not detailed
timing differences are important to annotate correctly.

In addition to this quick annotation duplication shortcut
some more generic copy and paste actions have been
added. An annotation can be copied to the clipboard either
as single annotation or as a group with all ‘dependent’
annotations. Pasting of an annotation or a group of
annotations is not restricted to the same time segment (i.e.

Annotation Statistics

Statistics Variables

Statistics

[ Annotations | Tiers |

Tier Number of Annota..

Minimal Duration | Maximal Duration |Average Duration |Median Duration |Total Annotation Duration | Latency

GlosL 51 15 0.196 4.432 0.896933 0.45 13.454 20.909 i
GlosR 51 133 0.031 4.432 0.384729 0.26 51.169 17.465 m
Opmerkingen S1 - - - - - - =
GlosL 52 15 0.41 2.009 0.739667 0.588 11.095 11.528
GlosR 5_2 94 0.062 3.98 0.585085 0.457 54.998 11.078 v
Figure 1. Tier statistics
aO O Annotation Statistics
Statistics
[Anm}tati{ms | Tiers |
Tiers
[ GlosL 51 F
Statistics Variables
Annotation Occurrences Frequency |Awverage Duration | Time Ratio Latency
ACHTER 1 0.00671... 4.432 0.029782744... 68.449 "
AMSTERDAM 1 0.00671... 0.463 0.003111329... 34.384 m
BINNEN 1 0.00671... 0.45 0.003023970... 105.338
CONTACT 1 0.00671... 0.458 0.003077729... 49.162
EDE 3 0.02015... 0.871 0.017559185... 31.005 b

Figure 2. Annotation statistics

annotators may no longer play close attention to the
timing differences between the two hands in two-handed
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an annotation can be pasted at a different position in the
timeline) or to the same document.
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e A new variant of ‘multiple file search’ was
implemented. In addition to the pre-existing ‘simple text
search’ in multiple files, now structured searches
combining search criteria on different tiers can be carried
out in a subset of files that can be compiled by the user.
The matching types ‘exact match’, ‘substring match’ and
‘regular expression match’ are available and the search
can be restricted to a certain time interval. It is also
possible to specify a minimal and/or maximal duration for
matches.

The results can be displayed in concordance view, with a
variable size of the context, or in frequency view, showing
the absolute number of occurrences of each hit as well as
the relative number (percentage). The results can be
exported to a tab-delimited text file with multiple
columns.
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As a special case, a search for n-gram patterns can be
executed, where the pattern should be found either within
(multiword) annotations or over annotations on the same
tier.

» The segmentation function was further developed so
that annotations with a fixed, user definable duration can
be created by a single key stroke while the media files are
playing. The keystroke can either mark the beginning of
an annotation or the end. Keyboard navigation through
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the media has been made in accordance with this function
in the main window.

* A function has been added to flexibly generate
annotation content based on a user definable prefix and
an index number. Indexing can be performed on the
annotations of a single tier or on those of multiple tiers.

* A panel can be displayed that lists basic statistics for all
tiers in an annotation document (Fig. 1): the number of
annotations, the minimum, maximum, average, median
and total annotation duration per tier, and the latency
(start time of the first annotation on that tier). This helps
the user getting a better grip on the content in an
annotation document and can be helpful in data analysis.
In the same window, a panel can be displayed with a list of
unique annotation values for a user-selectable tier (Fig. 2):
their number of occurrences and frequency as a fraction of
the total number of annotations, the average duration, the
time ratio, and the latency (time of first occurrence in the
document).

Both panels can be saved as a text file with tab-separated
lists.

» The annotation density viewer can now also be set to
only show the distribution of annotations of a single,
selectable tier. The label of a tier in the timeline viewer
can optionally show the current number of annotations on
that tier.

* The list of existing export options has been enriched by
an option to export a list of unique annotation values or
a list of unique words from multiple annotation
documents. In the latter case, annotation values are
tokenized into single words before evaluating their
uniqueness.

» The media files that are associated to a document could
already be inspected, added and removed by the ‘linked
files’ viewer in the ‘Edit’ menu. Now, easy interactive
hiding and showing of any of the associated video files
is possible, without having to remove the media file
association altogether (Figure 3). The maximum number
of videos that can be displayed simultaneously is four. But
it is possible to add more than four videos to a document
and by interactively hiding or showing videos any
combination of them can be shown. Temporarily hiding
one or more videos can also be useful to improve

Elan - CNGT0001.eaf
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Figure 4. New structure of the menu bar
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playback performance, especially on less powerful
computers.

* A click on a video image copies the X and y coordinates
of the mouse pointer to the clipboard. The coordinates
can then be pasted into any annotation. This can be useful
e.g. to record the position of body parts at various
moments in time. There are three variants in the format of
the coordinates. The reason for this is the ambiguity of

dimension and aspect ratio in some popular media formats.

As a result, media frameworks can differ in their
interpretation of the video dimensions. This has to be
taken into account when files are transferred between
platforms, ELAN being a multi-platform application
running on Windows, Mac OS X and Linux.

2.3 User interface

In addition to new functionality, a large number of user
interface improvements have been implemented,
including the following.

* There is an improved, more intuitive layout of the main
menu bar. Due to the increase of functionality, reflected in
the growth of the number of items in the menus, some
menus had become overpopulated and inconvenient. The
key concepts in ELAN ‘Annotation’, ‘Tier’ and
‘Linguistic Type’, were promoted to their own menu in
the main menu bar (Figure 4).

* Many additional keyboard shortcuts have been added.
The list of shortcuts is logically subdivided into groups of
functionally related items and can now be printed.

* A recent files list has been added.

« Easy keyboard navigation through the group of opened
documents/windows is now possible.

* There has been a subtle change in the background of the
timeline viewer, facilitating the perception of the
distinction between the different tiers by the use of lighter
and darker horizontal bars (a ‘zebra’ pattern; Figure 5).

» With the use of a new preferences system in version 3,
users can now set the colour of tier labels in the timeline
viewer, thus allowing the visual grouping of related tiers
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Figure 5. Striped background of the timeline
viewer; tier labels with identical colours

in documents containing many tiers by setting the same
colour for multiple tiers (as can also be seen in Figure 5).
It is also possible to select a preferred font per tier; a Font
Browser is included to simplify selection of a suitable
font.

* Previously, video windows could only be enlarged (e.g.
to view details) or reduced (e.g. to have more screen space
for other viewers) by detaching video windows one by
one, and adapting the size of each. A function has been
added whereby the video windows that are displayed can
all be made smaller or larger by dragging a double arrow
on the right hand side of the window above the time line
viewer. All other viewers automatically resize accordingly,
to keep the size of the window constant.

3. Future developments

Within ongoing projects, several new needs have become
clear which all relate to the fact that suddenly the number
of annotation documents that linguists can work with has
increased from a small number that one can handle by
hand to a huge number (around 2,000 for the Corpus
NGT). Special attention is needed to keeping the
collection well-organised (section 3.1) and to trying to use
the available IMDI metadata descriptions to get a grip on
the data (section 3.2). In addition, collaborative work with
ELAN files is discussed in section 3.3.

3.1 Manipulating collections of files

Although enhanced search functionalities and templates
facilitate working with multiple ELAN documents, it is
not yet possible to ‘manage’ a set of ELAN files
systematically in any way. For the specific files and needs
of the Corpus NGT, Perl scripts were developed in order
to add tiers and linguistic types to a set of documents, to
change annotation values in multiple documents, and to
generate ELAN and preferences files on the basis of a set
of media files and existent annotation and preferences
files.

For future users, it would be beneficial if such kind of
functionality would become available in a more stable and
integrated way, whether in ELAN, in the IMDI Browser,
or in a stand-alone tool that can manage EAF files.

3.2 Use and display of IMDI metadata in ELAN

Current collaboration between the ELAN developers at
the Max Planck Institute for Psycholinguistics and the
sign language researchers at Radboud University are
targeted at enhancing search facilities and facilitating
team work between researchers using large language
corpora containing ELAN documents.

Currently, annotation files that are included in an IMDI
corpus can be searched using ANNEX, the web interface
to annotation documents®, after a subset of metadata
sessions has been selected through an IMDI search. For
example, one can first search for all IMDI sessions that
include male signers, and then search in all EAF files that
are linked to the resulting set of IMDI sessions. In this
way, metadata categories and annotations can be
combined.

However, currently, ANNEX cannot be used for many
tasks: annotations cannot be added, edited or deleted, and
the synchronous playback of multiple video streams is not

® http://www.lat-mpi.eu/tools/annex/
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accurate. A separate two-step search is thus being
developed for local corpora and the stand-alone version of
the IMDI Browser.

Searching is a useful way to combine data and metadata
categories, but it implies that one knows what one is
looking for. Browsing through an annotation document
can also be useful for many types of research, but in that
case, metadata information is not available unless one
knows it by heart. While the gender of the signer/speaker
can be easily established by looking at the video, this does
not hold for many other categories: regional or dialect
background of the participant, deafness, precise age,
recording date, etc. It is therefore important to have quick
access to the metadata information linked to an annotation
document. This requires that an IMDI metadata
description is present, and that the EAF file is linked to
the IMDI session. Currently, different ways of displaying
metadata information in ELAN are being investigated.
Some form will be available in a future version of ELAN
in 2008.

3.3 Collaborative annotation

Larger collections of files are typically used not by single
researchers but by research groups, and stored not on a
local drive but on network drives or integrated in a corpus.
This requires some type of systematic ‘collaborative
annotation’ to ensure that changes made by one person are
also available to others. Moreover, one could imagine that
people add different values to annotations, that are
simultaneously present and can be compared. This would
be particularly useful for different translations or analyses
of the same construction. Brugman et al. (2004) already
discussed ways in which users at different locations look
at and edit annotation documents together. We expect this
concept to be further developed in the future.

4. Conclusion

A corpus building project like the present one clearly
provides a fruitful collaboration between software
developers and the users of the software. Although the
fact that the Corpus NGT project was carried out on the
same campus as the Max Planck Institute for
Psycholinguistics facilitated collaboration, one can
certainly imagine that future corpus projects reserve
budget for similar collaborations between software
developers and linguists. In this way, relatively small
software tools can gradually be developed to match the
needs of large groups of users.
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Abstract

The Corpus NGT is an ambitious effort to record and archive video data from Sign Language of the Netherlands
(Nederlandse Gebarentaal: NGT), guaranteeing online access to all interested parties and long-term availability. Data are
collected from 100 native signers of NGT of different ages and from various regions in the country. Parts of these data are
annotated and/or translated; the annotations and translations are part of the corpus. The Corpus NGT is accommodated in the
Browsable Corpus based at the Max Planck Institute for Psycholinguistics. In this paper we share our experiences in data
collection, video processing, annotation/translation and licensing involved in building the corpus.

1. Introduction

As for most sign languages, NGT resources are
scant. Still, such resources are direly needed for
several purposes, sign language research not the
least. The aim of the Corpus NGT is to provide a
large resource for NGT research in the shape of
movies of native NGT signers. The signed texts
include several different genres, and the signers
form a diverse group in age and regional
background. Besides the movies, crude annotations
and translations form (a small) part of the corpus,
S0 as to ease access to the data content. The corpus
is made publicly available to answer the need for
NGT data (e.g. by NGT teachers and learners and
interpreters).

2. Data collection

2.1 Participants

The initial aim was to record 24 native signers,
divided over two regions where two different
variants of NGT are reported to be used. The plan
was changed in its early stages so as to include a
much larger number of participants, spread over all
five reported variant regions.. Moreover, by
including participants from different ages, it was
possible to record older stages of NGT, even male
and female variants in these older stages.
Altogether, this ensures a good sample of the
current state of the language

The participants were invited to take part in the
recordings by announcements on Deaf websites,
flyers and talks at Deaf clubs, and by ‘sign of
hand’. Interestingly, when the project became
familiar in the Deaf community, many older people
wanted to participate, in order to preserve their own
variant of NGT. Because most signers are familiar
with the use of contact varieties combining signs
with spoken Dutch and because the variation in the
form of such contact varieties is very large,
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participants were selected who are deaf from birth
or soon after and who started to use NGT at a very
early age (preferably before the age of 4). Also, we
tried to eliminate standardised NGT (an artificial
variant of NGT, recently constructed on request of
the Dutch government; Schermer 2003).

2.2 Tasks and materials

In building the corpus, we followed the project
design developed by the constructors of the Auslan
corpus project’, although adaptations were made to
match the situation in the Netherlands. This means
that a subset of the tasks given to the participants of
the Auslan project were used, using the same or
similar stimuli. These included narratives based on
cartoons (the Canary Row cartoon of Tweety &
Sylvester), fable stories presented to the signer in
NGT, comic stories (including the Frog Story
children book), and TV clips (e.g. funniest home
videos). Besides elicitation of such monologue
data, (semi-)spontaneous  conversation  and
discussion forms a substantial part of the Corpus
NGT. Using the advice from the Auslan experience,
the elicitation materials that were used contained as
little written text as possible. The participants were
all asked to briefly introduce themselves and to tell
about one or more life events they experienced.
Most importantly (in terms of quantity and
content), they were asked to discuss a series of
topics introduced to them in NGT movies
concerning Deaf and sign language issues. Finally,
they engaged in a task where they had to spot the
differences between two pictures they had in front
of them. In addition to these tasks, occasional free
conversation was also recorded.

2.3 Recording situation

The participants were recorded in pairs, to
encourage ‘natural’ signing as much as possible.

! http://www.hrelp.org/grants/projects/index.php?lang=9
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Beforehand, the purpose of the corpus and the tasks
and proceedings were explained to them by a native
Deaf signer, who also led the recordings.
Explanation and recording took approximately 4
hours, and resulted in £ 1.5 hours of useable signed
data per pair. Some recordings were made at the
Radboud University and the Max Planck Institute
for Psycholinguistics, both in Nijmegen. However,
most recordings were made in Deaf schools, Deaf
clubs or other places that were familiar to the Deaf
participants. All recordings from the northern
region (Groningen) were made at the Guyot
institute for the Deaf in Haren.? As a result of the
different sizes and light circumstances of the
rooms, there is some variation in the recordings. All
recordings were made with consumer quality
cameras; no additional lighting equipment was
used.

In a recording session, the participants were
seated opposite each other, preferably in chairs
without armrests as these might hamper their
signing. An upper body view and a top view of
each signer were recorded. This situation is
illustrated in Figure 1. In combination, these front
and top views approximate a three-dimensional
view of the signing. Previous research has shown
that such a view can give valuable information on
the use of space and even on the shape of signs, if
these are not completely clear from the front view
(Zwitserlood, 2003). The top views were recorded
with two Sony DV cameras on mini-DV tapes. The
cameras were attached with bolts to metal
bookstands that could be easily attached to the
ceiling above the seated participants. The front
views were recorded using two Sony High
Definition Video (HDV) cameras on mini-DV
tapes; these were mounted on tripods. The upper
body view was recorded slightly from the side.
This had the advantage of a better view of the
signing (since a recording straight from the front
does not always give reliable or clear information
on the location and handshape(s) in particular
signs). Also, when one looks at the front view
recordings of both participants in a session, the
slight side view gives a better impression of two
people engaged in conversation, rather than two
people signing to cameras.

We chose to use HDV recordings for the front
views because of the high resolution (the full HD
recording includes 1920x1080 pixels in contrast to
normal digital video, with a format of 720x568
pixels for the European PAL format), resulting in
recordings that are very detailed in comparison to
standard PAL video. Furthermore, we wanted to
provide detailed information on facial expressions;
the HDV resolution allowed cutting out a view on

2 We thank Annemieke van Kampen for her work in
finding participants and in leading all the recording
sessions in Groningen.
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Figure 1: Recording situation

the face, rather than having to use two additional
cameras that could be zoomed in on the face.

The recording sessions were lead by a Deaf
native signer, who would explain the aims of the
project and the procedure beforehand to the
participants, allowing ample time for questions, and
who stressed the fact that we were especially
interested in normal signing, viz. they should try
not to sign “neater” or “more correct” than usual.
Every new task was explained in detail, and if
necessary, the session leader would give examples
or extra information during the execution of a task.

For each pair of participants, there were three
one-hour recording sessions. In between there were
breaks in which the participants could rest and chat,
and the tapes were replaced by new ones. Since the
cameras were not connected to each other
electronically and since switching the four cameras
into recording mode by a remote control proved
unreliable, each camera was switched on by hand.
When all four cameras were running, there would
be three loud hand claps, that would show in all the
recordings and could thus be used to synchronise
the four video streams afterwards.

3. Data processing

We took the following steps in processing the
recorded data: data capturing, editing, and
compression. These are explained in the following
sections.

3.1 Capturing and editing

For capturing and editing of the recorded tapes, the
video processing programme Final Cut Pro (version
5.3.1, later version 6.0.2) was used. This is a
professional video editing programme and the only
one that, at the time, was able to handle HDV
format video as well as normal DV video. The
content of the videotapes was captured in Apple
computers (using OS X version 10.4, later 10.5). A
Final Cut project contains the four tapes of a
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recording session, that are then synchronised on the
basis of the clap signal. Subsequently, as many
fragments as possible were selected for further use
(even those where signers were grunting about a
particular task), and all other bits in between were
cut out (where a participant was looking at the
stimuli or de session leader was explaining
something). The selected fragments were assigned
a specific “session code” (e.g. CNGTO0018) with a
postscript indicating the signer (S001 to S100) and
the viewpoint of the camera (‘t’ for top view, ‘f” for
face and ‘b’ for body) exported to Quicktime
movies in DV and HDV format, respectively. These
‘raw DV’ files were too large to be included in the
corpus or to be used productively in applications
such as ELAN; for that reason, all movies were
compressed to different MPEG formats.

3.2 Compression

The project aimed at providing movies that can be
used for different purposes and in different
applications; moreover, the video should still be
accessible in a few decades from now. For this
reason, we followed the policy of the data archive
at the Max Planck Institute for Psycholinguistics
(which is also the location of the DOBES archive)
to use MPEG-1 and MPEG-2 video files.. The
latter keeps the original PAL image size, while the
former reduces the size to about one quarter, often
352x288 pixels. The various MPEG standards are a
publicly defined and accessible standard, and are
not a commercial format promoted and protected
by a company (such as the Flash video standard is
owned by Adobe).

The resulting movie clips can be easily used in
various software applications such as the
annotation tool ELAN (see section 5.1). The
combination of the MPEG-1 format and the
segmenting of video recordings into smaller clips
ensures that the movies can be readily downloaded
or viewed online. The MPEG-2 version of the top
view movies are also included in the corpus for
those who need a higher quality image; and also as
a relatively unreduced original that can be
converted to future video standards in the future.
The hosting of the whole corpus at MPI ensures
that the material in the corpus will be converted to
future standards along with the many other corpora
in the corpus in the future.

For the body and face views, a different
procedure was followed. In the first stages of the
project (late 2006), we were not able to find a
compression technique that was able to maintain
the full resolution of the HDV recordings. Although
the H.264 compression method that is part of the
MPEG-4 standard should in principle be able to
maintain the full spatial and temporal resolution at
highly reduced data rates, we were not able to
produce such files. Since both this standard and the
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HDV recording techniques were only just
appearing on the (consumer) market, we decided to
wait with a decision on the high-quality archive
format of the HDV recordings. For now, such high-
resolution recordings will not be frequently used
anyway, given the infrequent use of high-resolution
displays: the 1920x1200 resolution is equal to the
better graphic cards and (22 and 23”’) monitors on
the market nowadays, and few computer setups will
be used with two such displays side by side
(needed to play back the conversations in the
corpus). At the end of the project in May 2008, we
still have not yet decided what to use as a full-
resolution format; the ‘raw’ HDV exports from
Final Cut Pro will be included in the corpus for
future processing. They can be played back in
Quicktime-compatible video players, but are not
yet de-interlaced.

To be able to use the recordings productively,
we decided to create two MPEG-1 movies from
every HDV file. Since the aspect ratio of MPEG-1
(4x3) does match that of HDV (16x9), cropping
was necessary anyway; different cropping settings
were used to create cut-outs of the face and of the
whole upper body plus head; in addition, the face
versions were scaled down less than the upper body
versions. Thus, for every section of the recordings,
we have six MPEG-1 movie files, three for each
signer.

At the start of the project, Apple’s Compressor
(version 2) appeared to be unreliable for the
compression to MPEG-2 format. Therefore, the
programme MPEG Encoder Mac 1.5 from
MainConcept was used for this type of
compression initially. This program has proved to
produce good quality MPEG-1 and MPEG-2
movies. However, its disadvantage is that there is
no easy way compress large numbers of movies in
an easy batch mode; all settings have to be re-
applied for every movie. Because of the large
numbers of movies in the corpus, this was too
labour-intensive. Midway the project, when
Compressor version 3 proved to have a reliable
MPEG-2 compression option, we switched to that
programme for the production of both MPEG-1
and MPEG-2 versions.

In all parts of the corpus, even in the
‘monologue’ story-telling, two signers interact. For
a good understanding of the signing one therefore
needs the movies of both participants, and they
should be played in synchrony. While this is a
standard function of the ELAN annotation software
(see section 5), most common movie players that
are integrated in web browsers are not built to play
separate movies simultaneously. Therefore, we also
provide movies in which the MPEG-1 movies of
the front view of both signers are combined into
one wide-screen image. These combined movies
also have MPEG-1 compression settings, but the
aspect ratio is that of two juxtaposed MPEG-1
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movies. This process was carried out by the
Ffmpeg and Avisynth tools for Windows.

Finally, after the MPEG-1 and MPEG-2 movies
have been published online as part of the MPI
Browsable Corpus, in the near future all movies
will be converted into streaming MPEG-4 clips and
made accessible through MPI’s streaming server. In
this way, movies can be easily accessed by online
tools such as ANNEX?,

4. Access

4.1 Metadata

The Corpus NGT is published by the MPI for
Psycholinguistics, as part of their growing set of
language corpora. We follow the IMDI standard for
creating metadata descriptions and  corpus
structuring.* These metadata concern information
about the type of data (narrative, discussion,
retelling of cartoon, etc) and about the participants.
Although all data are freely accessible and the
participants are clearly visible in the movies, their
privacy is protected as much as possible by
restricting the metadata for the participants in the
corpus to their age at the time of the recording,
their age of first exposure to NGT, their sex, the
region where they grew up, and their handedness.
Researchers who need more information (e.g. about
the fact whether there are deaf family members)
can request such information from the corpus
manager. Names or initials are not used anywhere
in the metadata description for the participants.

4.2 Access for all

Although the corpus is mainly intended for
linguistic research, the data can have several other
uses. Because of the need of NGT data indicated
earlier, we are happy to share the data in the corpus
with other people who need such data or are
interested in them, providing open access to all
video and annotation documents. Other interested
scientists may be psychologists, educators, and
those involved in constructing (sign) dictionaries.
Deaf and hearing professionals in deaf schools and
in the Deaf community may want to use the
material, including NGT teachers, developers of
teaching materials, and NGT interpreters. Many
hearing learners of NGT will benefit from open
access to a large set of data in their target language.
Deaf people themselves may be interested in the
discussion on deaf issues that forms part of every
recording session.

All participants in the corpus signed a consent
form that explicitly mentions the online publication
and the open access policy. The forms in Dutch
were explained by the Deaf person leading the

3 http://www.lat-mpi.eu/tools/annex/
* http://www.mpi.nl/imdi/
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recording  session. Most importantly, the
publication and possible use of the material was
explained to the signers before they agreed to come
and participate. During the actual recordings,
signers were encouraged to limit the amount of
personal information they might reveal in their
discussions. In a few cases, we decided to leave out
privacy-sensitive segments after the recordings,
often in conformance with requests from the
participants.

Since the construction of large sign language
corpora is a recent phenomenon, we hope that our
experiences will be valuable for other projects.
Therefore, the project’s open access policy extends
beyond the video data to the annotations,
workflows and guidelines for tools that have been
used, which will all be published online.

Although everyone has free access to the data in
the MPI Browsable Corpus that is available via the
internet,® searching and finding interesting movies
in the large corpus is not an easy or quick task.
Therefore, we are currently designing a few
websites for specific target groups (e.g. NGT
teachers, deaf children and their parents, NGT
interpreters), from which websites selected movies
are easily accessible.

4.3 Licensing

The use and reuse of the data are encouraged and
protected at the same time by Creative Commons
licenses (see Crasborn, this volume, for further
discussion). Creative Commons offer six types of
protection, ranging from restrictive to highly
accommodating. We chose the combination BY-

NC-SA:

1. Attribution: when publishing (about) data of this
corpus, mention the source (BY);

2. Non-commercial: no part of this corpus can be
used for commercial purposes (NC);

3. Share alike: (re)publishing (parts of) data of this
corpus should be done under the same licenses
(SA).

The first two licenses are self-explanatory. The

third license is meant to encourage other people to

make use of the data and to share new data based
on data from the corpus with others (while, again,
protecting the new data). For example, an NGT
teacher may want to use a part of a movie to point
out particular grammatical phenomena to her
students, or provide a movie with subtitles, and
share the new movie with colleagues. Alternatively

a researcher interested in a particular aspect of

NGT may use an annotation file, add new

annotations and share the enriched file with other

researchers. The licenses are mentioned in the
metadata. Also, the licenses are part of all the
movies in the corpus: a short message in Dutch and

> http://corpusl.mpi.nl
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English is shown at the start and end of each
movie.

5. Accessibility of the data

Not all people who may be interested in the data of
the corpus are fluent in NGT. For these users, the
corpus provides ways to gain (better) access to at
least parts of the data, viz. annotations and
translations.

5.1 Annotation

For annotation the annotation tool ELAN (Eudico
Linguistic Annotator), develoged at the MPI for
Psycholinguistics, was used.” This program is
currently widely in use for the annotation of
various  kinds of linguistic and  other
communicative data. This tool allows online
transcription where the original data (a sound or
video file) can be played and annotations can be
aligned with the audio of video signal. Originally
used for annotation of gesture, it has been
improved substantially since it also started to be
used for sign language annotation. Based on
experiences in previous projects (e.g. ECHO’) and
desired functionality in the corpus project, various
new features were formulated and implemented in
the software (see Crasborn & Sloetjes, this
volume). The extension of ELAN as well as the
integration of ELAN and IMDI (the data and
metadata domains) formed a substantial part of the
project.

Annotation is an enormously time-consuming
process. Due to time and budget limitations (the
project was funded for two years), and as we
invested in more recordings than originally planned
which left less time for annotation, it was only
possible to provide crude gloss annotations of a
small subset of the data. Four Deaf assistants were
assigned this job, on a part-time basis to avoid
health problems because of the intensive use of the
computer. They were trained to use ELAN
(showing only a front view of both participants)
and to gloss the signs made by the left and right
hand with a Dutch word, or a description if there
was no appropriate Dutch word available. They
could use a bilingual Dutch-NGT dictionary
holding approximately 5000 lemmas and Dutch
(picture and normal) dictionaries to check Dutch
spelling, as well as a reference list with the gloss
conventions to be used. These conventions were
based on and adapted from the conventions used in
ECHO; see Nonhebel et al. 2004. At the end of the
project, 160 movies were annotated, totalling
almost 12 hours of signing and 64.000 glosses.
Unfortunately, the assistants’ skills in Dutch
appeared to be quite poor, resulting in a rather large

® http:/Avww.lat-mpi.eu/tools/elan/
! http://iwww.let.ru.nl/sign-lang/echo/
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amount of spelling and writing mistakes in the
annotations. In addition, they did not remember
conventions well enough and/or seemed to be
reluctant in looking up information that they
needed. Also, it appeared to be a hard task to focus
solely on the manual component of signing in
determining a gloss text, annotators almost
automatically look at the meaning of the whole
construction, including facial expression and other
non-manual behaviour. Because of that, several
other mistakes occur in the annotations, including
misalignments between start and end of many signs
and their annotations. We corrected the most salient
spelling mistakes and diacritics used in the wrong
places. Furthermore, some of the ELAN files were
corrected by a Deaf signer experienced in the use
of ELAN and in annotation. Still, the current
annotations should not be blindly relied upon. We
plan to do further corrections and to provide more
and more detailed annotations in future research
projects.

5.2 Translation

Annotations are very helpful in doing linguistic
research. However, besides researchers, the data are
also made available to other interested parties. In
order to make as much of the data set accessible to
a large audience, parts of the data are provided with
a voice-over translation, done by interpreters and
interpreter students. For this, empty ELAN files
were created, only showing front view movies of
two participants for the data to be translated. The
interpreters were instructed in the navigation of
ELAN and in the use of a Sony minidisc recorder
with one or two microphones (depending on
whether the movies to be translated involved
monologues or dialogues). Their job was to look at
a particular movie one or two times, if necessary to
discuss difficult parts with a colleague, switching
on the minidisc recorder and give a running
translation while watching the movie. The audio
files on the minidiscs were processed into WAV
files, aligned with the movies and connected to
ELAN files.

The interpretation of the (often unknown)
participants in discussion turned out to be a
challenging task. The option to play back the movie
is almost irresistible to interpreters if they know
that they may not have fully understood every
detail. As sign language interpreters are rarely in
such a position, typically doing simultaneous
interpreting in events where they have little control
over things like signing rate, the voice interpreting
for the Corpus NGT was an attractive task,
precisely because of the option to replay and
discuss the interpretation with their colleague. The
nature of this process can be considered a mix
between interpretation and translation. On average,
the interpreting process (including administrative
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and technical tasks related to the recording
procedure) took ten times realtime (thus, one hour
of signing took ten hours to record on minidisc).
Because of the increase in recorded hours of
signing with respect to the original plan, it was not
possible to provide a voice-over with all video
recordings.

Originally we had hoped for the possibility to
transfer the speech signal of the interpreters into
written Dutch using speech recognition software.
However, this appeared not to be possible because
of a combination of factors. First, most speech
recognition programs needs to be trained to
recognize the speech of the interpreters; it appeared
to be impossible to set this up logistically. Second,
speech recognition software that we could use does
not need the auditory signal for training, but
instead, uses word lists. However, the wide range
of lexical items and spontaneous nature of the
spoken translations appeared to be too variable for
reliable transfer to written text. Taking into account
the post-hoc corrections that would be necessary, it
is probably cheaper and more reliable to use
typists. This is clearly an option for the future.

6. Future developments

It is clear from the programme of the present
workshop alone that we can expect rapid
developments in the field of corpus studies in
signed languages. There is an enormous increase in
the data that linguists have at their disposal, which
will enable deeper insights in the linguistic
structure and in the variability of signing within a
community. Even though the Corpus NGT
explicitly aimed to exclude signers that only used
some form of sign supported Dutch, the influence
of Dutch appears to vary greatly across age groups,
an observation that has not yet received any
attention in the literature.

In order to carry out such linguistic studies, we
need clear standards for annotation and
transcription in sign language research. While there
have been some efforts in the past, for example as
collected in the special double issue of Sign
Language & Linguistics (issue 4, 2001), there is
very little standardisation for common phenomena
such as gloss annotations. We hope that the
increasing use of shared open source tools such as
ELAN that use published XML file formats will
increase the possibilities for exchanging data
between research groups and countries, and
promote standardisation among linguists.

In terms of technology, progress is slowly being
made in automatic sign recognition. Having tools
that enable some form of automatic annotation
would constitute a next large jump in the
construction and exploitation of sign language
corpora. Recording and publishing video data
online is now possible, but the Achilles heel in
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using them remains in accessing the large amounts
of data: search tools need to be enhanced, but for
these tools just as for the linguistic eye, annotations
remain crucial, yet require an enormous investment
in time and money. For the Corpus NGT, we hope
that its use by various researchers in the near future
will slowly increase the 15% of the data that have
been glossed until now.
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Abstract

A new interface to the ELAN annotation software that can handle automatically generated annotations by a sign language recognition
and translation framework is described. For evaluation and benchmarking of automatic sign language recognition, large corpora with
rich annotation are needed. Such databases have generally only small vocabularies and are created for linguistic purposes, because the
annotation process of sign language videos is time consuming and requires expert knowledge of bilingual speakers (signers). The pro-
posed framework provides easy access to the output of an automatic sign language recognition and translation framework. Furthermore,
new annotations and metadata information can be added and imported into the ELAN annotation software. Preliminary results show that
the performance of a statistical machine translation improves using automatically generated annotations.

1. Introduction e word spotting and sentence boundary detection

Currently available sign language video databases were cre-
ated for linguistic purposes (Crasborn et al., 2004; |[Neidle,
2002 and 2007) or gesture recognition using small vocab- In particular, statistical recognition or translation systems
ularies (Martinez et al., 2002} Bowden et al., 2004). An rely on adequately sized corpora with a rich annotation of
overview of available language resources for sign language  the video data. However, video annotation is very time con-
processing is presented in (Zahedi et al., 2006). Recently, suming: in comparison to the annotation of e.g. parliamen-
an Irish Sign Language (ISL) database (Stein et al., 2007) tary speech, where the annotation real-time-factor (RTF) is
and an American Sign Language (ASL) database (Dreuw about 30 (i.e. 1 hour of speech takes 30 hours of annota-
et al., 2008) have been published. tion), the annotation of sign language video can have a an-
Most available sign language corpora contain simple stories ~ notation RTF of up to 100 for a full annotation of all manual
performed by a single signer. Additionally, they have too and non-manual components.

few observations for a relatively large vocabulary which is

e pronunciation detection and speaker identification

inappropriate for data driven and statistically based learning 2. Baseline System Overview & Features
methods. Here we focus on the automatic annotation and  [Figure 1]illustrates the components of our proposed recog-
metadata information for benchmark databases that can be  nition and annotation system.

used for analysis and evaluation of: The recognition framework and the features used to achieve

the experimental results have been presented in (Dreuw et

* linguistic problems al., 2007a). The baseline automatic sign language recog-

e automatic sign language recognition systems nition (ASLR) system uses appearance-based image fea-
o ) ) tures, i.e. thumbnails of video sequence frames. They give
e statistical machine translation systems a global description of all (manual and non-manual) fea-

For storing and processing sign language, a textual repre- tures that have been shown to be linguistically important.
sentation of the signs is needed. While there are several The system 1s Viterbi trained and uses a trigram language
notation systems covering different linguistic aspects, we model (Section 2.4)) which is trained on the groundtruth

focus on the so called gloss notation, being widely used for ~ annotations of main glosses. .
transcribing sign language video sequences. The ASLR system is based on the Bayes’ decision rule: for

Linguistic research in sign language is usually carried out @ 8iven sign language video input sequence, first features

T .
to obtain the necessary understanding regarding the used x7 are extracted to be used in the global search of the model
signing (e.g. sentence boundaries, discourse entities, pho-

which best describes the current observation:

netic analysis of epenthetic movements, coarticulations, or arg max { Pr(w \xf)}

role changes), whereas computer scientists usually focus on L )
features for sign language recognition (e.g. body part track- = arg max { Pr(wl) - Pr(zT |wl¥ )}

ing of head and hands, facial expressions, body posture), or i

on post-processing and additional monolingual data for sta-
tistical machine translation to cope with encountered sign
language related statistical machine translation errors.
Therefore some common important features and search
goals for these different research areas are e.g.

The word sequence wi' (i.e. a gloss sequence) which max-

imizes the language model (LM) probability Pr(wi") and

the visual model probability Pr(z¥|wi") will be the recog-

nition result.

Statistical machine translation (SMT) is a data-driven trans-

e body part models and poses, hand poses, facial lation method that was initially inspired by the so-called
expressions, eye gaze, ... noisy-channel approach: the source language is interpreted
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—

JOHN GIVE IX SOMETHING-ONE WOMAN BOOK

John gives a book to a woman over there .

¥ iy v

Semi-Automatic Annotation

ASLR-GLOSSES
ASLR-TRANSLATION:

JOHN, GIVE, IX, SOMETHING-ONE, ...

John gives a book to a woman ...

ASLR-HAND-POSITION: ~ BODY, RIGHT-FACE, FACE, ...

Figure 1: Complete system setup with an example sen-
tence: After automatically recognizing the input sign lan-
guage video, the translation module has to convert the inter-
mediate text format (glosses) into written text. Both system
outputs and features can be used to automatically generate
annotations.

as an encryption of the target language, and thus the trans-
lation algorithm is typically called a decoder. In practice,
statistical machine translation often outperforms rule-based
translation significantly on international translation chal-
lenges, given a sufficient amount of training data.

A statistical machine translation system presented in
(Dreuw et al., 2007b)) is used here to automatically trans-
fer the meaning of a source language sentence into a target
language sentence. Following the notation convention, we
denote the source language with J words as fi' = f1 ... fJ,
a target language sentence as e! = e ...e; and their cor-
respondence as the a-posteriori probability Pr(e!|f{). The
sentence é! that maximizes this probability is chosen as the
translation sentence as shown in Equation 2] The machine
translation system accounts for the different grammar and
vocabulary of sign language.

@

é1 = argmax {Pr(ef|f{)}
€1

= argmax {Pr(ef) - Pr(f{[e{)} 3)

For a complete overview of the translation system, see
(Mauser et al., 20006).

2.1.

The baseline system is extended by hand trajectory features
(Dreuw et al., 2007a)) being similar to the features presented
in (Vogler and Metaxas, 2001). Similar as presented in
(Bowden et al., 2004; |Yang et al., 2006), features such as
the relative position and pose of the body, the hands or the
head could be extracted. The proposed system can be easily
extended by other feature extraction methods which could

Body Part Descriptions
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Figure 2: Sample frames for pointing near and far used in
the translation.

extract further user specific metadata information for the
annotation files.

To enhance translation quality, we propose to use visual
features from the recognition process and include them into
the translation as an additional knowledge source.

2.2. Pronunciation Detection and Speaker
Identification

Given dialectal differences, signs with the same meaning
often differ significantly in their visual appearance and in
their duration. Each of those variants should have a unique
gloss annotation.

Speakers could e.g. be identified using state-of-the-art face
detection and identification algorithms
etal., 2007).

2.3. Sentence Boundary Detection and Word Spotting

Temporal segmentation of large sign language video
databases is essential for further processing, and is closely
related to sentence boundary detection in speech recogni-
tion (ASR) and tasks such as video shot boundary detection
(Quenot et al., 2003).

In addition to audio and video shot boundary detection,
which is usually done just at the signal level, we could
use the hand tracking information inside the virtual sign-
ing space from our sign language recognition framework to
search for sentence boundaries in the signed video streams
(e.g. usage of neutral signing space). Due to the different
grammar in sign language, a word spotting of e.g. ques-
tion markers (e.g. so called ONSET, OFFSET, HOLD or
PALM-UP signs (Dreuw et al., 2008))) could deliver good
indicators for possible sentence boundaries.

2.4. Language Models

Due to the simultaneous aspects of sign language, language
models based on the (main gloss) sign level versus inde-
pendent language models for each communication channel
(e.g. the hands, the face, or the body) can be easily gen-

erated using e.g. the SRILM toolkit (Stolcke, 2002) and

added as metadata information to the annotation files.

3. Automatically Annotating ELAN Files
With Metadata Information

The ELAN annotation softward!]is an annotation tool that
allows you to create, edit, visualize, and search annotations
for video and audio data, and is in particular designed for
the analysis of language, sign language, and gesture. Every
ELAN project consists of at least one media file with its
corresponding annotation file.

'http://www.lat-mpi.eu/tools/elan/
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Our proposed automatic annotation framework is able to:

e convert and extend existing ELAN XML annotation
files with additional metadata information

e automatically annotate new media files with glosses
(video-to-glosses), translations (glosses-to-text), and
metadata information from the automatic sign lan-
guage recognition framework

The richness of gloss annotation can be defined by differ-
ent user needs (e.g. sentence boundaries, word spotting,
main glosses, facial expressions, manual features, etc.) (c.f.
[Section 2)), and can depend on the confidence of the sign
language recognition or translation framework: the linguist
might search for a specific sign and would need high quality
annotations, whereas the computer scientist could only im-
port annotations with low confidences and erroneous recog-
nition or translation for a fast analysis and correction of the
automatically generated annotations in order to use them
for a supervised retraining of the system.

Currently our proposed framework converts a recognizer
output file with its corresponding word confidences gener-
ated by the sclite tool [|from the NIST Scoring Toolkit
(Fiscus, 2007) into a tab-delimited text file, which can be
imported by the recently released ELAN 3.4.0 software.
The file contains for each tier the begin, end, and duration
times of each annotation value.

4. Experimental Results

An independent multi-channel training and recognition will
allow automatic annotation of e.g. head and hands. The cur-
rent whole-word model approach only allows for complete
main gloss annotations. However, in another set of experi-
ments presented in (Dreuw et al., 2007b), for incorporation
of the tracking data, the tracking positions of the dominant-
hand were clustered and their mean calculated. Then, for
deictic signs, the nearest cluster according to the Euclidean
distance was added as additional word information for the
translation model. For a given word boundary, these spe-
cific feature informations can be added as an additional tier
and imported to the ELAN tool (see ASLR-HAND tiers in
[Figure 3)

For example, the sentence JOHN GIVE WOMAN IX
COAT might be translated into John gives the woman the
coat or John gives the woman over there the coat de-
pending on the nature of the pointing gesture IX (see
ASLR-TRANSLATION tier in[Figure 3)). This helped the
translation system to discriminate between deixis as dis-
tinctive article, locative or discourse entity reference func-
tion.

Preliminary results for statistical machine translation with
sign language recognizer enhanced annotation files have
been presented in (Dreuw et al., 2007bj; [Stein et al., 2007).
Using the additional metadata, the translation improved in
performance from 28.5% word-error-rate (WER) to 26.5%
and from 23.8% position-independent WER to 23.5%, and
shows the need for further metadata information in corpora
annotation files.

http://www.nist.gov/speech/tools/
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Preliminary annotation results for word boundaries, sen-
tence boundaries, and head/hand metadata information are
shown in Depending on a word confidence
threshold of the recognition system, the amount of auto-
matically added glosses can be controlled by the user (see
ASLR-GLOSSES and ASLR-CONF IDENCES tier in
[ure 3). This also enables to search for pronunciations (if
modeled as e.g. in (Dreuw et al., 2007a)). Furthermore
body part and spatial features as proposed in (Stokoe et
al., 1965; | Bowden et al., 2004) can be added as additional
information streams (see ASLR-HAND and ASLR-FACE

tiers in[Figure 3).

5. Summary & Conclusion

Here, we presented and proposed an automatic annota-
tion extension for the ELAN tool which can handle auto-
matically generated annotations and metadata information
from a continuous sign language recognition and transla-
tion framework.

Challenging will be multiple stream processing (i.e. an in-
dependent recognition of hands, faces, body, ...), pronun-
ciation detection, and speaker identification, as well as the
extraction of better visual features in order to improve the
quality of the automatically generated annotation files. It
will enable to automatically add rich annotations (e.g. head
expression/position/movement, hand shape/position/move-
ment, shoulders, eye brows/gaze/aperture, nose, mouse, or
cheeks) as already partly manually annotated in (Neidle,
2002 and 2007).

Interesting will be unsupervised training, which will im-
prove the recognition and translation performance of the
proposed systems. The implicitly generated ELAN annota-
tion files will allow for fast analysis and correction.

A helpful extension of the ELAN software would be an in-
tegrated video annotation library (e.g. simple box drawing
or pixel marking) which would allow to use ELAN as a
groundtruth annotation tool for many video processing task,
and would furthermore allow for a fast and semi-automatic
annotation and correction of sign language videos.
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Abstract

“Shifted referential space” (SRS) and “fixed referential space” (FRS) (Morgan 2005) are two major types of referential
space known to signed language researchers (see Perniss 2007 for a discussion of alternative labels used in the literature). An
example of SRS has the signer’s body representing an event participant. An example of FRS involves the use of “classifier
predicates” to demonstrate spatial relationships of entities within a situation being described. A number of challenges in
signed language text transcriptions identified in Morgan (2005) pertains to the use of SRS and FRS. As suggested in this
poster presentation, a step towards resolving some of these challenges involves greater explicitness in the description of the
conceptual make-up of SRS and FRS. Such explicitness is possible when more than just the signer’s body, hands, and space
are considered in the analysis. Dudis (2007) identifies the following as components within Real-Space (Liddell 1995) that
are used to depict events, settings and objects: the setting/empty physical space, the signer’s vantage point, the subject of
conception (or, the self), temporal progression, and the body and its partitionable zones. We considered these components in
a project designed to assist video coders to identify and annotate types of depiction in signed language texts. Our preliminary
finding is that if we also consider the conceptual compression of space—which results in a diagrammatic space (Emmorey
and Falgier 1999)—there are approximately fourteen types of depiction, excluding the more abstract ones, e.g. tokens
(Liddell 1995).

Included in this poster presentation is a prototype of a flowchart to be used by video coders as part of depiction
identification procedures. This flowchart is intended to reduce the effort of identifying depictions by creating binary (yes or
no) decisions for each step of the flowchart. The research team is currently using ELAN (EUDICO Linguistic Annotator,
www.lat-mpi.eu/tools/elan/) to code the depictions focusing on the relationship of genre and depiction type by looking at the
depictions’ length, frequency, and place of occurrence in 4 different genres: narrative of personal experience, academic,
poetry, conversation. We also have been mindful that a good transcription system should be accessible in an electronic form
and be searchable (Morgan 2005). In tiered transcription systems like ELAN the depiction annotation can simply be a tier of
its own when it is not the emphasis of the research, or it can occupy several tiers when it is the forefront. In linear ASCII-
style transcriptions the annotation can mark the type and beginning then end of the depiction. Our poster does not bring a
complete bank of suggested annotation symbols, but rather the idea that greater explicitness as to the type of depiction in
question may be beneficial to corpus work.

2. Types of Depiction

1. Introduction To our knowledge, in their examination of depiction,

This paper briefly describes a project aimed towards
development of procedures to identify and annotate
different ways users of any signed language create iconic
representations. One main issue in the transcription of
British Sign Language narratives identified by Morgan
(2005) is the need for an effective way to demonstrate not
only the interactions between what he calls Fixed
Referential Space (FRS) and Shifted Referential Space
(SRS), but also how linguistic items relate to them. We
are reasonably certain that many researchers of other
signed languages have similar concerns.

Our approach to this issue is based on Dudis’ (2007)
investigation of dynamic iconic representations, or what
he terms depiction. We first review how the recognition
of additional elements within the signer’s
conceptualization of her current environment as well as
certain cognitive abilities leads to greater precision in
describing the various types of depiction produced by
signers. We then briefly describe our ongoing attempts to
develop depiction identification procedures for purposes
of coding and analysis.
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most signed language researchers do not consider any
elements within the signer’s conceptualization of the
immediate environment other than the signer, the manual
articulators, and the surrounding space. Dudis (2007)
demonstrates that there are additional Real-Space
elements (Liddell 1995) that need to be recognized so as
to describe the different ways signers depict things,
settings, and events with greater precision. In all there are
approximately five Real-Space elements that typically
take part in depiction: the setting (or space), the vantage
point, temporality, the subject (or the self—note that this
does not refer to the clausal subject), and the body.
Cognitive abilities also play a role in depiction. The
cognitive ability underlying all instances of depiction is
conceptual blending (Fauconnier & Turner 2002); see
Liddell (2003) for demonstrations on how the conceptual
blending model is used to describe “life-sized” blends
(surrogates in Liddell’s terms), depicting blends, and
token blends. Depiction is the result of creating a network
of mental spaces, one of which is Real Space. Another
mental space in the network is one that has been built as
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discourse proceeds, and it contains elements that
correspond to Real-Space elements. The blending of these
counterpart elements create the iconic representations that
are of interest here, and the space in which they exist is
called the blend.

Depictions of someone doing any type of activity
involve the blending of several elements. The signer has
two options here. First, a life-size blend could be created,
one in which the Real-Space subject blends with the
individual of the event being depicted. Since individuals
exist in time and space, relevant counterpart elements also
are blended. This type of depiction, which appears to be
the SRS described by Morgan (2005), is represented by
Figure 1. The box is the [setting|, the shaded figure is the
|subject|, and the arrow represents |temporality]|.

Figure 1

Often it is possible for the signer to choose to create a
smaller-scaled depiction of the event. What contributes to
this possibility is the cognitive ability to compress the
setting of the depicted event onto a smaller portion of
space, one that is in front of the signer. Since the space
that takes part in the depiction does not include the space
currently occupied by the signer, she (the Real-Space
subject) is not part of the blend. This appears to be the
FRS described by Morgan (2005). Figure 2 is a
representation of this type of depiction. Since there is no
|subject|, the signer is represented as a “regular” figure.
The |setting| and [temporality| are represented by a smaller
box and arrow. The time of the event being depicted can
be compressed into a shorter span of “real time”, but so
far we see no compelling reason to include this
information in our annotations of depiction. Also, we
borrow the terms “viewer” and “diagrammatic” from
Emmorey and Falgier (1999) to describe the life-sized
versus compressed representations.

v

Figure 2

In the figure above we see that it is possible to select
some but not all of the Real-Space elements that can take
part in depiction. This appears to be what Fauconnier &
Turner (2002) call selective projection. Dudis (2007)
demonstrates that this cognitive ability contributes to the
variety of depiction types that can be observed in
everyday signed language discourse. As there is a
dependency of sorts that certain Real-Space elements have
on other elements, there appears to be a limited number of
depiction types that signers can produce. For example, the
subject must exist within a temporality and a setting, but
as we have seen in Figure 2, it is possible to describe an
event without creating a |subject| element.

Another cognitive ability that contributes to the variety
of depiction types is body partitioning (Dudis 2007). The
simultaneous activation of SRS and FRS depends on the
ability to partition the manual articulators so that they can
take part in the creation of representations distinct from
the |subject|. We have observed that there are
approximately four different types of depiction in which a
|subject| is present (six if one wishes to distinguish
between constructed dialogue and constructed action that
does not involve partitioning; Winston (1991) and
Metzger (1995) note that both appear to involve similar
strategies). It is possible to depict dialogue and manual
action with only the [subject| visible. It is also possible to
depict action from the perspective of a patient, e.g.
someone being punched, by partitioning off a manual
articulator while keeping the |subject| activated; this type
of depiction is represented in Figure 3. The manual
articulators can also be partitioned off to produce
simultaneous perspectives of the event being depicted.
This type of depiction (Figure 4) has a participant of the
depicted event represented using the Real-Space subject
and one (or both) of the manual articulators. This allows
the signer to depict, say, someone bumping into someone
else by creating a viewer blend to depict specific features
of only the patient while simultaneously creating a
diagrammatic blend to depict the bump itself. A different
type of depiction would be produced if the event is about
an experiencer rather than a patient, e.g. someone seeing
the bumping. Figure 5 represents this type of depiction.
The thought balloon represents the psychological (as
opposed to physical) experience one is having. Another
example of this type of depiction is the expression of
perceived motion (Valli and Lucas 2000). Morgan (2005)
describes the possibility of creating “overlapped
referential spaces” (p. 125), the co-activation of SRS and
FRS. It seems clear that this involves the partitioning of
the manual articulators.

Not all events involve an animate participant. It is
possible to create a viewer blend to depict unobserved
events such as a lightning hitting a tree in a forest.
Because there is no animate participant to represent, no
|subject| would be activated. Since this is a viewer blend,
the location of the signer necessarily participates in the
depiction. This location is the Real-Space vantage point.
There are many (virtually infinite) locations within the
setting of the event from which to view the event. One of
these are selected and blended with the Real-Space
vantage point, resulting in a blended |vantage point|.
Figure 6 represents this type of depiction, with the dotted
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figure representing the |[vantage point|. We have already
described above (Figure 2) another type of event
depiction that does not have a [subject|. Because this
involves a diagrammatic blend, the Real-Space vantage
point is not integrated into the blend. However, this
element is of course essential to the creation and
development of the diagrammatic blend. After all, it is the
limited portion of the space in front of the signer where
the depiction takes place. We have also considered the
ability to conceive of events apart from any specific
setting in which they occur. However, as suggested by
Langacker (1991), there is a dependency events have:
they necessarily take place within a setting. While we
were able to come up with expressions in which events
are depicted without reference to specific settings, we
have not determined whether it was useful to make a
distinction between event depictions involving specific
settings and those involving schematic settings. Also yet
to be determined is the usefulness of identifying event
depictions involving the cognitive ability of expansion, as
opposed to compression. We can see this in the depiction
of events occurring at, say, a subatomic level.

The rest of the types of depiction that we are currently
concerned with here are setting depictions. They are non-
temporal counterparts to the non-subject event depiction
types just mentioned. A viewer blend can be created to
depict where objects are located within a setting—say a
light fixture in a kitchen. A diagrammatic blend can be
created to depict the location of furniture within a room.
Features of an object can be depicted apart from a specific
setting. For example, the legs of an intricately carved
wooden chair can be depicted in front of the signer rather
than closer to the floor. Smaller objects can be expanded
in size for more efficient depiction.

Classifier predicates (or what Liddell 2003 calls
“depicting verbs”) are a staple of depictions of objects,
settings, and events. A discussion of how they relate to
the types of depiction just described is not possible here,
but suffice it to say that we view them (or their
components) as being types of depiction themselves. For
example, a verb that depicts a punch being thrown could
be (but not always) considered to be an instance of a
depiction involving a |subject|.

3. Depiction Identification and
Annotation Procedures

One of our project’s aims is to develop depiction
identification and annotation procedures to assist video
coders in their work. Among the introductory materials
currently being developed, we are completing a flowchart
of the types of depictions described in Section 2. The
flowchart includes yes-no questions that eventually lead
to coding instructions. For example, at one point in the
flowchart the coder is asked whether there are two distinct
visible entities that are life-sized (an example of this
depiction is one that describes the event from the patient’s
viewpoint). If the brief description fits the type of
depiction observed, then the coder is shown an illustration
similar to those in the above section and is instructed to
use a particular code. If the description does not fit, then
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the coder is instructed to move on to the next description.
The flowchart has three major sections: depictions
involving [subjects|, event depictions without |subject|, and
setting depictions. In all there are between 8 to 14 types of
depiction that we are currently interested at this stage of
the project.

We use ELAN to annotate depiction observed in video
texts. We currently are working with two tiers. One tier
will be used to annotate instances of |subject| blends.
Different types of |subject| blends will have their own
code, and we are also determining a convenient way to
identify blends that have been reactivated rather than
created anew, as has been observed in narratives where an
event is depicted from the viewpoints of multiple event
participants. Another tier will be used to annotate
instances of event depictions without a |subject| and of
setting depictions. There are two reasons for having these
two tiers. First, there are types of depictions that appear to
be possible only when a |subject| is activated, e.g. those
depicting dialogue and perception. The second reason is
more well-known and has been documented in Morgan
(2005) and elsewhere: signers often “move” between
spaces. One of the things that might happen here, as
described from a conceptual blending viewpoint, is that
the depiction effectively becomes a setting depiction when
the signer stops depicting the event to add information via
linguistic items, e.g. nouns, that do not depict anything.

Future work will examine other types of depiction,
including tokens, depictions that employ metaphor, and
tokens, leading towards a more complete typology of
depiction. While we begin with the analysis of depiction
in simple narratives and related genres, we will eventually
work with discourse in other settings. Testing depiction
identification procedures in the coding of signed language
discourse in academic settings, etc., are likely to reveal
issues requiring the revision or refinement of these
procedures. We also plan to ensure coder validity of the
identification procedures. Ultimately, we hope that these
procedures can be used to identify all types of depiction
observed to occur any signed language discourse.
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Abstract

This paper presents the design and development of a representative language corpus for the Greek Sign Language (GSL). Focus is put
on the annotation methodology adopted to provide for linguistic information and annotated corpus maintenance and exploitation for
the extraction of a linguistic model intended to support both sign language recognition and creation of educational content.

1. Introduction

The Greek Sign Language (GSL) has developed as a
minority non-written language system -in a
socio-linguistic environment similar to those holding for
most other known sign languages- used as the mother
language of the Greek deaf community.

Video recordings of GSL have been produced for various
reasons but, the development of the Greek Sign Language
Corpus (GSLC) is the first systematic attempt to create a
re-usable electronic language corpus organised and
annotated according to principles deriving from
requirements put by specific application demands
(Mikros, 2004). The GSLC is being developed in the
framework of the national project DIANOEMA (GSRT,
M3.3, id 35) that aims at optical analysis and recognition
of both static and dynamic signs, incorporating a GSL
linguistic model for controlling robot motion. Linguistic
analysis is a sufficient component for the development of
NLP tools that, in the case of sign languages, support deaf
accessibility to IT content and services. To effectively
support this kind of language intensive operations,
linguistic analysis has to derive from safe language data
-defined as data commonly accepted by a specific
language community- and also provide for an amount of
linguistic phenomena, which allow for an adequate
description of the language structure. The GSLC
annotation features have been, however, broadly defined
to serve multipurpose exploitation of the annotated part of
the corpus. Different instantiation of corpus reusability
are provided by measurements and data retrieval, which
serve various NLP applications along with creation of
educational content.

2. Development and maintenance of GSLC

2.1 Corpus development

A definition of corpus provided by Sinclair (1996) in the
framework of the EAGLES
(http://www.ilc.cnr.it/EAGLES) project, runs as follows:
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“A corpus is a collection of pieces of language that are
selected and ordered according to explicit linguistic
criteria in order to be used as a sample of the language”.
Furthermore, the definition of computer corpus in the
same document crucially states that: “A computer corpus
is a corpus which is encoded in a standardised and
homogenous way for open-ended retrieval tasks...”.

Here we will use the term corpus as always referring to an
electronic collection of pieces of language, also adopting
the classification by Atkins et al. (1991), which
differentiates corpus from a generic library of electronic
texts as a well defined subset that is designed following
specific requirements to serve specific purposes. Among
the most prominent purposes for which oral language
(written) electronic corpora are created, lies the demand
for knowledge management either in the form of
information retrieval or in the form of automatic
categorisation and text dispatching according to thematic
category. Electronic corpora differentiate as to intended
use and the design requirements that they fulfil.

The design of GSLC content has been led by the demand
to support sign language recognition as well as theoretical
linguistic analysis. In this respect, its content organisation
makes a distinction between three parts on the basis of the
utterance categories to be covered.

The first part comprises a list of lemmata which are
representative of the use of handshapes as a primary sign
formation component. This part of the corpus is
developed on the basis of measurements of handshape
frequency of use in sign morpheme formation, but it has
also taken into account the complete set of sign formation
parameters. In this sense, in order to provide data for all
sign articulation features of GSL, the corpus also includes
characteristic lemmata with respect to all manual and
non-manual features of the language.

The second part of GSLC is composed of sets of
controlled utterances, which form paradigms capable to
expose the mechanisms GSL uses to express specific core
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grammar phenomena. The grammar coverage that
corresponds to this part of the corpus is representative
enough to allow for a formal description of the main
structural-semantic mechanisms of the language.

The third part of GSLC contains free narration sequences,
which are intended to provide data of spontaneous
language production that may support theoretical
linguistic analysis of the language and can also be used for
machine learning purposes as regards sign recognition.

All parts of the corpus have been performed by native
signers under controlled conditions that guarantee
absence of language interference from the part of the
spoken language of the signers’” environment
(DIANOEMA Project, 2006a; 2006b), whereas quality
control mechanisms have been applied to ensure data
integrity.

2.2 Content selection

The initial target of sign recognition imposed the demand
for the collection of lists containing representative
lemmata, capable to exhibit the articulation mechanisms
of the language. These lists may provide a reliable test bed
for initial recognition of single articulation units.
Lemmata lists comprising the first part of the GSLC
involve two categories, (i) commands related to robot
motion control and (ii) simple and complex sign
morphemes, representative of the basic vocabulary of
GSL.

Morpheme selection was based on the minimum
requirement of handshape frequency of occurrence, that
imposed use of at least the 15 most frequent handshapes,
which are responsible for the formation of a 77% of the
whole amount of lemmata met in the environment of
primary school education (unpublished measurement, V.
Kourbetis: personal communication). Both categories
contained simple and complex signs, taking into account
the use of either one, or two hand formations. Except for
handshapes, all other articulation parameters have been
taken into account in lemma content design. These
parameters include the sets of manual and non-manual
features of sign formation and involve location, palm
orientation, movement of the hand as well as facial
expressions and head and body movement (Stokoe, 1978).

Internal organisation of lemmata lists includes
categorisation according to motion commands, location
indicators, number formation, finger spelling, temporal
indicators, various word families, GSL specific complex
sign roots and the standard signing predicate categories.

The video-corpus contains parts of free signing narration,
as well as a considerable amount of elicitated grouped
signed phrases and sentence level utterances, reflecting
those grammar phenomena of GSL that are representative
for the structural organisation of the language. Theoretical
linguistic analysis of such data allows for extraction of
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safe assumptions as regards the rule system of the
language and also provides a safe ground for the use of
phrase level annotation symbols.

When structuring the phenomena list that are represented
by controlled sentence groups in the video-corpus, a
number of GSL specific linguistic parameters were taken
into account, with the target to capture the main
multi-layer articulatory mechanisms the language uses to
produce phrase/sentence level linguistic messages, along
with distribution within utterances of a significant number
of semantic markers for the expression of quantity, quality
and schema related characteristics. The two parts of the
video-corpus (free narration and controlled sentences per
grammar phenomenon) function complementarily as
regards the target of rule extraction for annotation
purposes and machine learning for sign recognition.

The phenomena for which GSLC provides extensive
paradigms (Efthimiou, Fotinea & Sapountzaki, 2006)
include the GSL tense system with emphasis on major
temporal differentiations as regards present, past and
future actions in combination with various aspectual
parameters, multi-layer mechanisms of phrase enrichment
for the expression of various adverbial values in phrase or
sentence level, the use of classifiers, affirmation with all
types of GSL predicates, formations of negation, WH-
and Yes/No question formation, various control
phenomena and referential index assignment.

In order to receive unbiased data, a strict procedural rule
was to avoid any hint to natural signers as to preference in
respect to sentence constituents ordering. In cases of
deviation from neutral formations as when expressing
emphasis, instructions to informants focused on the
semantic dimension of the tested sentence constituent,
rather than on possible structural arrangements of the
relevant utterances. Furthermore, with the general aim to
eliminate external destructions (such as environment
language interference), the use of written Greek was
excluded from communication with the natural signers.

2.3 Evaluation of the video-corpus

In order to ensure prosodic and expressive multiplicity, it
has been decided to use at least 4 signers for the
production of GSLC in all three parts of the corpus
content. The selection of natural signers has been based
on theoretical linguistics criteria related to mother
language acquisition conditions (White, 1980;.Mayberry,
1993. Signers chosen to participate in GSLC production
should, hence, be deaf or bilingual hearing natural GSL
signers, raised in an environment of deaf natural signers.
This selection criterion strictly excludes the use of deaf
signers that are not natural GSL signers, in order to ensure
the highest degree of linguistic integrity of the data, and,
at the same time, eliminate —if not completely make
vanish of— the language interference effects from Greek to
GSL throughout the development of the video-corpus.
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Upon completion of the GSLC video recording,
uninformal quality control procedures have been followed
targeting at high degrees of acceptance of the
video-recorded signing material. Each part of the
video-corpus had to be evaluated by natural signers, on
the basis of peer review, with respect to intelligibility of
the linguistic message. In case a video segment was
judged poorly, the segment had to be re-collected and
re-evaluated, hence, ensuring that only highly judged
video segments are included in the GSLC.

3. Corpus annotation

3.1 Morpheme level annotation

. Technological limitations regarding annotation tools
often impeded the use of data synchronised with video.
The situation has slowly started to change as, at an
experimental level, open tools have been started to
develop to suit the needs of sign language annotation.

Research  projects, as the European ECHO
(http://www.nmis.isti.cnr.it/echo) (2000-2004) and the
American SignStream

(http://www.bu.edu/asllrp/SignStream/) of the National
Center for Sign Language and Gestures Resources
(Boston University, 1999-2002) (Neidle, 2002) produced
video-corpora that complied to a common set of
requirements and conventions. Tools such as the iLex
(Hanke, 2002) attempt to solve issues related to
convention integrity of data, arising from the lack of a
writing system which follows orthographic rules. In the
same context, the Nijmegen Metadata Workshop 2003 (3.
Crasborn, & Hanke, 2003) proposed a common set of
metadata for use by sign language video-corpora.

The definition of annotation features assigned to a given
signing string, reflects the extent of the desired
description of grammatical characteristics allotted to the
3-dimensional representation of the linguistic message.
Basic annotation fields of GSLC involve glosses for
Greek and English, phrase and sentence boundaries,
dominant and non-dominant hand information, eye-gaze,
head and body movement and facial expression
information, as well as grammar information such as tags
on signs and grammar phenomenon description to
facilitate data retrieval for linguistic analysis.

Starting from the need for theoretical linguistic analysis of
minimal grammatically meaningful sign units, as well as
the description of articulation synthesis of basic signs, the
term sign morpheme has been adopted to indicate the
level of grammatical analysis of all simple sign lemmata.

For the annotation of the video-corpus at the morpheme
level, the basic phonological components of sign
articulation, for both manual and non-manual features,
have been marked on a set of representative simple
morphemes and complex signs. For the representation of
the phonological characteristics of the basic morphemes
the HamNoSys (Hamburg Sign Language Notation
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System, http://www.sign-lang.uni-hamburg.de/projects/
HamNoSys.html) annotation system is used (Prillwitz et
al., 1989)

The characteristics of sign articulation are (sometimes
dramatically) modified when moving from lemma list
signing to phrase construction, where prosodic parameters
and various grammar/agreement markers (i.e. two-hands
plural) impose rendering of lemma formation, subject to
phrase articulation conditions. Hence, recognition
systems have to be taught to correctly identify the
semantics of lemmata incorporated in phrase formations.
Furthermore, accurate morpheme level annotations serve
sign synthesis systems that have to produce utterances
with the highest possible level of naturalness.

3.2 Sentence level annotation

Fully aligned with the phenomena list composing the
controlled sentence groups of GSLC content, phrase level
annotation focuses on coding the basic mechanisms of
multi-layer articulation of the sign linguistic message and
distribution of the most important semantic markers for
the indication of qualitative, quantitative and schematic
values. Both multi-layer articulation and semantic deixis
are major characteristics of sign phrase articulation,
whereas in the context of free narration, one major
demand is the correct assignment of phrase boundaries.

Some of the most representative phrase level phenomena
of GSL concern multi-layer articulation over one
temporal unit that results in modification of the basic
components of the sign phrase (Efthimiou, Fotinea &
Sapountzaki, 2006 ). In the context of a nominal phrase,
this is related to i.e. adjectival modification. The same
holds for the articulation of predicative and nominal
formations, which incorporate classifiers, or when
providing tense indicators. A different type of phrasal
annotation is adopted to indicate topicalisation of a phrase,
irrespective of its grammatical category.

Sentence level annotation aims at providing for reliable
extraction of sentence level structure rules, incorporating
basic multi-layer prosodic articulation mechanisms,
question formation and scope of quantification and
negation.

For the safe use of GSLC, a subset of sentences, which are
representative for all phenomena contained in the corpus,
have been manually annotated. In free narration parts,
sign utterance boundaries are manually marked according
to generally accepted temporal criteria (segmentation
boundary is set at the frame where the handshape changes
from the last morpheme of the current signing string to the
first morpheme of the next) and according to annotators’
language feeling.
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Figure 1: Annotation and retrieval of WH-question data in GSL.

The chosen annotation system is ELAN (Eudico
Linguistic Annotator) the key characteristics of which are
in a nutshell summarised next. ELAN (version 2.6) is an
annotation tool that allows creation, editing, visualisation
and retrieval of annotations for video and audio data,
aiming at providing a sound technological basis for the
annotation and exploitation of multi-media recordings.
Figure 1 provides an instantiation of the GSLC annotation
and retrieval procedure.

3.3 Evaluation of the annotated corpus

Assignment of annotations to GSLC involves two expert
GSL annotators with expertise in sign language linguistics
and sign language technological issues.

Annotation quality control is based on peer-review with
annotation control on sample video-corpus parts, on a
mutual basis by the expert annotators. Additionally, one
external GSL expert annotator executes peer sample
quality control on the whole annotated video-corpus. The
parts of the annotated video-corpus for which conflicting
evaluation reports are provided, are discussed among the
three evaluators resulting in a commonly approved
annotation string that is finally taken into account.

4. Exploitation of the annotated corpus

4.1 Extraction of measurements for

recognition

In the context of DIANOEMA project, a linguistic model
had to be extracted from GSLC, aiming to enhance
recognition results as regards possible ambiguity or
misclassified components. The linguistic model was the
result of various measurements and of those parameters
which formulate them as, for example, the total duration
of annotated video with signing data, the set of annotation

sign
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tiers, the number of lemmata which have been assigned
some feature, or the set of features been assigned.

The phenomena of interest were identified and various
retrieval procedures were applied in the annotated corpus
in order to collect a representative sample of their
instantiations. Measurements of occurrences of the
different instantiations of a phenomenon allowed for
mapping conditions, which rule its different realizations.
As a consequence, it was possible to evaluate most
productive mechanisms of utterance and incorporate them
to the linguistic model intended to perform smoothing of
the recognition outcome.

The various retrieval operations performed on the total
duration of the annotated corpus, took into account the
whole set of annotation parameters (27 ELAN tiers) and
assigned features. Files of occurrences of phenomena
were created which often provided a demonstration of
their realization, significantly deviating from commonly
accepted options, the latter usually based on a limited set
of data. Valuable use demonstrations were provided for
phenomena such as the use of pronominal indices,
negation, question and plural formation.

An example of how the linguistic model was constructed,
is provided by the measurements output, which defined
the options for plural formation in GSL. The vast majority
of plural signs made use of classifiers to indicate plurality.
The next most common option was to exploit location
indices, where two-handed plural and repetition for plural
formation (appreciated among the standard rule options)
were left far beyond the top, followed only by the very
rare occurrences of numeral and index based plural
formations.
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(a)2

(b)2

Figure 2: Icon driven classifier productions of GSL: (a) dolphin swimming (1), dolphin lying on flat surface (2);
(b) spoons in a row (1), stacked spoons (2).

4.2 Linguistic model for GSL classifiers

A specific part of the elicitated corpus was devoted to the
use of classifiers in GSL. In order to drive the informants
to use a wide range of classifiers, different sets of stimuli
were organised so as to cover the range of semantic
properties assigned to base signs by use of appropriate
classifiers. Elicitation focused on quantity, quality and
spatial properties. The means to derive linguistic data
were appropriate sets of icons, free discussion and story
telling stimulated by film display.

The so derived data have been classified according to
semantic indicator and are further elaborated in order to
be incorporated in an educational environment as GSL
grammar content. In Figure 2 it is demonstrated how icon
driven classifier productions were derived. Example (a)
demonstrates the use of flat B classifier to indicate the
surface onto which a dolphin lies (2) opposite to the use of
the sign for dolphin in the default case (1). Example (b)
arranges spoons in a row repeatedly locating the
handshape for spoon in the signing space (1), while in (2)
a stack of spoons is indicated by a two hand formation of
the flat B classifier.

5. Concluding remarks

The current state-of-the-art on technological advances
and the open scientific issues related to sign language
technologies have brought about the significance of
annotated corpora for decoding the various aspects of sign
language articulation message.

An appropriately annotated sign language corpus may
provide a re-usable source of linguistic data to be
exploited in the environment of sign language
technologies but also in diverse situations as
incorporation of SLs in various Natural Language
Processing (NLP) environments or the creation of
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language teaching educational content. In this sense, an
annotated corpus is essential to the development of sign
recognition systems and also to the creation of adequate
language resources such as lexical databases and
electronic grammars needed in the context i.e. of Machine
Translation. Language resources being equally crucial for
the development of sign synthesis machines and
conversion tools from spoken to sign language that often
drive sign synthesis machines, underline the usability of a
corpus which supports extraction of both reliable
measurements and linguistic data.

GSLC design and implementation have equally focused
on sign recognition support and on the extraction of a
linguistic model for GSL. GSLC extensibility is
intrinsically foreseen as regards both its content and
adopted annotation features. This allows for corpus
re-usability in linguistic research and sign language
technology applications.
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Abstract

This paper presents iLex, a software tool targeted at both corpus linguistics and lexicography. It is now a shared belief in the LR
community that lexicographic work on any language should be based on a corpus. Conversely, lemmatisation of a sign language
corpus requires a lexicon to be built up in parallel. We introduce the basic concepts for transcription work in iLex, especially the

interplay between transcripts and the lexicon.

1.

For empirical sign language research, the availability of
Language Resources, their quality as well as the
efficiency of software tools to create new resources is a
pressing demand. The software solution ilLex is our
approach to meet these requirements at least to a certain
extent: It is a database system to make existing resources
available, and it is a tool to create new resources and to
manage their quality.

Language resources for sign languages are special
insofar as there is no established writing system for any
sign language in the world. Notation systems can only
partially fill this gap, and their most important drawback
is the effort needed to describe signed utterances in
enough detail that would allow the researcher to do
without going back to the original data. In the early
1990ies, syncWRITER (Hanke & Prillwitz, 1995; Hanke,
2001) was our first attempt for a transcription tool that
not only allowed the user to link digital video sequences
to specific parts of the transcription, but also allowed the
video to become the skeleton of the transcription. The
drawback of that solution was that it was mainly targeted
towards the presentation of the transcriptions in a
graphically appealing way, but was not equally well
equipped for any discourse-analytic or lexicographic
purpose.

In the context of a series of special terminology
dictionaries, we therefore developed an independent tool,
GlossLexer (Hanke et al., 2001), concentrating on the
development and production of sign language
dictionaries, both in print and as multimedia hypertexts,
derived from transcriptions of elicited sign language
utterances. At the heart of this tool was a lexical database,
growing with the transcriptions. This tool, however, was
not suitable to adequately describe really complex signed
utterances, as it reduced them to sequences of lexical
entities as suitable only in a purely lexicographic
approach.

iLex (short for “integrated lexicon”, cf. Hanke, 2002b)

Background
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now combines the two approaches: It is a transcription
database for sign language in all its complexity
combined with a lexical database. In iLex, transcriptions
do not consist of sequences of glosses typed in and
time-aligned to the video. Instead, transcriptions consist
of tokens, i.e. exemplars of occurrences of types (signs)
referencing their respective types. This has immediate
relevance for the lemmatisation process. Due to the lack
of a writing system, this is not a relatively
straightforward process as for spoken languages with a
written form featuring an orthography, but requires the
transcriber’s full attention in type-token matching.

By providing tool support for this process, iLex enables
larger and multi-person projects to create transcriptions
with quality measures including intra-transcriber and
inter-transcriber consistency.

For a research institute as a whole, the central multi-user
database approach means that all data are available at
well-defined places, avoiding data loss often occurring in
a document-centric approach as researchers and students
leave and enabling an effective data archiving strategy.
Finally, combining data from several projects often is the
key to achieve the “critical mass” for LR-specific
research.

At the IDGS in Hamburg, iLex today is not only used in
discourse analysis and lexicography, but a number of
applied areas draw from the data collected and contribute
themselves: The avatar projects ViSiCAST and eSIGN
allow transcripts from the database to be played back by
virtual signers (Hanke, 2002a; Hanke, 2004a); in
computer-assisted language learning for sign languages,
authoring tools can directly import iLex transcripts
(Hanke, 2006).

2. Flow of Time

iLex features a horizontal view of transcript data familiar
to those using any other transcription environment: Time
flows from left to right, and the length of a tag is
proportional to its duration.



3rd Workshop on the Representation and Processing of Sign Languages

This view is complemented by a vertical view, where
time flows from top to bottom. Each smallest interval of
interest here occupies one row, irrespective of its length.
A tag spans one or more such intervals. Unless it is
partially overlapping with other tags, the tag is identical
to one interval. The focus here is on interesting parts of
the transcription, not on the flow of time. If the
transcriber detects that two events are not fully
cotemporal, but that one starts slightly after the other, for
example, the time interval that the two tags have shared
so far is split at the point of time where the second event
really starts, and the second tag’s starting point is moved
down one line. This procedure ensures that slightly
deviating interval boundaries are possible, but only as a
result of a deliberate action by the user.
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Which of these two views is used is determined by the
current task, but also the user’s preference. In any case,
switching to the other view sheds new light on the
transcription and thereby helps to spot errors.

3. A Data Model for Transcripts

Despite the fact that iLex is the only transcription tool
used in sign language research with a database instead of
a document-centric approach, the data model for
transcripts is more or less shared with other tools':
Transcripts are linked to a video” and have any number
of tiers; a tier contains tags that are time-aligned to the
video. Tier-to-tier relations define restrictions on the
alignment of tags with respect to tags in superordinate
tiers. However, iLex goes beyond this by introducing

! As the other systems, iLex’s data model can be considered an
implementation of the annotation model developed by Bird and
Liberman (2001).

2ilex transcripts can link to only one “movie”. This is no
restriction, as iLex works well with movies containing more
than one video track. At any point of time, the user can choose
to hide tracks s/he is not currently interested in, e.g. close-up
views that will only be used in mouthing or facial movements
analysis.
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different kinds of tiers. The most important kinds are:

*  Token tiers contain tokens as tags, i.e. they describe
individual occurrences of signs and as such are the
most important part of a transcription. iLex allows
double-handed and two-handed tokens, or partially
overlapping one-handed tokens, but always ensures
that the tokens at any point of time do not describe
more than two hands per informant.

* In elicitation settings, answer tiers group tokens that
are signed in response to a specific elicitation,
describing the elicitation by referring to a picture,
movie segment or text.

* Tags in phrase structure tiers group tokens into
constituents or multi-sign expressions.

* Tags in fext tiers simply have text labels. This is the
kind of tags found in most other transcription
environments. ilLex allows the user to assign
vocabularies to tiers, so that tags can be chosen from
pre-defined  lists of  values.  User-defined
vocabularies can be open or closed, but iLex also
offers a number of built-in vocabularies with special
editors, e.g. in order to tag mouth gestures.
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* Tags in numerical data tiers can be linked to
horizontal and vertical coordinates in the movie
frame. Thus, the user can enter data for these tags by
clicking into the movie frame, e.g. to track the
position of the eye or to measure distances. Tags
could also be automatically created by external
image processing routines indicating e.g. a
likelihood for certain types of events, as a first step
to semi-automatic annotation.

e Tags in value (computed) tiers are automatically
inserted by the system as the user enters data into
other tiers. E.g. a tier can be set up to show the
citation form of the types referenced by tokens in
another tier, in our case by means of a HamNoSys
notation (Hanke, 2004b).

As with most database entities in ilLex, the user can

easily add metadata to transcripts, tiers, and tags. These

may be ad-hoc comments, markers for later review,

judgements, or structured data as defined by the IMDI

metadata set or its extension for sign language

transcription (cf. Crasborn & Hanke, 2003).

®
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4. Lemmatisation

Type-token matching is at the heart of transcribing with
iLex, and iLex supports the user in this task. The user
can identify candidates for the type to be related to a
token by (partial) glosses, (partial) form descriptions in
HamNoSys or meaning attributions. The search can be
narrowed down by browsing through the types found,
comparing tokens already assigned to a type with the
token in question. By using alternatives such as browsing
tokens or stills, an active competence in HamNoSys (or
another notation system used in iLex instead) is not
necessary.

006 Still Representations
Alle ] :]

Q- FRAU

21 Entries

—

Once the right type has been identified, it can easily be
dragged into the transcript to establish the token. This
procedure avoids simple errors such as typos, and allows
for easy repairs. If it is later decided that a type needs to
be split into several as form variation seems not to be
free, tokens can be reviewed and reassigned (i.e. dragged
into the new type) as necessary.

In the token, iLex used to provide a text to describe how
the actual instance of the sign deviated from the citation
form. The latest version categorises modifications in
order to further reduce inconsistent labelling in this part
as well.

5. Importing Data from other

Transcription Systems

Importing transcripts from other sources, such as ELAN,
syncWRITER or SignStream documents (cf. Crasborn et
al., 2004; Neidle, 2001), is done by a simple menu
command. The results of this import process, however,
are transcripts with only text tiers, and a second step is
necessary to convert the text tiers describing tokens (in
most cases by means of glosses) to real token tiers. iLex
supports this process by learning a source-specific
mapping table from external glosses to types and
modifications in iLex. As inconsistencies may occur in
the imported data if lemmatisation was not done rigidly,
the transcriber’s attention is required. More than one
name for a single type is easily dealt with in the mapping
mechanism. Different types under the same gloss label,
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on the other hand, require close inspection of each token
assigned.

6. Dictionary Production

In the case of our special terminology dictionaries (cf.
Konig et al., this volume), all of the data needed to
produce the dictionary are stored in the database as the
results of the transcription process or later analysis steps.
This allows automatic production of a dictionary within
reasonable time. For that, we use Perl as a scripting
language linking the database with Adobe Indesign for
layouting the print product and an HTML template
toolkit to produce web applications. By just changing the
templates (or adding another set), we can completely
change the appearance of the dictionary and reproduce
print and online versions within hours. Currently, we are
developing another set of templates to optimise HTML
output for iPhone/iPod touch devices that promise to
become an ideal delivery platform for our dictionaries.

7. Collaborative Approach

Using a central database for all people working in a
project or even several projects at one institution not
only serves data sustainability, but also allows for
cooperative work. First and foremost, each transcriber
contributes to the pool of types as well as tokens for each
type making type-token matching easier or at least better
informed. Other data, such as project-specific data views
or filters, are easily shared between users. The results of
introspection can quickly be made available to other
users by using a webcam. Integration of camera support
into the program allows sharing signed samples without
the need to care about technical aspects such as video
compression; appropriate metadata for the new video
material is automatically added to the database.

The newest version of ilLex takes a first step in
supporting Web 2.0 technologies for collaboration: All
data can be referenced by URLs. By simply dragging
data from an iLex window into a Wiki or Blog, the URL
is inserted and anyone with access to the iLex database
can view the data talked about in a discussion by simply
clicking onto the URL.

The “disadvantage” of collaboration of course is the need
to agree on certain transcription conventions. While
many aspects of the transcription process can be
individualised, other data, such as the types inventory,
need to be accessed by all users, and therefore need to be
understood by all users; extensions need to be made in a
consistent manner. Experience shows that a couple of
meetings with all transcribers are needed if a new project
is set up to work with the pool, especially if the new
project’s target differ significantly from what the other
projects do.

8. Technical Background

The name iLex stands for the transcription database as
well as the front-end application used to access it.

The database normally resides on a dedicated or virtual
database server. As the SQL database engine, we have
chosen PostgreSQL, an open-source database server
system that can be installed on a wide variety of
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platforms.” It is rock-solid and has well-defined security
mechanisms built in, it is well supported by an active
user community, and features a couple of
implementation aspects that are advantageous in our
context, such as server-side inclusion of scripting
languages including Perl.

Movies, stills and illustrations are not stored in the
database, but only references to them. They can either
reside on the users’ computer or on a central file server.
With video archives becoming rather large over time, of
course only the second solution is viable in the long run.*
This hybrid storage concept also allows users to work
from home: Access to the database is low-bandwidth and
therefore can be secured with a virtual private network
approach, whereas the user can locally access the video
currently in work without a performance hit. Tokens
from other videos not available on the local computer
then come over the network, but usually are that short
that even slower connections should be fine.

The front-end software is available free of charge for
MacOS X as well as Windows XP (with a couple
features only available for MacOS), with German and
English as user interface languages. (Localisation to
other languages is easily possible.) Upon request, source
code for the front end is also available except for a
couple of functions where we decided to use commercial
plug-ins instead of implementing the services ourselves.
For single-user applications, the server and the client can
be installed on the same machine, even on a laptop.
However, unless that machine has plenty of RAM, page
swapping will reduce the processing speed compared to a
standard server-client scenario.

3 At the IDGS, we currently use a dedicated four-cores Mac Pro
with 6 GBytes of memory and a mirrored harddisk. At some
times, as many as 20 persons access the server without any
experiencing any performance reductions.

* At the IDGS, we use a dedicated MacOS X Server file server
with a storage area network (current size: 8 TB). We have
experimented with video streaming servers before, but found
that users rarely view more than a couple of seconds of a movie
at once. In this situation, the negotiation overhead associated
with streaming costs more than the streaming itself saves.
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Abstract

Corpus projects require logistic, technical and personal expertise and most importantly a conventionalized annotation system.
Independently of its size, each project should use similar technical methods and annotation conventions for comparative reasons. To
further enhance a unified conventionalization of sign language annotation, this paper addresses problems with ELAN annotation and
the ECHO transcription conventions, shows imprecise usage examples and focuses on possible solutions. While building a corpus for
a cross-linguistic sign language project in Germany, Ireland, and the Netherlands, various issues arose that ask for clarification. An
appropriate time span annotation of signs is discussed as well as the need for a clear distinction of separate tiers. I will give
transcription proposals for pointing/indexical signs and so called poly-componential or classifier constructions. Annotation should be
as a-theoretical as possible without losing descriptive accuracy. In addition, I argue for a meticulous annotation of the eye gaze tier, as
this is necessary for an adequate prosodic analysis. Finally the paper will show the usefulness of an additional tier to specify
non-manuals that are concerned with adverbial, attitudinal and expressive facial expressions. The paper contributes to the important
process of conventionalizing linguistic sign language annotation and the coding of signed video data.

1. Introduction

Large corpus projects with sign language data have
recently received special attention. Sign languages are
particularly endangered languages, as the social and
cultural situation with regard to language acquisition and
medical issues is a complex matter. In addition, linguistic
research on languages in the visual-gestural modality and
also cross-linguistic studies of sign languages world-wide,
can give remarkable insights in the nature of language and
cognition in general. Therefore, the documentation and
preservation of signed data, either natural or elicited, is of
enormous importance. However, relatively small corpus
projects that investigate specific research issues and rely
on a definite set of data can also be an invaluable
contribution to linguistic sign language research. All these
projects have to transcribe the video data and break down
the visual signing stream into units that are evaluable and
therefore available for analysis. This should be done in a
comparable way for all sign languages and all projects.
Sign language annotation conventions have not yet been
uniformly developed on an international level, let alone
been conventionalized for a European community. In an
attempt to unify annotation conventions for sign
languages the paper contributes to an ongoing
standardization process and builds upon the ECHO
annotation conventions, which proofed to be well selected
and highly sophisticated. These conventions evolved
from the ‘Case Study 4: sign languages’ project, which is
part of ECHO (European Cultural Heritage Online)' and
since then became more and more established.

This paper elaborates on possible solutions for technical
sign annotation and specifically looks at problematic
cases of certain sign language constructions that

! See http://echo.mpiwg-berlin.mpg.de for more information
about the ECHO project in general.
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challenge an a-theoretical and cross-linguistic annotation
of video data. To guarantee a most effective usage of
search tools across various corpora a number of
regulations and standards should be maintained and
followed consistently.

The paper intends to stipulate clearly how to annotate
specific aspects of signing and how to clarify some vague
and problematic cases, constructions and components. In
chapter 2 I will give some short introductory remarks
about the project, the participants and the technical
methodology. The following section (chapter 3)
summarizes some important aspects of the annotation tool
that is used and lists examples from the ECHO annotation
system. Section 4 provides the core part of the paper and
discusses specific annotation problems in six different
paragraphs. I will address issues like time span annotation,
accuracy of tiers that deal with eye gaze or aperture and
indexical signs. With regard to comprehensive
conventions, [ will also give suggestions how to cope with
the so called classifier constructions and also argue for the
inclusion of an additional tier for specific non-manuals.
After some short supplementary remarks, a last section
giving an outlook (chapter 5) will conclude the paper.

2. The project

The subject of the dissertation project that I am currently
working on in Germany, Ireland and the Netherlands
requires the elicitation of specific signed sentences,
contexts and dialogues. Therefore, I decided to create an
annotated sign language video corpus for my own studies
to guarantee comparative analysis. The study investigates
how speaker’s attitude and focus particles are realized in
sign languages (cf. Herrmann, 2007). In this project, data
from three European sign languages (DGS, ISL and
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NGT)? and altogether 20 native signers yield a set of over
900 sentences and short dialogues. Two video camcorders
are used to provide a torso perspective as well as a smaller
frame view showing the face of the respective signer. This
facilitates annotation and is particularly important for
research with regard to non-manual facial expressions.
The metadata information about participants and the
recording situation will be edited along the lines of the
IMDI metadata set (cf. Crasborn & Hanke, 2004), but
cannot claim to be complete. The ELAN tool (Eudico
Linguistic Annotator 3 provides the most adequate
annotation software for my purposes, especially because
one of the main interests of the study lies in the use of
non-manuals. This annotation tool from the MPI in
Nijmegen® is widely used for sign language annotation,
but is mostly distributed in Europe. See Neidle (2001) and
references for information on a different, but similar sign
language annotation tool from the ASLLRP group,
namely SignStream. Hanke (2001) presents the interlinear
editor sSyncWRITER, but also shows that this software is
not well-suited for large scale corpus projects.

Besides working with ELAN, I try to ensure
comparability by mainly adopting the ECHO annotation
system for sign languages (cf. Nonhebel et al., 2004), of
which I will give some examples in the following section.
Researchers, of course, may add coding to their individual
needs and focus on specific tiers or aspects. However,
some even basic adaptations to the ECHO conventions are
considered to be necessary, as the given definitions are
less than sufficient and should be clarified.

3. ELAN and the ECHO system

ELAN is perfectly suitable for theoretically independent
transcription and annotation of multi-media and
multi-channel based data, especially sign languages. Up
to four videos can be time aligned and played
simultaneously. The data can be clicked through frame by
frame and a self defined number of tiers can be organized
to guarantee precise annotation. The ECHO group of the
‘Case Study 4: sign languages’ has collected and defined a
set of abbreviations and conventions to annotate video
data of different sign languages. They agreed on
approximately 16 tiers, plus minus one or two, as it might
be necessary to have more than one translation or gloss
tier in cases the text, apart from English, should also be
displayed in another language. It is proposed that the tiers
have a certain hierarchy resulting in parent tiers and child
tiers. However, it is not the most important point to
precisely adopt the number of tiers or the hierarchy, but to
follow the defined designations and their short forms.
Abbreviations for descriptive vocabulary within the tiers
mostly rely on initials of the respective words like ‘b’ for
(eye) blink, ‘r’ for raised (eyebrows), etc. These
abbreviations can be fed into an ELAN dictionary that can
always be retrieved and used for new files. It is possible to
constantly adjust and fine-tune the entries of the
dictionary, save the template and use it again.

> DGS (Deutsche Gebardensprache = German Sign Language),
ISL (Irish Sign Language) and NGT (Nederlandse Gebarentaal =
Sign Language of the Netherlands)

3. Hellwig (2008) for the latest ELAN manual

4 www.mpi.nl/lat
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4. Problematic cases and possible solutions

In the following sections I will provide examples that
show some problematic cases and also annotation trials
that were incorrect or misleading. I will present
suggestions and show how these cases can be avoided or
should be dealt with. First, I argue for a continuous
annotation of the signing stream (4.1). In a second
paragraph (4.2), 1 will contemplate a continuous
annotation of the eye gaze tier, its combination with the
eye aperture layer and how this information can be
usefully searched for analysis. A third section (4.3)
discusses some approximation towards an at least
minimally distinguished annotation of pointing signs. The
fourth section (4.4) is dedicated to the most diversely
discussed topic of classifiers and how they can be
annotated without adopting a specific theoretical
framework. In a fifths paragraph (4.5), I will argue for the
integration of an additional tier for certain facial
expressions that cannot be segmented or described
adequately by the available tiers. The last section (4.6)
adds some final remarks on abbreviations that lack
distinctness.

4.1 Time span

Assuming Sandler’s (2006) Hand Tier model, signs
consist of an onset or starting point (L), movement (M)
and an endpoint location (L). A preparation phase
precedes the sign and a relaxation phase follows it. As the
syllable structure, however, is not always LML, it is often
hard to define the start and endpoint of a sign. Where
exactly does a movement end in case of an LM syllable?
So, how are the on- and offsets of signs determined? Shall
we annotate the separate signs or a signing stream
integrating the transition periods?

Signing consists of a cohesive articulation stream with a
certain prosodic structure. Even though the on- and offsets
of signs can be defined more precisely than for words, the
sign syllable not always has clear boundaries. Therefore, I
argue that signing should be annotated as a continuous
process that is interrupted when there is a hold or a
significant pause. The transition from one sign to the other
is often clearly visible through hand shape change, which
seems to be the more adequate marker for the annotation
domain. Figure 1 shows the continuous annotation of the
glosses in the hand or gloss tier.

| -DU | FRIEM P.ET. | 13- | GO-FORwalL k[P

| | | | | kontext. . .C
[#-DI FRIEM P.ET. [¥-  GO-FOR-WALEK Py

Figure 1: time span annotation ELAN

The only problem left is the fact that sign duration will not
be precisely analyzable. However, this issue cannot
entirely be solved by the vague separate sign annotation
either, as sign boundaries are difficult to grasp. With
regard to the rhythmic structure, holds, for example, are
marked by (-h) and, of course, pauses or clear
interruptions of the signing stream have to be indicated by
a gap in the annotation line. The rest of the utterance,
however, should be annotated continuously.
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4.2 Accurate eye gaze aligned with eye blinks

Similar to the section above, I will also discuss the
advantages of an accurate annotation of the tiers that are
concerned with eye gaze and eye aperture. It seems only
logical that the eye gaze tier should not exhibit any breaks
except for eye blinks or closed eyes. The signer definitely
has to look somewhere, whether it is linguistically
significant or not. In addition, it is important to note that
while a person closes the eyes or blinks, the eye gaze
annotation should be interrupted, as it is physically
impossible to blink and simultaneously look. Compare the
following annotation examples, where the first tier shows
eye aperture and the second tier below marks eye gaze.

|L| b lw |
|

1t | b | steaight b lrde b

Figure 2: accurate eye gaze annotation

Hoo M
L

Figure 3: inconsistent eye gaze annotation

The ‘Signs if Ireland’ corpus project, conducted by the
Centre for Deaf Studies in Dublin’, has annotated these
tiers in a similar way, using ‘//> for blinks and slightly
different eye gaze abbreviations. Copying the blink
domains would have been more accurate and also less
difficult, but the method is basically the same.

il |u |sa L

H |+s|, +Lp |
| |

Figure 4: ISL annotation of eye gaze tier

+rarmera

The roles of eye gaze and eye blinks in sign language have
not been studied extensively, but a few studies have
focused on possible functions and occurrences of certain
constructions.’ If a lot of data is annotated like suggested,
reliable assumptions can be made concerning incidences
or spreading domains of eye gaze (e.g. their function for
agreement or role shift).

In addition, eye blinks should be included in the eye gaze
tier, although they are also supposed to be annotated in the
eye aperture tier. They can easily be copied to the gaze tier
which then also avoids a gaze annotation that co-occurs

> www.tcd.ie/slscs/cds/research/featuredresearch _signcorpus.php
and also cf. Leeson & Nolan this workshop

8See Thompson et al. (2006) for studies of eye gaze in relation to
verb agreement or indexicals and Wilbur (1994) as well as
Nespor and Sandler (1999) for eye blinks and prosodic issues.

with a blink in the eye aperture tier (see Figures 2 and 3
above). The continuous annotation of the eye gaze tier
including blinks is also useful to exactly determine
whether an eye gaze change occurs with or without an eye
blink and the other way round. The duration and timing of
blinks may also be important and should be accurate. Of
course nobody can be forced to annotate every small
detail. However, if it is decided to incorporate those tiers
in the annotation, I argue for the above described way,
though being time consuming, the precise annotation of
both tiers can be especially relevant for prosodic analysis
(cf. Wilbur, 1994, 1999; Nespor and Sandler, 1999) and
all the according interfaces that exist.

4.3 Pointing signs

The question underlying this section is: How should
pointing (signs) be transcribed? As the debate about the
status of indexical signs is not clearly sorted out yet, we
cannot adopt an annotation that distinguishes pronouns,
articles, demonstratives or locatives etc. as it would favor
a certain analysis and theory. For any kind of pointing,
ECHO suggests the coding IND for index or indexical, and
even though I use the widely accepted abbreviation IX,
there is no further difference with regard to the underlying
definition. However, for the standardized annotation I
would like to offer a more detailed distinction of those
pointing usages without taking a theoretical framework.
No matter if researchers analyze indexicals as a
grammatical system or as gestural pointing (Liddell, 2000,
2003), whether they argue for a three part pronominal
system (Berenz, 2002; Alibasi¢ Ciciliani & Wilbur, 2006),
a first and non-first person distinction (Meier, 1990;
Engberg-Pedersen, 1993) or a spatial deictic referents
system (McBurney, 2002, 2005), it is still possible to
specify the description in some more detail. At least the
following distinctions ought to be made:

for the index finger pointing to the signer’s

X-1
chest

IX for any other pointing by the index-finger

pointing by the use of two extended fingers,

X-dual (incl.) if the signer is included

pointing by the use of two extended fingers,

x-dual (excl) if the signer is excluded

1X-(thumb) pointing performed by extended thumb

Table 1: index/pointing (1x)

This differentiation would facilitate scouring the corpus
for specific indexicals. If researchers are interested in any
indexical, they can search for IX, but if they wish to look at
index finger based pointing only, they can leave out the
thumb examples. They can decide whether dual pointing
may be relevant and so they do not have to go through
every listed IX-example.

It is up to the annotator whether to add more information
that can be attached to 1X. Personally I prefer to indicate
clear cases of locative pointing by the letter —a and use —pl
for ‘plural’ pointing, marking a certain movement of the
index-finger rather than pointing to just one location.
However, this cannot be demanded of a general
annotation convention, even though it does not make a
difference with regard to the use of the search tool.



3rd Workshop on the Representation and Processing of Sign Languages

4.4 Classifier signs are poly-componential

Sign languages can depict motion, location and
information about the shape of objects and referents
within the signing space and exhibit constructions that
simultaneously represent nominal features within the verb.
This has led Supalla (1986) to compare the constructions
to classification systems found in many spoken languages.
The handshapes represent the units that are analyzed as
classifiers. However, with respect to signed languages, the
notion ‘classifier construction’ has been challenged by
authors, who claim that the link to spoken language
classifier systems is weaker than expected and they
suggest different terms and analysis (cf. Schembri, 2003,
2005; Liddell, 2003; Engberg-Pedersen, 1993;
Edmondson, 2000). Classifiers are rather called complex
predicates, poly-morphemic verbs, reference marker etc.,
and their status is being debated. Aronoff et al. (2003) and
also Sandler & Lillo-Martin (2006), however, still accept
the category ‘classifier construction’ in the sense of a
definition given by Senft (2000) that the components
should be morphemes that classify nouns according to
semantic criteria. They argue that the differences and
peculiarities of those constructions in sign languages are
not enough to ask for a new terminology. Spoken
language classifier systems, they say, are not always very
similar to each other, too. Many researchers still use the
traditional term and work on a precise distinction of
various classifier categories.” This debate shows that an
annotation of the so called ‘classifiers’ is a delicate issue.®
As the annotation of signed video material should be most
detailed and at the same time as much a-theoretical as
possible, annotators cannot use specific notions like
Handle-, Class/Entity-, or SASS-Classifier etc. However,
it is clear that the constructions under discussion have to
be marked as such, be it (cl-), traditionally for classifiers
in general (as the BSL group of the ECHO data set has
chosen), or be it (p-) for poly-componential (like in the
NGT data)’. This, I do not intend to dictate. However, in
the following I will adopt the (cl-) abbreviation just to
decide for one option throughout the paper.

First of all it has to be clarified whether these
constructions should be transcribed as a modified verb
construction or by a paraphrase. I find it much more
attractive to have a sign that is glossed in small capitals
and then give the additional information that the
construction reveals. Compare the following DGS
examples where the additional information (info) is not
yet specified.

a) EMMA LENA FLOWER GIVE-cl:info
b) EMMA LENA FLOWER (cl-) give-info

Table 2: annotation for cl-constructions

The a) example marks the action as the basic part of the
construction and then adds the meaning of the
modifications. Of course, in b) the verb appears as well,

7 See Benedicto and Brentari (2003) and (2004) for an overview
of different classifier analysis and their own approach.

¥ See Morgan & Woll (2007) for perspectives on classifiers with
regard to acquisition, use in discourse, and impairment studies.

® ¢f. the NGT and BSL data (Crasborn et al., 2004 and Woll et al.,
2004) from the ECHO project for sign languages
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but in many cases the paraphrasing method leads to a far
too detailed and often superfluous description of what is
performed by the signer. The important thing is that the
expressions and words following the categorization do
not contain information that cannot be derived by
examining the construction in isolation. The verb GIVE
changes according to the object that is given, but the
give-construction alone cannot mean give-a-flower. The
noun has to be introduced into the discourse, so the
construction itself can only mean give-a-small-thin-object.
Therefore it should not be transcribed GIVE-cl:flower, but
rather GIVE-cl:small-thin-object or something like
GIVE-cl:flower-shape-object. In  cases where a
construction represents a certain class of objects or
specific entities that are conventionalized, this must, of
course, be indicated differently (WALK-cl:person,
STAND-cl:tree '° ). The unclear definitions have led
annotators to even transcribe a regular verb BLEAT as (p-)
bleating-sheep, while sheep was already introduced.
Annotations like (-p) walk or (-p) stick in hand do not
seem very convincing, as they lack specification and
information about what is done with the stick for
example. '' Temporal information like the ing-form
should not be included in the sign language hand tier
glossing either. These vague examples could be avoided
when it is considered to first annotate the verbal root and
then attach the additional information that the
construction conveys. This is also desirable, because in
cases where both hands represent different entities or
objects (e.g. The bird sits on a tree.), the hands (right: RH,
left: LH) can be glossed independently.

RH
LH

SIT-ON-cl:bird

STAND-cl:tree

Table 3: independent RH and LH annotation

This is much more descriptive than (cl-) a-bird-sits-
on-a-tree or similar paraphrases. However, if the ‘verb
plus modification’ annotation is not accepted to be
convincing or adequate for general conventions,
annotators nevertheless have to consider the different
highly important points indicated in this section.
Repeating a previously introduced noun in the (cl-)
paraphrase, using a noun for information about the shape
of objects, calling regular verbs (cl-) constructions etc. is
not how systematic annotation should look like.

45 Additional tier for ‘looks’

While annotating the data that I have elicited, I came
across many cases where a certain relevant facial
expression could not be described by entries or the sum of
entries within the available tiers.

Especially when working in the area of semantics and
pragmatics as well as prosodic phenomena, it seems
necessary to have a separate tier, where non-manual
adverbials, specific facial expressions, looks, and
contoured or tense signing can be annotated. How should
the non-manual realization of certain attitudes, expressive
meaning, information structure etc. be annotated?

1% STAND could also be glossed as BE-LOCATED
H Examples of annotations from the NGT data set: cf. Crasborn
et al. (2004)
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Sometimes even adverbial information is found in the
GLOSS tier, which should only be used for manual signs or
gestures. Examples like WALK-PURPOSEFUL are not
desirable. Therefore it is useful, at least for studies
focusing on non-manuals, to incorporate an additional tier
that leaves space for such expressions that are difficult to
describe but are nevertheless relevant. In the present study
I have not included such an additional tier in the
annotations yet, but used the notes tier for these instances
so far. However, this is not very satisfying as overlaps
occurred and the information discussed above does not
belong to the category of notes. Just to give a few
suggestions, the tier could be named other NMFs, looks or
extra facial expressions for example.

4.6 Some additional remarks

Finally I would like to further indicate something trivial,
which I nevertheless find very helpful and worth
considering. Even though it is possible to specifically
search tier by tier, identical abbreviations for different
expressions or annotations should be avoided. In the
ECHO conventions ‘s’, for example, stands for (head)
shake in the head tier and for squint in the eye aperture tier.
This inadequacy can simply be solved by adding an ‘h’ to
the abbreviations in the head tier, so it becomes ‘hs’ for
headshake, ‘hn’ for head nod and ‘ht’ for head tilt, which
seems to be used by many sign language researchers
already. Further specifications like ‘ht-f* for head tilt
forward or ‘ht-b’ for a backward head tilt are optional and
do not influence the searching process. On the long run,
however, they could easily be included in the conventions
as well.

5. Outlook

All these problems and cases of vague definitions and
inaccurate usage came into view during the process of
finding an appropriate annotation for my corpus and made
me decide for certain options, for comparable and
independent abbreviations, etc. The workshop and the
examples in this paper show that even though many
people are currently working on the annotation of sign
language data, coding is far away from being
conventionalized. Even within the ECHO project the
groups worked with varying annotation short forms and
slightly different opinions on how to annotate certain
aspects of signing. However, a uniform annotation system
is essential for various above mentioned reasons: for
comparative analysis of different sign languages,
simplified handling of search tool functions,
comprehensive data exchange etc. It can also be helpful
for future research with regard to machine translation and
avatar usage for example (cf. among others Morrissey &
Way, 2005; Stein et al., 2007).

The ECHO conventions show, that it is possible and
eligible to agree on basic notions, and the effort currently
undertaken to improve and extend those agreements is
well justified. Some vague definitions and false usages
have been disclosed, but the ECHO system is highly
sophisticated and builds the fundament for all discussed
examples. The suggestions I presented shall contribute to
the ongoing development of adequate conventions. The
paper supports a unified approach and promotes solutions
that might be seen as still open to discussion.
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Wide-ranging collaborations and comparable
cross-linguistic data exchange on a basis of such unified
annotation conventions may extremely improve linguistic
discussions and the analysis of sign language data.
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Abstract

The development and implementation of new digital video facilities for Sign Language Interpreter Training calls for a more
pragmatically oriented system of data classification than what is commonly used for linguistic purposes today. A corpus that addresses
the needs of an interpreter training program should reflect the full spectrum of sign language and allow for comparative analyses and
practical exercises in interpretation and translation. The universities of applied sciences in Magdeburg and Zwickau have installed the
same type of digital video facility and are currently working on a classification system for archiving video resources for interpreter
training and research. To adapt to the pragmatic aspect our starting point is translation theory, which is interdisciplinary in nature and
bears potential to include both linguistic and translation oriented aspects. Since the official acknowledgement of German Sign
Language an increasing number of interpreting and recently also translation tasks emerge, and with it an increasing number of varieties
in textual representations. Besides research purposes, training institutions need to take this into consideration and adapt their data to a
digital format that enables the students and teachers to have easy access to potentially all textual representations that they might
encounter in reality.

1. New challenges to old practices in complement existing sign language materials so as to
sign language interpreter (SLI) training create an accessible library of video

resources for research and training purposes. This
presentation will report on our joint effort to undertake the
first steps in this direction and focus especially on the
criteria for annotating and archiving digital sign language

Sign language interpreter training has been offered at the
universities of applied sciences in Magdeburg and
Zwickau since 1997 and 2000, respectively. Both training
programs are set in the institutional context of East

resources.
German universities that experienced a major
reorganization after the reunification of Germany. The 2. Building up Sign Language Corpora:
training programs share an applied perspective in research Specific demands of SLI Training
and teaching as well as many of the features typical for
small-scale academic ventures in a developing field. Thus, Building up a Sign Language Corpus, fundamental issues
the provision of teaching materials and, more particularly, need to be raised such as legal and ethical issues or issues
sign language video resources, adequate in content, regarding the administrative and technical prerequisites.
format and technical quality, has been a constant concern. Up to now, questions of ownership and property rights
For want of better options, a hands-on approach was have often been dealt with somewhat casually. Building
chosen for the last ten years, and both programs have up a digital library of video resources implies that such
amassed a heterogeneous collection of analogue and questions have been formally clarified. However, just
digital video films for teaching and research purposes. In what the conditions for using video materials gathered
most cases, the only way of accessing this material informally, passed on from one colleague to the next or
consists of picking the brains of those colleagues who published on the internet are, may be hard to decide. In
may have worked with some video clip or exercise order to create a legal basis for the desired cooperation
suitable for one’s own didactic or research purposes. and be able to access university funds, the two universities
As it happens, both Magdeburg and Zwickau have concerned will enter into formal agreements about the
installed the same type of digital training facilities mutual use of video resources. This, in turn, demands that
(henceforth ‘video lab”) towards the end of 2007. These there are clearly defined ways of synchronizing, adding to
video labs consist of individual workstations linked to a and accessing the respective collections of resources.
central video server that hosts all the resources in a unified These fundamental topics are currently under scrutiny in
digital format. Both institutions now face the major both institutions. For the purpose of this workshop a third
challenge of facilitating a process that will transform and topic will be of specific interest, namely the criteria for
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annotating and archiving video resources. While the
process of digitizing and storing existing video materials
can be dealt with somewhat mechanically, the
development of systematic ways of annotating and
organising sign language materials is crucial in order to
make digital resources accessible. Clearly, this is an area
where progress has been made in recent years, e.g. in the
context of the ECHO project (‘European Cultural
Heritage Online’)'. We will add to this discussion by
considering the more specific demands of sign language
interpreter training and research.

2.1 Demandson SLI

Sign language interpreting today is mostly performed as
community interpreting which aims to provide or
facilitate full access to intra-social public services in e.g.
the legal, health care, educational, governmental,
academic, religious, or social field. Interpreters must
therefore be familiar with the form and content of a great
variety of texts in their respective working languages. The
working languages in our case are to date German as
vocal language in written and spoken mode and German
Sign Language. Interpreting can be either unilateral or
bilateral and in both modalities multiple textual
representations may occur. Until today, SLIs rarely
specialize in just one field but are expected to be able to
translate whatever written, spoken or signed text may
occur in any given situation. It is due to the long history of
oppression of sign languages that interpreters today are
faced with a paradox. While a common definition of their
interpreting task asks SLI to produce a target text that is
presumed to have a similar meaning and/or effect as the
source text (Pochhacker, 2007), many spoken or written
texts of vocal languages in the context of community
interpreting have no such counterpart in sign language,
for there has never been access to these areas. Following
the definition of community interpreting, the sole access
to these areas is often through interpreting, resulting in a
target text that is based on little or no valid ground
regarding its content and form. With increasing access of
deaf professionals to the varying fields of community life
a growing number of different sign language texts
(one-time presentations and recorded) occur. Sign
Language Interpreters and Translators are confronted with
a very dynamic, fast-growing and changing language in
use. In the case of an existing parallel text we face the
problem that until today very few research has been done
on register variation in sign language discourse (Hansen,
2007). We may be able to detect the overall function of the
utterance but a classification of text functions and
corresponding language registers must be considered as
preliminary if there is one at all. We also must be aware
that oral languages have less register variation than those
with a long history of written codes (Biber, 1995). This
leads to the notion of having skilled interpreters who not
only possess exceptional textual skills but also know how
to evaluate their skills and broaden their knowledge

! (cf. http://www.let.ru.nl/sign-lang/echo/index.html)
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autodidactically.

2.2 Demands on SLI Training

Acquisition and evaluation of textual skills are thus
cornerstones of the SLI training. Training facilities should
be able to provide their students with a great variety of
different texts in both languages. While the students are
exposed to an infinite number of vocal language texts in
both the spoken and written mode in daily life, their
access to sign language texts is limited in comparison.
Some communicative events might not even be accessible
for students at all, such as e.g. therapy sessions with a deaf
therapist. Others might simply not be reachable, because
they take place too far away. Magdeburg and Zwickau are
both located in areas with a fairly small deaf community,
which further limits exposure to sign language. Digital
technology thus plays a crucial role in our training
programs. It can and should never compensate for live
encounters with the sign language community but can
definitely add to it. It is vital to cover as many topics,
constellations and situations as possible to prepare the
students as thoroughly as possible for their ensuing
professional life. With the video lab the material can be
used for language/text and translation technique
acquisition in class as well as for autodidactic purposes.
Furthermore, it provides an option to compare and
evaluate parallel texts in both languages as well as source
and target text productions in regard to their adequacy in
the respective interpretation or translation.

2.3 Demands on SLI Training Corpus

A corpus that addresses the needs of an interpreter
training program should reflect the full spectrum of sign
language in use and allow for comparative analyses and
practical exercises in interpretation and translation.
Following the purposes mentioned above one can extract
four major demands that reach beyond the needs of
common linguistic corpora, namely:

- Extension and differentiation of sign language corpora
to reflect the full spectrum of sign language use

- Creation of parallel corpora of spoken language texts to
allow for comparative analysis and practical exercises

- Development of a system of classification that allows for
following up systematic cross references not only within
but between signed and spoken/written texts

- Collection of existing source-target text pairs, i.e.
interpretation/translation of sign language and vocal
language texts that may serve for analytical purposes as
models, objects of critical reflection, etc.

It may seem odd to include vocal language texts in a sign
language corpus but considering its purpose it seems
mandatory to also work with parallel texts for
comparative purposes. A carefully defined selection of
spoken language texts in both oral and written forms that
can be extracted from real interpreting/translation
situations, can serve as models for comparison.

The corpus should be organized in a way that enables the
SLI trainer to search for material according to the
respective focus of the training, such as setting-oriented
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training (e.g. only health care texts), discourse type
oriented trainings (e.g. only speeches), function oriented
trainings (e.g. only instructive texts), phenomenon
oriented trainings (e.g. constructed action), or for
evaluation purposes (e.g. analyzing simultaneous
interpretation). This calls for a modified approach for the
classification of digital text material.

3. Digital Video Corpora as training
resources: Towards a system of
signed/spoken text classification

Over the years Magdeburg and Zwickau both have
collected a great number of recorded sign language data
that is used but not systematically archived for teaching.
Most of the material was taped for teaching sign language
or conducting sign language research: the number of
explicit interpreting or translation material is comparably
small. Archiving activities are limited to databases, which
give only a very rough overview i.e. on topic (oftentimes
not necessarily well suited), recording date if known,
name of signer if known, length, and quality of the
recording. These attempts neither fit the requirements for
SLI training nor the requirements of the new video lab.
What is required is a system of text classifications. In
search of a theoretical underpinning of our attempt to
systematize our material we found Pdchhackers
“Domains and Dimensions of interpreting theory” (2007)
a useful model for a first careful approach. Since not
enough research on sign language texts has been
conducted, this model allows to translate an essentially
text linguistic approach to the context of interpreting
studies. According to Pdchhacker, interpreting studies
differentiate between eight domains. Each can be
characterized by a number of dimensions that form the
interpreting event, which can be summarized in the
following domain-dimension interplays:

1.  Medium as either human or machine translation.
Although there are just a few attempts to
automate translation in the field of sign
languages, this domain might gain a greater
impact in future development.

2. Setting as differentiating between inter- and
intra-social events, such as international
conferences on the one hand and community
interpreting in i.e. health care, court, education,
etc. on the other.

3. Mode defining translation as simultaneous, short
consecutive (without notes) and ‘classical’
consecutive  (with  notes), also giving
information about the form of translation as
interpreting or (sight) translation.

4. Languages considering the status and modality
as in vocal vs. sign languages and conference
language vs. migrant (minority) languages.

5. Discourse giving information about the type of
text like speeches, debates or face-to-face talk.

6. Participants differentiating the status as equal
representatives vs. individual with institutional
representative, taking power constellations into
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consideration.

7. Interpreter described as professionally trained,
semi-professional (not certified or trained but
working up to the same standards as
professionals) or ‘natural’ bilingual individuals
without training in special translation skills.

8. Accompanying problems such as simultaneity,
memory, quality, stress, effect and role.

While the “interplay of the first seven dimensions serves
to highlight some of the key factors in the various
prototypical domains”, the last dimension represents “a
set of major research concerns to date” (Pdchhacker,
2007). According to this model an international
conference prototypically is an interpreted event that is
characterized by making use of a professional human
interpreter in simultaneous working mode in a booth,
most likely between typical spoken conference languages
with equal representatives holding speeches. In contrast
the typical interplay of intra-social dimensions, e.g.
translating a doctor’s appointment, would be
characterized also by a human translator in the
consecutive or simultaneous working mode, personally
present in the situation who is oftentimes a
semi-professional or ‘natural’ bilingual individual,
interpreting between the official language of the country
and a migrant/minority language for an individual that
seeks help from a representative of a health care facility.
Although patterns can be detected, the number of actual
texts that are uttered in the respective situations is
countless. Considering the underlying general goal of SLI
training as stated in 2.2, purpose oriented metadata can be
org