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Abstract

In this work we investigate the effects of rephmgghe user’s input on two mobile spoken dialogistesms. We argue that for specific
kinds of applications it's important to confirm thederstanding of the system before obtaining thtpud. In this way the user can
avoid misconceptions and problems occurring indihéogue flow and he can enhance his confidentlearsystem. Nevertheless this
has an impact on the interaction, as the mentdtlaad increases, and the user’s behavior may adaipe system’s coverage. We will
focus on two applications that implement the notdmephrasing user’s input in a different way. Gtwdy took place among 14
subjects that used both systems on a Nokia N8&0niet Tablet.

as well as their formulation of input (Brennan & &&hi,
1. Introduction 1994). Other studies examine how to enhance béliefs
the system’s output (Bohus & Rudnicky, 2005). Oorkv
focuses more on the explanatory structure of thipud.
We therefore implemented two applications, basethen
Regulus Open Source platform (Rayner et al, 2006),
where the notion of rephrasing user input has lmen
into place.
The first system is a Calendar application (Tsowsraekal,

During the construction of a spoken dialogue system
much effort is spent on improving the quality oeeph
recognition as possible. However, even if an apfilin
perfectly recognizes the input, its understandiray rbe
far from what the user originally meant. Consider f
example a request like “When is the meeting next
Friday?”. It can be equally interpreted as “Wherthe ; : -
meeting on the closest Friday to today?” or “Whethe .2008) fo_r accessing past and. future meetings, alatig
information about the participants. In this contews

meeting on Friday next week?”. The user should be. : .
informed about what the system actually understemd introduce a rephrasing mechanism called paraphrases

that an error will not have a negative impact ia thter which further analyzes user input and presents its
stages of the dialogug/élker et al, 1998 and the user will enriched representation by considering differeatogue

not perceive a bad response as correct and vigaver constraints. . ,

leading to an increase in their confusion and dbgni The second system is a medical speech translator
load (Weegels, 2004) (Bouillon et al, 2005), MedSLT, with which doctocan
One important aspect that this work tries to addlieshe ~ ask foreign patients medical diagnosis questiomesg
effect of presenting the system’'s understandingndur questions are translated and announced in thenpatie
interaction with users. This is actually an enrithersion language. In order to confirm the system’s underitey

of the user’s input, taking into account constsaioftthe  the doctor is shown the back-translation of hisitnje.g.
application, the dialogue’s current situation ewe translation from English-to-English).

investigate the following issues: This paper is organized as follows. In section 2give a

e What is the mental effort considering the fact that short overview of the Regulus platform followed &y

i 2 . o
user takes some time to understqnd the output: presentation of specific features of the platfoetated to
e Does the rephrased output direct users to the . . . .
the current work. We continue in Section 3 with a

coverage of the application (Zoltan & Ford, 1991)? - .

« Does the psychological notion of free recall ofttex desc'rlptlon of the experimental set-l.pror.bothesrys. In
where adults are likely to reproduce the gist, or Section 4 the results of the evaluation with resdra are
“assence” of a text instead of its verbatim Presented along with a discussion. We concludehén t

reproduction apply in our situation (Clark & Clark, final section.

1977)?
e To what extent does a user confirm wrong output and 2. Regulus
discard correct output. Regulus (Rayner et al, 2006) is an Open Sourcéitdot

e How (J!oes th? user behave afte'r long successfql Obuilding medium vocabulary grammar-based spoken
failed interactions? Do they confirm the outputhwit dialogue and translation systems. The central igeta

less thoug.ht? . . base run-time processing on efficient, task-specifi
e Is rephras[ng a good way to hlde. recognition efors grammars derived from general, reusable,
Previous studies focused on the influence of SyStemdomain-independent core grammars. A detailed

output style (personallimpersonal) for the users’ - ;
subjective judgments of a system (Nass & Brave 5200 %eé%r;%;gp ; 2?1?1: cl))geoglrammar for English caricamd
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The core grammars are automatically specializeithgus since completely natural language is typically agabus
corpus-driven methods based on small corpora, iwede  to some degree. For the applications we have soefan
simpler grammars. Specialization is both with respe involved with, it has however proved feasible todfia

task (recognition, analysis, generation) and tdiegon reasonable tradeoff point; the paraphrase gramoars
domain. Each of these specialized unification gransis also be kept simple and compact. Table 1 shows some
then subjected to a second compilation step, whichexamples for both cases.

converts it into its executable form. For analyaisd
generation, this form is a standard parser or geoer-or

R ! User: Paraphrase:
recognition, it is a semantically annotated CFChyrer “Is there a meeting on Is there a meeting between
in the form required by the Nuance engine, whictihén Eriday morning?” 06:00 and 12:00 on Fri Mar 19
subjected to further Nuance-specific compilaticepstto y g 20'109 '
derive a speech recognition package. ; “Was there a meeting What. meetings were there
The Regulus platform also contains further infractiure last week?” 7 between Mon Mar 8 2010 and

to support construction of applications which ubke t
recognizers, parsers and generators as comporiants.
both cases, the main processing flow consistpgieline.
Thus processing in a speech translation applicatiaris
with speech recognition (including parsing), which
produces a source language semantic representakicn.

Sun Mar 15 2010?

“Do | have a meeting Are there meetings on We
tomorrow?” Apr 17 2010 attended by
Nikos Tsourakis?
“Is someone from Who is attending the meeting

o

representation is then passed to a translationnengi || S€neva coming?” affiliated with Geneva?

which first translates it into an interlingua foremd then EJser: ] Back-translation:

into a target language representation. Finally, tirget Does red wine cause Do you have the headaches
language grammar, compiled into generation form, is@ny headaches?” when you drink red wine?
used to create a target language surface string. “What relieves your| What makes the pain better?
The generic dialogue application architectureinsilar. pain?” i

The central component is the Dialogue Manager (DM), “‘How about  bright | Is your headache made worse
which receives dialogue moves and produces abstractight?” by bright light?

actions. It also manipulates an information stateich “Do you have it every Does the pain occur every
maintains context; processing will generally be| day?” day?

context-dependent. The DM is bracketed between two

other components, the Input Manager (IM) and thgpGtu Table 1: Examples of paraphrases/back-translation
Manager (OM). The IM receives logical forms, and

non-speech inputs if there are any, and turns timm 3. Experimental Design

dialogue moves. The OM received abstract actioms an
turns them into concrete actions. Usually, thed®oas

will be either speaking, though TTS or recordedespe

or manipulation of a GUI's screen area. The speech
translation and dialogue application architectuezs
described in detail in Chapters 5 and 6 of (Rawteal,
2006).

In order to examine our ideas we set up a sequefhce
experiments using the two systems. It is important
remark that we don't try to compare the two appiares

as they are different in nature. Instead we seaktact
uniform results, as both implement the notion of
rephrasing user’s input in different ways. For the
evaluation we used the GUI presented in Figure 1,

. ) running on the Nokia’s N810 Internet Tablet.
2.1 Rephrasing user’s input

As noted in Section 1, we deem important to provide Raw Recognition,
users with some indication of how a speech traiesiair Paraphrase or
spoken dialogue system has interpreted their inyet. Back Translation
have experimented with slightly different mecharssm — —

the two cases. For speech translation, we perform a
“back-translation” from the interlingua; we applyes to
translate from the interlingua to the source lagguand
then use a generator derived from the source lgyeta
produce a source language surface string. Giverthba
system is already capable of multi-lingual tranetgtand

in particular of realizing an interlingua form irnet
different languages, this strategy is very eaggtize.

do i have a meeting in january?

Is this what you meant?

No corresponding mechanisms exist in the case of a ! e -
dialogue application, where the level of represima -

corresponding to the interlingua is the dialogueveno

The solution we have instead chosen is to impleraent Figure 1: Evaluation GUI

grammar, again compiled into a generator, which

associates a surface string with each dialogue ndwe 14 participants were split into two groups of 7 jsats.
far, we have had two main design goals for these The first group used the Calendar application whethe
“paraphrase grammars”; the surface form for the second used the MedSLT system. Each user in the fir
paraphrase should be unambiguous, and it shouschals  group was given a set of 30 scenarios that demajuded
fairly natural. These two goals conflict to someee, one interaction. The idea was simple: they hadtdion
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whether the system could understand what they asked back-translation. Furthermore the scenarios follaw

The description of the first 15 scenarios (firgsen) was
well defined and specific, e.g. “You have a meeiiith

dialogue flow so that information can be accumulate
from previous steps of the interaction. The useesew

Alex, but you don’'t remember the time”. The last 15 native French speakers, with proficient computatssk
scenarios (second session) were more ambiguouthand and the scenarios were created as a translatidn tas
users could pose a question in different ways. Forbetween English to French.

example for the scenario “Meeting in September@ser
could say “Was there a meeting in September?” dnéw/
is the next meeting in September?”. In this wayaweid

All subjects used a wired headset, which from our
previous studies(Tsourakis et al, 2009, 2008) skiowe
superior performance compared to a Bluetooth héanse

imposing on the user what to say and converselyto the onboard microphone.

investigate possible learning effects from the mes
interactions. Some of these scenarios containegemaf
persons, places etc (Figure 2) in order to letubkers

Before using the system each user had to fill a
demographic questionnaire and upon completion o ea
experiment an evaluation questionnaire according to

improvise. Between the two sessions there was & sho ITU-T Rec. P.851 (2003). They also had five minutés

break of 5 minutes.

]

Wherf?

Figure 2: Image scenario (When is the next meatitiy
Brad Pitt in Geneva?)

Our experiments were organized into two configorai
In the first one the system responded to the usepist
with the recognition result and in the second aguntation

with the paraphrase. These two versions were etealua

on different dates and the group consisted of radive,
fluent English speakers, with proficient computdis.
After speaking to the system the user had to oontfe
output. A positive confirmation (“Yes” button) wasé/en
if the output expressed the same semantic measitfiea
input, otherwise the “No” button was pressed. Tinag
per scenario were limited to a maximum of five émere
was no time constraint. Figure 3 summarizes tHfereift
configurations used.

/ Group/A\ Scen®/ System )

Calendar
7 x F:C)
2 |
Configuarations Y

Raw
kRecognition Paraphrasesj

f Group/B\ f Soengm_\\‘/ System \

f Configuarations

Raw Back-
Recognition Translation

Figure 3: Configuration of the experiments

The only difference in MedSLT was that instead sihg
the paraphrases,
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introduction on using the system and familiarizing
themselves with the offered functionalities. All
experiments took place in an office environmentjlevh
participants were seated. Table 2 shows sampteasios
for Calendar and MedSLT application.

Sample Scenarios for Calendar :

“You want to know if you have a meeting this Friday
morning.”

“You have a meeting with Susan, but you don' rebram
when itis.”

“You can't remember who was at your last meeting.”

“You want to check whether you have a meeting| on
January §.”

“You have a meeting with Mike next month, but yowitd
remember the date.”

Sample Scenarios for MedSLT :

“Does the pain start in the morning?”

“In the evening?”

“Do you have pain in the forehead?”

“tea + relieve + headaches”

“pain + cause + cough”

the user was presented with the

Table 2: Sample scenarios for Calendar & MedSLT
application.

4. Results and Discussion

In this section we will present the results of évaluation
with real users concerning both MedSLT and Calendar
applications. We will split the presentation intaot
subsections, one subsection for objective measamds
one for the subjective evaluation. All results wile
followed by a short discussion.

4.1 Objective evaluation

4.1.1.

Mental workload

p [
‘ system user time system
time time

Figure 4: Decomposition of user/system time
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Figure 6: Mean thinking time per session

In order to quantify the mental effort we define
“interaction time” as the time between the presgona
of the result and its confirmation/rejection by theer.
We define “thinking time” as the time spent by treer
reading the scenario and formulating the correspand
question in his mind. We roughly consider this tiase
the interval between the confirmation/rejectiontloé

with the time spent reading a normally richer otitpu
and comprehending its semantic representation. We
used one tail paired t-test to calculate statiktica
significance. On average it takes 1/3 more tim8 §2c

to 3.6 sec) (t=5.58, df=6, p<0.0001) in the fimsssion

for MedSLT and 1/2 (4.3 sec to 5.8 sec) (t=7.066df
p<0.0001) for Calendar. In the second session we

previous scenario and the press of the recognition
button. The decomposition of the time intervals is
shown in Figure 4.

From the box-plots in Figure 5 we can observe
something more or less expected. Users spend more
time confirming their rephrased input. This hasito
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observe respectively a difference between 2.4s8Gt
sec (t=2.71, df=6, p<0.02) and 3.6 sec to 4.8secq9,
df=6, p<0.002). The users seem to get more familiar
with the system as time passes. On the other Heayd t
show a uniform behavior when they are presenteld wit
the raw recognition result.
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Figure 7: Rephrase vs Repeat preference in theviEnsions

The time needed for a user to pose a questioneto th
system (thinking time), is presented in Figure & O
average they spend almost the same time in edtie of
different pairs under examination. In the firstSes

for example we observe a variation between 4.130 4
sec for MedSLT and 7 sec to 6.7 sec for Calendar.
During the second session users become confidéimt wi
the system and interact more rapidly. This alsotbas
do with the descriptions of the scenarios, whicé ar
shorter. The uniformity of the values suggests that
rephrased output doesn’t impose any additional
workload for the users while formulating their inpu

The statistical significance analysis reveals tvat
cannot reject the null hypothesis that mean vabfes
thinking time are equal across the different pairs.

We should note that the average speaking ratelifor a
users remained the same between the raw and the
rephrased configurations. This suggests that repiga
user’s input doesn’t affect the time spent by each
subject uttering their questions.

4.1.2. Efficiency

In order to examine the utility of the paraphrasasser
interaction we should check how easy it was to
complete the task. The users had an average oira$

in the paraphrase configuration and 3 turns inrétve
recognition configuration using the Calendar
application. This was more or less expected as
rephrasing user input helps hide unimportant
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recognition errors. We calculated that 12% of all
interactions contained crucial recognition errarkich
were eliminated in the rephrased output. Notice tha
this rate does not include minor recognition eriikes
substitutions between articles (e.g. “a” and “the”)

As far as MedSLT is concerned, we observe a similar
performance where 1.5 turns are needed in order to
accept a result in both configurations. This high
performance is probably due to the constructiothef
scenarios, which were simple translation taskss Thi
will be supported by the results of the ASR evabrat

As a side product of this analysis we calculatesl th
percentage, where users prefer to repeat a
misrecognized sentence or rephrase it. The reardts
depicted in Figure 7 and correspond to the fousives
under test. The subjects exhibit a strong preferénc
either strategy (rephrasing or repeating), as irstmo
cases either of them prevails in the column. An
interesting result is that this preference is edéehto
both versions that each user had to test. From 14
subjects only two of them (one in Group A, userNo
and one in Group B, user No 2) decided to change
strategy when introduced to the second versiomef t
system. In order to accomplish a scenario, userns ma
interact more than once. The dot in the plots regmes

the percentage of choosing to rephrase after tise fi
misrecognition. It's an indication of what was thiist
preference after an error occurred and normally it’
consistent with their prevailing preference.



4.1.3 Accuracy

Another issue that we tried to investigate is wheth
and to what extent users discard correct output or
accept false output. We will only present resultsrf

the Calendar application as the high performance of
MedSLT didn't offer the opportunity to conclude on
concrete results.

As can be observed in Figure 8, despite the natfire
the task (simple and clear) almost 1/10 (10%) ef th
interactions were erroneous. More errors came from
false rejections rather than false acceptances.ribt
clear however if these errors were caused by thesus
negligence, due to the small display of the dewvire,
due to the structure of the output (either paragesar
raw recognition).

Acceptance/Rejection Error Rate
O Paraphrases [ Raw Recognition

o 88.99692.0%

90% -

80% -
70% -
60% -
50% -
40%

Percentage (%)

30% -
20% -
10% -

3.0% 8.2%6 3%
1.7% —
0%

False Acceptance False Rejection Correct

Figure 8: Output acceptance/rejection error rates f
Calendar

4.1.4. Short-term learning

By the notion short-term we mean that the usemkar
from the examples and applies this informationhia t
future. In order to quantify this process we exagdin
the dialogue flow. We focus on examples where they
could have used the rephrased output after a
recognition error. We counted the number of
interactions after an error where they used a usefu
pattern from the previous rephrased output. The
number is low, equal to 5%, and includes only tee u
of some patterns and never full conversational
sentences.

One indication of a learning process could also be
offered by the out-of-vocabulary rates (OOV)
presented in Table 3. In general we encountered low
values, which suggest high grammar coverage. For
Calendar the OOV is increased in the second session
whereas for MedSLT the opposite pattern applies. We
believe that this happened due to ambiguity of the
scenarios in the second session, which was strdoger
Calendar.

Out-of-vocabulary
Calendar Calendar | MedSLT MedSLT
Raw Paraphrases| Raw Back-Trans.
1st 1st 1st 1st
1.52% 1.95% 2.15% 2.18%
2nd 2nd 2nd 2nd
2.35% 2.77% 1.21% 1.6%

Table 3: Out-of-vocabulary rates for all versiomsidg
the first and the second session
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In our experiments it's difficult to quantify theeke
recall as depicted in [4]. Each scenario is a nesk t
that formally doesn’t demand the recall of any pras
knowledge. We can deduce that users definitelynlear
what to say and become familiar with the system as
time pass by. They exhibit though strong preferesce
the patterns that worked for them before and tleeyrs
reluctant to rephrase the proposed system outeut iév
it's very close to the meaning of what they saikiisTis
consistent with other studies that show that édsier
for people to model both the length and the vocaiyul
of a terse computer output than of a conversational
(Zoltan-Ford, 1991).

4.1.5. ASR performance

In order to quantify the speech recognition
performance we use the following metrics: the Word
Error Rate (WER) and the Sentence Error Rate (SER).
SER is, as usual, defined as the proportion ofautitees
where at least one word is misrecognized. The
calculations included both in and out of coveraged

% WER + 95 C.I.
[] MedSLT Raw [] MedSLT Back-Translation

[ calendar Raw [ calendar Paraphrases

2nd

2nd

1st

1st

0 2 4 6 8 10 12 14 16 18 20 22 24

Figure 9: WER for the two configurations & systems
during the first and the second session

In Figure 9 we present the plots of WER for each
system and configuration, where we used a 95%
confidence interval that was calculated after a
per-utterance bootstrap resampling (Bisani & Ney,
2004). The results imply that statistically thesea
uniform performance when users interact either with
the raw or with the rephrased configuration. Ineoth
words there isn’'t enough evidence to suggest that
rephrasing increase WER. Calendar version duriag th
second session presents, as expected the highgess.va
The higher task completion rate for MedSLT compared
to Calendar is consistent with the calculationgv&R.

The ambiguity introduced by the scenarios durirgy th
second round of the Calendar experiments seems to
have an impact in performance. We shouldn't also
forget that the subjects in Calendar were non eativ
English speakers. Finally, the SER presented inrEig
10, denotes that for Calendar, 40% to 50% of the
sentences had an error and this number drops tia@ro
25% for MedSLT. This is perhaps a more convincing
indication for the difference across systems and
configurations for the task completion rate preserin
section 4.1.2.
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Figure 10: SER for the two configurations & systems
during the first and the second session

A side product of this analysis revealed that fonn
native English speakers the choice of recogniziitg w
the proper acoustic models is very important. The
American acoustic models provided better results fo
some users whereas the British one were more
appropriate for others. All experiment took placéhw
the Nuance v8.5.0 recognition engine.

4.2 Subjective evaluation

The evaluation included an exit interview with a
detailed questionnaire to measure the subjective
opinion of the users for each system and configumat
Besides the written questionnaires we had a short
discussion with all participants upon completion of
each experiment.

Users didn’t seem to favor one system over theroline

a five point Likert scale (Bad, Poor, Fair, Good,
Excellent) they expressed their overall impresgam
both systems as “Good (4)” (Figure 11). For MedSLT
there is a stronger tendency towards “Excellerit €5

the interquartile range of the corresponding baxtspis
above level 4.

Overall impression

I
Il

w
1
I
I
(0]

N
|

Likert scale

A
I

[0 Raw [ Rephrase — Median

medslt medslt

o

calendar calendar

Figure 11: What was your overall impression of the
system?

In Figures 12-13 we present two characteristicsrevhe
users expressed different opinions. If we consitler
Calendar application we observe the following. As a
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matter of comfort users seem to prefer the raw
recognition, as most of the time they see an ouwtpryt
close if not identical to that which they originajave.

Conformability

T B B m

4,,, PR PR PR - —
% 3+ -4 - - L
o
(2] o
C2f 0
-

1, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,

O Raw O Rephrase — Median
O T T

calendar calendar medslt medslt

Figure 12: You were comfortable working with the
system?

From our informal observations many of them felt
initially awkward with the structure of their repised
input. Calendar rephrase mechanism is different
compared to MedSLT, by using abbreviations for
months, introducing time intervals etc. The additib
workload is already reported in the objective
evaluation, as all versions outperform the
Calendar-Paraphrases one. This had probably an
impact to conformability.

One the other hand, as presented in Figure 13 fémby
more confident in the system for dealing with
misunderstandings when paraphrases are used. We
suppose that the richer and detailed output geam ti
second chance to reconsider their own input, which
could be initially ambiguous. In any case the reltur
language processing might make them think that
something clever takes place in the backend.

Clear up problems

Likert scale
N w BN
N
ASSN)

-
(0]

O Raw O Rephrase — Median
0 . . :

calendar calendar medslt

medslt

Figure 13: Misunderstandings could be cleared up
easily?

Due to lack of establishing statistical significarfor

the subjective evaluation we won't extrapolate gahe
conclusions. Conversely, we can rely on these tseasl
empirical data and combine them with the discussion
we had upon completion of each experiment. The
assumptions reported in this work were also an
outcome from the exit interviews.



Finally, we should take into account that the syste
didn't provide actual results. Whenever a user @ag
the raw recognition or the paraphrase as corrext, h
would also expect a correct query result. Thisoisthe
case however as hidden ambiguities in the raw
recognition, revealed in the paraphrase or in
back-translation, may offer false results. These

rephrasing mechanisms seemed to the users as much a

hindrance as an asset although their utility was no
revealed in its full extent.

5 Conclusion

In this work we tried to investigate the effects of
rephrasing as a confirmation mechanism of the sser’
input. We argue that for specific kinds of applioas it

is better to disambiguate the input before procegiti

the interaction. Especially in our case we can take
advantage of the screen compared to a telephoee bas
spoken language system. We utilized two application
running on a mobile platform that imposes different
interaction to the users. This may be affected Hgy t
offered smaller display, the interaction with dssypen

etc. We worked in an office environment albeit our
study can be extended in different condition like
outdoor testing or users on the move.

Our work was based on measurement of the additional
workload, the efficiency and the performance of the
system along with the satisfaction of the end usfes
observed that as they become more familiar with the
application, the time needed to process the owtpdt
re-interact with the system is reduced. In the woase

it's comparable with the time intervals presentadiie

raw recognition version. We can therefore statd tha
rephrasing doesn’'t seem to impose additional work
load concerning the time needed for a new intesacti
The additional time for confirmation is strongly
influenced by the structure of the rephrased ouffig
“soft” rephrasing mechanism of MedSLT compared to
Calendar demands in general less time for
confirmation.

We didn’t notice more errors occurring when the
rephrased output was used, although we would expect
some kind of learning process. Perhaps in the gbofe
this work there was not enough time for this predes
occur considering also the conversational natutbef
output, which does seem to be applicable. Probably
another long-term evaluation could be germanetisr t
kind of task.

From the overall impression of the users they stem
be equally satisfied with the raw recognition ahd t
rephrased version. Some differences presentedein th
subjective analysis along with exit interviews and
unofficial observation, make us conclude on issues
concerning the conformability, where the raw vemsio
seems to be preferable. Conversely for the abibty
clear up problems the rephrase version seems to be
more applicable.
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