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Abstract

We investigate which distributional properties should be present in a tagset by examining different mappings of various current part-of-
speech tagsets, looking at English, German, and Italian corpora. Given the importance of distributional information, we present a simple
model for evaluating how a tagset mapping captures distribution, specifically by utilizing a notion of frames to capture the local context.
In addition to an accuracy metric capturing the internal quality of a tagset, we introduce a way to evaluate the external quality of tagset
mappings so that we can ensure that the mapping retains linguistically important information from the original tagset. Although most
of the mappings we evaluate are motivated by linguistic concerns, we also explore an automatic, bottom-up way to define mappings, to
illustrate that better distributional mappings are possible. Comparing our initial evaluations to POS tagging results, we find that more
distributional tagsets can sometimes result in worse accuracy, underscring the need to carefully define the properties of a tagset.

1. Introduction

To evaluate part-of-speech (POS), or category, induc-
tion, POS tags are often mapped to a smaller tagset
(e.g., Goldwater and Griffiths, 2007; Toutanova and
Johnson, 2008), but there have been few criteria for
evaluating the quality of these mappings. It is not al-
ways clear which properties of the tagset are more or
less important to evaluate. Tagset mappings assumedly
capture distributional properties, but this is not always
made explicit, nor have there been many comparisons
made between mappings (cf., though, Dickinson and
Jochim, 2009). Given that a major weakness with eval-
uating category induction is that “there is not a unique
well-defined set of part-of-speech tags” (Clark, 2003),
we can improve the understanding of induction evalu-
ation by better defining the properties which should be
made across tagsets and by elucidating where desired
mappings cannot be made.

Relatedly, a more general question is what properties
should be in a tagset to begin with. One property com-
monly addressed is that of distribution (dating back to
Harris, 1954). However, tagsets in existence tend not
to cleanly delineate morphological and distributional
evidence in defining a tag (though, see recent work
on learner language for such a proposal, e.g., Diaz-
Negrillo et al., 2010, to appear; Dickinson and Ragheb,
2009). Thus, when evaluating POS taggers, for exam-
ple, it is not always clear which parts of errors stem
from a lack of distributional evidence or a lack of mor-
phological evidence, or some combination thereof. We
account for this issue by comparing different tagset
mappings with distinct distributional properties.
Regardless of tagset mappings, tagset evaluation is im-
portant in itself. Tagsets can be evaluated with re-
spect to their internal quality, i.e., whether they can
be tagged accurately, or their external quality, i.e.,
whether they make important linguistic distinctions
(see Déjean, 2000, sec. 2 & 7). Typical accuracy
measures reported for tasks such as POS tagging re-
flect internal quality, but, at least for tagset mappings,

there should be ways to measure the external quality,
too. Furthermore, it has been argued that it is the exter-
nal properties which are of more importance in tagger
evaluation (Elworthy, 1995). We address this in our
paper by using a lexicon-based evaluation, in addition
to accuracy measures.

In this paper, we investigate the question of which dis-
tributional properties should be in a tagset and exam-
ine the properties currently found in POS tagsets, by
examining different mappings. Outlining which cat-
egories are more or less distributional can help drive
the design and refinement of tagsets. Furthermore, by
making external and internal criteria clearer, we ar-
gue that an evaluation metric which reflects the loss
of linguistically (externally) important information in
a mapping should be used.

2. Tagset mappings

Corpus POS categories are composed of a variety of
morphological and syntactic features, the exact nature
of which varies across tagsets. Tagset mappings pro-
vide a way to examine the linguistic properties which
are appropriate for certain types of evaluation, ignoring
the properties which are not. For example, by merging
certain tags, we can factor out morphological proper-
ties to determine which syntactic properties are correct.
For learner language, it has been proposed that POS
annotation should be split into distributional, mor-
phological, and lexicon tags, in order to capture the
ways that second language learners use language non-
natively (see Diaz-Negrillo et al., 2010, to appear).
Such an explicit delineation of different sources of
POS evidence would be useful in our context, but since
tagsets do not currently have this tripartite structure,
we define mappings to get at the specific distributional
properties.

Investigating tagset mappings is nothing new. Previ-
ously, however, tagset mappings have been used to
show the effect on POS tagging (Brants, 1997) or have
focused on defining mappings between tagsets (Ze-
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man, 2008; Pirvan and Tufis, 2006), as opposed to re-
ducing the size of a single tagset. We focus on the situ-
ation where a tagset is being reduced in size in order to
evaluate system performance, often used for unsuper-
vised category induction, e.g., the PTB-17 tagset for
English (Smith and Eisner, 2005; Goldwater and Grif-
fiths, 2007; Toutanova and Johnson, 2008).

2.1. Measuring tag quality

We need some way(s) to evaluate different tagset map-
pings, specifically measuring the quality of the map-
pings with respect to their distributional properties. We
outline two ways to evaluate a tagset mapping, one
which is based more on internal criteria (section 2.1.1.)
and one which is based more on external criteria (sec-
tion 2.1.2.).

2.1.1. Frame-based approach

Following Dickinson and Jochim (2009), we will use
frames (Mintz, 2006) to test the quality of distribu-
tional mappings. The idea is relatively simple: lo-
cal context, in the form of a (frequent) frame of two
words surrounding a target word, leads to the target’s
categorization. For example, the frame you _ it gen-
erally predicts a verbal category for the target. Mintz
(2002) shows this local context, in the form of a frame,
leads to the target’s categorization in adults, and Mintz
(2003) shows that frequent frames supply category in-
formation in child language corpora. Frames also seem
to be a viable way to investigate categorization of cor-
pus data (Dickinson and Jochim, 2008, 2009).
Consider, though, that verbal tags often distinguish
past tense from present tense, largely a morphologi-
cal property in English. The apparent accuracy of a
frame at identifying a corpus category thus suffers be-
cause non-distributional properties may be encoded in
the tags. A tagset mapping which merges these prop-
erties is still largely capturing distribution.

Frames are essentially a very primitive classifier, iden-
tifying all words in the same frame as having the same
category. They have a distinct advantage over more
complex classifiers (e.g., POS taggers), however, in
that they are one way of encoding a purely distribu-
tional test. Thus, tagset mappings which do a better
job of increasing the accuracy of frame-based iden-
tification are better capturing distributional properties
(see also Dickinson and Jochim, 2009). Frames are
additionally beneficial, in that they are quite simple to
encode and appear to be somewhat cross-linguistically
viable, as has been shown for human category acquisi-
tion (Chemla et al., 2009; Xiao et al., 2006).

Defining frequency For category acquisition, fre-
quent frames are used, those with a frequency above
a certain threshold. For frequent frames in six subcor-
pora of the CHILDES database (MacWhinney, 2000),
Mintz (2003) obtains both high type and token accu-
racy in categorizing words.

The core idea of using frames is that words used in

the same context are associated with each other, and
the more often these contexts occur, the more confi-
dence we have that the frame indicates a category. Set-
ting a threshold to obtain the 45 most frequent frames
in each subcorpus (about 80,000 words on average),
Mintz (2003) allows a frame to occur often enough to
be meaningful and have a variety of target words in the
frame.

On a par with obtaining around 45 frequent frames
and following Dickinson and Jochim (2009), we de-
fine frequent frames as those which are about 0.03% of
the total number of frames; this works out to be those
frames with a frequency of 200 in the Penn Treebank
corpus. With this cutoff, only frames that occur fre-
quently will be categories, increasing reliability of the
data. One could explore more thresholds, but for com-
paring tagset mappings, these provide a good picture.

Accuracy To evaluate, we need a measure of the ac-
curacy of each frame. Mintz (2003) and Redington
et al. (1998) calculate accuracy by counting all pairs
of words (types or tokens) that are from the same cate-
gory, divided by all possible pairs of words in a group-
ing. This captures the idea that each word should have
the same category as every other word in its category
set.

However, this measurement does not seem to ade-
quately represent cases with a majority label. For ex-
ample, if three words have the tag X and one Y, pair-
wise comparison results in an accuracy of 50%, even
though X is dominant. To account for this, we mea-
sure the purity (see Ch. 16 in Manning et al., 2008)
of the frame by dividing the most frequent category in-
stances among all instances, e.g., 75% for the above
example. We will use this measure throughout the pa-
per, although, for comparison of tagset mappings on
the same data, either measure seems adequate.

2.1.2. Lexicon evaluation

Measuring distributional accuracy does not capture all
the relevant facts for evaluating tagset mappings. Ac-
curacy only measures internal qualities of the tagset.
We also want some way to measure the loss in external
quality, i.e., the types of linguistic distinctions which
are no longer made by a mapping.

To motivate our measurement, consider the fact that
some category distinctions are less important for the
context to make. For example, using the Penn Tree-
bank tags for English (Marcus et al., 1993), it is detri-
mental if we conflate base form verb (VB) and present
tense verb (non-third person singular, VBP) because
this is a prominent ambiguity for many words (e.g.,
see). On the other hand, there are no words which can
be both VBP (e.g., see) and VBZ (third person singu-
lar present tense, e.g., sees). Following Dickinson and
Jochim (2009), we thus also report how many ambigu-
ities are lost in the lexicon for a given tagset mapping,
in order to measure the loss in desired linguistic prop-
erties. For example, mapping VB and VBP to a single
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verbal tag causes many words to lose ambiguities.

A mapping is preferred which does not conflate tags
that vary for individual words. To calculate this, we
compare the original lexicon with a mapped lexicon
and count the number of words which lose a distinc-
tion. Consider the words accept and accepts: accept
varies between VB and VBP; accepts is only VBZ.
When we map tags based on similar form (see sec-
tion 4.1.), we count 1 for accept, since VB and VBP
are merged into one tag (Verb). When we map verbs
based on finiteness, we count O for these two words, as
accept still has two tags (V-nonfin, V-fin) and accepts
has one tag (V-fin), even if they are reduced tags.
Fewer losses are desired, as this means that words are
nearly as ambiguous as they were before. In the limit,
the best methods will merge nothing, and the worst will
merge everything into one tag, losing every ambiguity
in the lexicon.

3. Initial mappings

We first look at convenient mappings for different lan-
guages, many of them currently in use for evaluation.
Table 1 shows the accuracy of frequent frames using
the corpora’s original and mapped tagsets. We re-
port the number of frames used for comparison, num-
ber of tags, purity, and the loss in lexicon ambigu-
ities (Lost amb.). The first row in each section is
the unmapped version, and subsequent rows are map-
pings. The mappings—which are more fully described
below—get us closer to the results for human cate-
gory acquisition (Mintz, 2006), but the loss of lexical
ambiguity often skyrockets. And, as shown below, a
lower number of mapped tags is not always correlated
with higher accuracy. We will need to more carefully
consider the distributional dimensions of the mappings
and the tagsets (see section 4.).

Corpus Lost
mapping | Frames | Tags | Purity | amb.
PTB 98 45 | 79.5% 0
PTB-17 98 17 | 89.7% | 2038
Bro. 88 383 | 66.3% 0
Bro.-17 88 18 | 84.0% | 580
SUS. 102 425 | 38.1% 0
SUS.-1 102 20 | 79.1% | 652
SuUS.-2 102 61 | 754% | 589
TIG. 58 155 | 82.3% 0
TIG.-1 58 14 | 90.5% | 2627
TUT 149 924 | 63.5% 0
TUT-1 149 16 | 89.6% | 183
TUT-2 149 94 | 842% | 64

Table 1: Original & (coarsely) mapped tag purity

PTB & Brown The PTB-17 mapping (Smith and
Eisner, 2005) for the Penn Treebank is commonly used
for evaluating category induction (e.g., Goldwater and

Griffiths, 2007; Toutanova and Johnson, 2008). We use
a similar mapping for the Brown tagset, as they share
many tags in common. The original Brown data has
been preprocessed so that tokenization would be more
similar to the Penn Treebank, and function tags are ig-
nored.

SUSANNE For the SUSANNE Corpus tagset
(Sampson, 1995), the tags are composed in such a
way that each character makes a finer distinction. This
makes it easy to map tags, by taking the first character
of the tag (SUS.-1) or the first two characters (SUS.-2),
as in Brants (1997).

TIGER With the TIGER corpus of German (Brants
et al., 2002), we tested a mapping that results in about
as many tags as the PTB-17. TIGER’s accuracy is
greater than the accuracies of the other corpora, both
before (71G.) and after mapping (71G.-1).

TUT The tagset for the Turin University Treebank
(TUT) of Italian (Bosco et al., 2000) is composed
of syntactic categories (e.g., noun), syntactic subcat-
egories (e.g., gender), and syntactic features, leading
to a much larger original tagset. A mapped tagset can
be obtained by looking just at the lexical categories and
select subcategories, much like with the SUS.-1 map-
ping (TUT-1), or by following the mapping in Chanev
(2005) (TUT-2).

4. Manipulating different properties

In this section we test linguistically-motivated map-
pings to find which distributional properties of a tagset
can easily be mapped and what the resulting accuracy
is for different mappings, using frequent frames as the
basis for distributional classification. Given the pre-
dominance of verbs and nouns, we focus on linguistic
properties within these categories, leaving other cate-
gories unmapped. Accuracy will of course improve by
merging tags, thereby removing distinctions; what is
important is for which mappings it improves most and
still retains desired ambiguities in the lexicon.

4.1. Penn Treebank (PTB)

Due to its popularity in training and tagging POS
tagging technology, we use the PTB as a starting
point.! For the PTB, we merge nouns and verbs along
two dimensions: their common syntactic/distributional
properties or their common morphological properties
(Dickinson and Jochim, 2009). We merge nouns by
noun type or by noun form, as shown in table 2. Specif-
ically, the noun type mapping has three noun tags: PRP
[pronoun], NN/NNS [common noun], NNP/NNPS
[proper noun]; and the noun form mapping has a dif-
ferent set of three tags, based on grammatical number:
PRP [pronoun], NN/NNP [singular noun], NNS/NNPS
[plural noun]). As shown in table 3, we merge verbs

'For the PTB, we used only sections 0-18 to develop the
method; for all other corpora, we used the entire corpus.
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either by finiteness (MD [modal], VBP/VBZ/VBD [fi-
nite verb], VB/VBG/VBN [nonfinite verb]) or by verb
Sform (MD [modal], VB/VBP [base], VBD/VBN [-ed],
VBG [-ing], VBZ [-s]). In the latter case, verbs with
consistently similar forms are grouped—e.g., see can
be a baseform (VB) or a present tense verb (VBP).

Noun type | Nounform
Tag Mapping || Tag Mapping
PRP pronoun || PRP pronoun
NN common | NN singular
NNS noun NNP noun
NNP proper NNS plural
NNPS noun NNPS noun

Table 2: Noun mappings for Penn Treebank

Finiteness H Verb form
Tag Mapping | Tag Mapping
MD modal MD modal
VBP finite VB base
VBZ verb VBP verb
VBD VBZ -
VB nonfinite || VBD -ed
VBG verb VBN
VBN VBG -ing

Table 3: Verb mappings for Penn Treebank

These are not the only possible mappings, of course;
however, we are limited in what we can map by what is
provided in the original tagset. For example, we cannot
map based on verb transitivity (see section 4.3.), as this
is not encoded in the PTB tagset.

Lost
Mapping Tags | Purity | amb.
PTB-17 17 | 89.7% | 2038
N. form/V. form | 41 83.2% | 2653
N. type/V. form 41 84.3% | 2101
N. form/Finite 39 | 85.1% | 905
N. type/Finite 39 | 86.3% | 352
No mappings 45 | 79.5% 0

Table 4: Results for Penn Treebank

In table 4, we find that merging verbs by finite-
ness and nouns by noun type results in high preci-
sion.? Using frames as a distributional test, this con-
firms that noun type better captures distribution than
noun form. This is not to say that noun form is not
relevant distributionally—clearly, singular and plural
nouns differ with respect to distributional properties

2The results are similar to those in Dickinson and Jochim
(2009), but in that paper, we also mapped other categories
beyond verbs and nouns.

such as verbal agreement (cf. he is vs. they are). How-
ever, it seems that noun type more often is needed dis-
tributionally.

In addition to being more distributional, a mapping
such as the noun type/verb finiteness one also better
maintains distinctions in the lexicon. The column Lost
amb. in table 4 shows that mapping by noun type
and finiteness has fewer lost ambiguities than the other
noun/verb mappings. By contrast, the PTB-17 map-
ping (Smith and Eisner, 2005), commonly used for
evaluating category induction (Goldberg et al., 2008;
Goldwater and Griffiths, 2007; Toutanova and John-
son, 2008), has a better accuracy, yet it loses distinc-
tions for 2038 words. This lexical ambiguity measure
is thus crucial for a full evaluation. Further, a map-
ping such as the one we propose seems better suited
for evaluating distributional methods of category in-
duction.

4.2. Brown Corpus

The Brown corpus mappings are given in tables 5 and
6. Although the base categories are different, the map-
ping results in essentially equivalent categories to the
PTB mappings. Likewise, the results for the Brown
corpus (table 7) follow the same trends as PTB. In
particular, here we see that the noun type distinction
boosts our accuracy while mapping by verb finiteness
minimizes the lexical ambiguity (with respect to the
noun form and verb form distinctions respectively).
We can also note that each mapping has essentially
the same number of categories, indicating the impor-
tance of examining a mapping’s linguistic properties
(cf. also Elworthy, 1995).

Noun type H Noun form

Tag Mapping || Tag Mapping

pn, ppl pn, ppl

ppls, ppo | pronoun || ppls, ppo | pronoun

PpS, ppss PPS, ppss

nn, nns common || nn, np singular

nr, nrs noun nr noun

np, nps proper nns, nps plural
noun nrs noun

Table 5: Noun mappings for Brown

We should note that this data ignores the -hl and -tl tag
suffixes, representing headlines and titles (see discus-
sion in Dickinson and Jochim, 2008). Furthermore, we
made some slight changes in the the tokenization from
the original Brown corpus to more closely match the
PTB: contractions including apostrophes are split (to
avoid compound Brown tags, i.e. pps+hvz); and pos-
sessives are split, introducing a PTB-like POS tag.

4.3. SUSANNE

Extending these noun/verb mappings to the SU-
SANNE corpus is more problematic, where “word
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Finiteness H Verb form
Tag Mapping || Tag Mapping
md, md* modal md, md* modal
bed, bed*, be, bem,
bedz, bedz*, bem*, ber, base
bem, bem*, ber*, do, verb
ber, ber*, do*, hv,
bez, bez*, finite hv*, vb
dod, dod*, verb bez, bez*,
doz, doz*, doz, doz*, -5
hvd, hvd*, hvz, hvz*,
hvz, hvz*, vbz
vbd, vbz beg, hvg, -ing

vbg

be, beg, bed, bed*,
ben, do, bedz, bedz*,
do*, hv, nonfinite || ben, dod, -ed
hv*, hvg, verb dod*, hvd,
hvn, vb, hvd*, hvn,
vbg, vbn vbd, vbn

Table 6: Verb mappings for Brown

Lost
Mapping Tags | Purity | amb.
Bro.-17 18 | 84.0% | 580
N. form/V. form | 59 | 72.0% | 1685
N. type/V. form 58 | 79.1% | 1611
N. form/Finite 57 | 73.4% | 188
N. type/Finite 56 | 80.5% | 114
No mappings 383 | 66.3% 0

Table 7: Results for Brown

classes” are more lexically motivated. The mappings
are given in tables 8 and 9.3 but they are not exact. Re-
garding noun form mappings, for example, SUSANNE
has tags for singular nouns (e.g. NNIc), plural nouns
(e.g. NN2), and nouns which can be both singular and
plural (e.g. NNc). This means that instances of words
like sheep are not disambiguated; they are tagged NNc
for any number. We group them with singular nouns,
though this is not ideal. In other words, despite the
larger tagset and finer granularity, the tagset does not
help as much in our efforts of creating mappings to iso-
late distributional tagset properties.

Despite this limitation, the trends still parallel those
of PTB and Brown, as we report in table 10. Map-
ping verb finiteness better retains lexical ambiguities,
while mapping noun type seems to help accuracy. Be-
cause information on verbs’ transitivity is present in
SUSANNE,* we also tried such mappings: this per-

3not NP means that all noun tags other than NP are
merged; the period (.) indicates any possibility; tags with
more than 3 characters are subsumed by the 3-character tags.
“These are easily mapped, given that transitive verb tags

Noun type H Noun form
Tag Mapping || Tag Mapping
PP pronoun || PP pronoun
NP proper N..2 plural
noun NNmm noun
(not NP) | common || (not singular
noun plural) noun

Table 8: Noun mappings for SUSANNE

Finiteness || Verb form
Tag | Mapping || Tag | Mapping
VM modal VM modal

V.D V.0 base
V.Z finite VM verb
VM verb V.R

VR V.Z -s
V.0 | nonfinite | V.D -ed
V.G verb V.N

V.N V.G -ing

Table 9: Verb mappings for SUSANNE

forms worse than verb form or finiteness, indicating
that it may be a more difficult distributional property.

Lost
Mapping Tags | Purity | amb.
First letter 20 | 79.1% | 652
Two letters 61 75.4% | 589
N. form/V. form | 279 | 67.3% | 532
N. type/V. form | 279 | 73.9% | 533
N. form/Finite 277 | 68.4% | 104
N. type/Finite 277 | 75.0% | 105
N. form/Trans. 279 | 62.9% | 530
N. type/Trans. 279 | 69.4% | 531
No mappings 425 | 38.1% 0

Table 10: Results for SUSANNE

4.4. Turin University Treebank (TUT)

Table 11 provides some mappings to verbs in the TUT
corpus, but we do not list out the mappings for noun
type, noun form, or verb form. Noun type is sim-
ple: NOUN COMMON maps to common noun and
NOUN PROPER maps to proper noun. On the other
hand, because Italian has more complex morphology
than English, noun and verb inflections cannot be eas-
ily mapped by form. Our decision is to approxi-
mate this by mapping nouns to a gender/number class
(e.g., NOUN F SING) and by mapping verbs to a per-
son/number class (e.g., VERB 3 SING), in addition to
including categories for gerunds, infinitives, modals,

end in ¢ and intransitive in i.
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and participles. Similar to SUSANNE, features such
as “ALLVAL” which indicate that all values could ap-
ply pose a problem for distributional definitions. In
these cases, we mapped ALLVAL to itself.

The results (table 12) still list noun form and verb form,
which shows that fewer tags are mapped.> We again
see an accuracy increase for the noun type distinction
(around 9%), but here the lexical ambiguity increases,
as well, albeit slightly. Interestingly, all verb mappings
have relatively similar accuracies, perhaps indicating
the importance of distribution for making all the ver-
bal distinctions in Italian. The noun type and finite
mappings proposed for the English Penn Treebank still
make sense for Italian, but perhaps there are additional
mappings that might be useful as well.

Finiteness
Tag Mapping
VERB MOD modal
VERB . IND
VERB . CONG finite
VERB . CONDIZ verb
VERB . IMPER
VERB . GERUND nonfinite
VERB . INFINITE verb
VERB . PARTICIPLE

Table 11: Verb mappings for TUT

Lost
Mapping Tags | Purity | amb.
“syntactic categories” | 16 | 89.6% | 183
Chanev mapping 94 | 842% | 64
N. form/V. form 284 | 757% | 62
N. type/V. form 277 | 84.5% | 71
N. form/Finite 269 | 77.1% | 63
N. type/Finite 262 | 85.8% 72
N. form/Trans. 270 | 75.6% | 57
N. type/Trans. 263 | 84.5% | 66
No mappings 924 | 63.5% 0

Table 12: Results for TUT

5. Automatically mapping similar tags

The approaches for tagset mapping in previous sec-
tions were more top-down approaches: we started with
a set of grammatical categories and assigned mappings
for sets of categories, based on what we suspected were
useful properties. With large tagsets, such as the SU-
SANNE tagset, this sort of approach can sometimes
be time-consuming. It would be useful to have some
automatic help in defining a mapping.

To that end, we use a cosine similarity measure to tell
us which tags appear in the same frame contexts. Tags

SDates and numbers are mapped as DATE and NUM in
all mappings, (see Chanev, 2005, for details).

with similar distributions are grouped together to de-
fine a mapping. Although this is “cheating” by using
the same data for measuring and evaluating, we do this
in order to define a mapping which can be used for
evaluation purposes. Additionally, we will see that this
methodology confirms the fact that better mappings
than the ones we hand-created can be defined.

Cosine similarity provides a bottom-up approach so
that we can group tags based strictly on distribu-
tional properties (i.e. frames). Similar tags, where
sim(tagy,tags) > 0.75, are transitively grouped to-
gether and these groups form the mappings used. For
example, calculating over the 102 frames for SU-
SANNE, RRQr and VVOt have 0.79 similarity, and
VVO0t and VVOv have 0.96 similarity. Regardless of
the similarity between RRQr and VVO0v, we merge
these three tags into a mapping. With this methodol-
ogy for the SUSANNE corpus, we obtain increased
accuracy (73.3%), while keeping the lost ambiguities
to a minimum (36), as shown in table 13, where previ-
ous results are included for comparison. This is despite
having more tags (326) than with any other mapping.

Lost
Mapping Tags | Purity | amb.
First letter 20 | 79.1% | 652
Two letters 61 75.4% | 589
N. type/Finite | 277 | 75.0% | 105
Cosine sim. 326 | 73.3% | 36
No mappings | 425 | 38.1% 0

Table 13: Cosine similarity results for SUSANNE

Similarly, trying this on Brown, we obtain 78.4% ac-
curacy with only 68 lost ambiguities, as shown in ta-
ble 14. With this bottom-up approach, accuracy im-
proves and lost ambiguities remain low; that is, this
similarity-based mapping results in a good balance of
internal and external criteria. However, it is not clear
what the linguistic consequences are. In the future,
one can consider applying linguistic intuition from the
top to improve the automatic mappings of similar tags.
What we have demonstrated are: 1) better mappings do
exist than ones gleaned solely from linguistic intuition,
and 2) once again, the number of tags in a tagset (map-
ping) is not correlated with either internal or external
accuracy.

Lost
Mapping Tags | Purity | amb.
Bro.-17 18 | 84.0% | 580
N. type/Finite | 56 | 80.5% | 114
Cosine sim. 79 | 784% | 68
No mappings | 383 | 66.3% 0

Table 14: Cosine similarity results for Brown
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6. POS tagging evaluation
6.1. Tagger-based approach

Given this analysis of different tagset mappings, we
can now investigate what happens when we run a su-
pervised POS tagger and map the results in differ-
ent ways. POS tagging provides a more sophisticated
method of looking at a tag distribution, but is crucially
different from using frames as a classification method.
First, tagging is supervised, while frames are not,
meaning that a tagger reduces its set of distributional
choices to those which are consistent with its lexi-
con. To alleviate this to some extent, we focus on
the tagging accuracy of unknown words in the testing
data. However, taggers still group together statistics of
known words to tag unknown words. That is to say,
upon seeing an unknown word, a tagger is predisposed
to tag it a certain way, based on the lexicon, as op-
posed to using only distributional information, as with
frequent frames.

Secondly, using frames to classify requires only ex-
amining frequent contexts; this limited set of contexts
contrasts with a tagger that tags every word. When ex-
amining rarer contexts, the distributional evidence is
less clear, i.e., there are many situations the tagger will
have never seen before. It is clearly desirable to have
a tagger tag these cases, but it makes a POS tagger
non-optimal for evaluating distributional properties of
tagsets. If we cannot reliably classify each context as
fitting a particular POS tag, then there is much more
guessing taking place.

Relatedly, although both POS tagging and frame-based
classification capture distribution, they have a different
distributional model. Frames focus on one word before
and one word after a target word, whereas POS taggers
are generally concerned with the context of the previ-
ous tags before the target word (at least the Markov
model tagger we use).

6.2. Results

We used the TnT POS tagger (Brants, 2000) on the
PTB data for our experiments. By default, TnT uses
a suffix trie to guess the tags of unknown words using
morphological information. We turn off the use of this
trie to make the tagger rely more purely on distribution
(i.e., the suffix trie is set to zero length).

It should also be noted that two very different things
are measured for frame-based classification and POS
tagging. For frames, we are measuring the uniformity
of a context, while POS tagging accuracy refers to the
accuracy of the trained tagger tested against a gold
standard.

Results for POS tagging are given in tables 15 (all
words) and 16 (unknown words). We focus on the
unknown words in table 16, as this best captures the
case where distributional evidence is more heavily re-
lied upon.

Interestingly, we do not find the same results as with
the frame-based classification. Here, the noun form

Noun type  Noun form
Finiteness 96.27% 96.30%
Verb form |  96.65% 96.68 %

Table 15: Tagging accuracy

Noun type  Noun form
Finiteness 73.18% 73.99%
Verb form 72.36% 73.16%

Table 16: Tagging accuracy for unknown words

mapping outperforms the noun type one. In other
words, a mapping which we thought was more dis-
tributionally preferable—based on both internal and
external criteria—results in worse accuracy. To see
why this is, consider the fact that, in this tagging ex-
periment, the most frequent confusable tags involving
nouns are NN (common noun) and NNP (proper noun),
which are conflated with the noun form, but not the
noun type, mapping. Thus, mapping by noun form ob-
tains a higher accuracy.

This hearkens back to the point made earlier: a tag-
ger is tagging all contexts, and many NN/NNP words
appear only vary rarely, in contexts which do not re-
cur. This shows, first of all, the limitation of using a
POS tagger in order to test the distributional quality
of a tagset. The tagger guesses in each context which
tag is correct, but it is not explicitly marking a context
as fitting a particular distributional frame. Secondly,
it appears that at least in some tests, tagging accuracy
is easier for some distinctions, but these are precisely
the distinctions which it needs to be making. Once
again, both internal and external criteria are needed
when evaluating a tagset and a tagset mapping.

7. Summary and Outlook

In this paper, we have considered a range of corpora
and tagsets, examining different tagset mappings and
their distributional properties. There are various take-
away points: 1) Using frequent frames, or similar
purely distributional tests, allows one to test how dis-
tributional a tagset is, in a way which is more reliable
than a POS tagger. 2) When evaluating POS tagging
or category induction methods involving a mapping
to a simpler tagset, one should report a measurement
of external quality; we specifically recommend one
which records the number of ambiguities lost in the
lexicon. This is especially important considering the
differences in tagging accuracy for different mappings
(cf. section 6.2.). 3) Tagset mappings can be done in a
systematic “top-down” way, albeit limited by the orig-
inal categories in the tagset, but automatic mappings
show that better mappings are indeed possible.

Future work can go in a number of directions. Clearly,
one can examine other corpora and tagsets, especially
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for morphologically-richer languages with more dis-
tinctions. In that process, there is much room for im-
provement in automatically defining mappings which
can be used for a range of experiments. On that note,
one should consider revisiting category induction ex-
periments, to see what the quality of the methods are
when considering mappings that do not lose as many
linguistically-important distinctions.
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