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Abstract

The goal of this paper is to describe the annotation protocols and the Semantic Annotation Tool (SAT) used in the DutchSemCor
project. The DutchSemCor project is aiming at aligning the Cornetto lexical database with the Dutch language corpus SoNaR. 250K
corpus occurrences of the 3,000 most frequent and most ambiguous Dutch nouns, adjectives and verbs are being annotated manually
using the SAT. This data is then used for bootstrapping 750K extra occurrences which in turn will be checked manually. Our main focus
in this paper is the methodology applied in the project to attain the envisaged Inter-annotator Agreement (IA) of >80%. We will also
discuss one of the main objectives of DutchSemCor i.e. to provide semantically annotated language data with high scores for quantity,
quality and diversity. Sample data with high scores for these three features can yield better results for co-training WSD systems. Finally,

we will take a brief look at our annotation tool.

1. Introduction

The importance of semantically annotated corpora for
Word Sense Disambiguation (WSD) has been underlined
in various research projects in the past decade. The
numerous SENSEVAL-tasks produced interesting data
for the evaluation of WSD systems and provided a
theoretical background for the creation of semantically
annotated corpus material. Supervised and unsupervised
methods to decipher meaning have been extensively
tested and described, and the results have been compared
to gold standards. One subject, however, gained only
minor attention within the framework of WSD namely the
actual process of semantic annotation by human “taggers”
as well as the tools and methodology applied in the
different projects.

In what follows, we will give an account of the
DutchSemCor project, the methodology we have been
using for the analysis of annotations and finally, the
Semantic Annotation Tool (SAT) which had been
developed for the computer assisted semantic tagging of
corpus material. First, we will set forth the aims and
purposes of the DutchSemCor project, a collaboration
project between three Dutch universities (Section 1). In
the project, manual tagging is combined with supervised
methods and a unique methodology is applied to reach
optimal scores for quantity, diversity and quality of the
manually annotated data. These three scores are important
for optimal co-training of our WSD-systems (Section 2).
Finally, we will introduce the SAT used for the manual
annotation task (Section 3).

2. The DutchSemCor project

Most NLP applications require large sense-tagged corpora
along with lexical databases to reach satisfactory results

in WSD tasks such as machine translation, question &
answering, summarization and terminology extraction.
The number of English language resources have increased
in the past years, the data scarceness for other languages,
however, is more than obvious.

The situation is similar for the Dutch language: scarceness
of semantically annotated corpus material to train WSD
machines. In order to overcome the data bottleneck the
DutchSemCor project is aiming to deliver a one-million
word Dutch corpus that is fully sense-tagged with senses
and domain tags from the Cornetto lexical database
(Vossen 2006 and Vossen et al. 2007, 2008). 250K
examples of this corpus are being manually tagged. The
remainder will be automatically tagged using three
different WSD systems and will be validated by human
annotators. The corpus data is based on existing corpus
material collected in the projects CGN (Eerten, 2007),
D-Col and SoNaR (Oostdijk et al., 2008). These corpora
have already been parsed and tagged in previous projects
and will be extended where necessary in order to find
sufficient examples for different word senses that are less
frequent and do not appear in the above corpora. When
writing this essay, our project is in a preliminary phase,
we have currently begun with the annotation of our corpus
material for Dutch nouns.

3. General methodology

In this section we will describe the different phases of the
annotation project (a combination of manual and
automatic techniques) followed by a short overview of the
different phases of the manual annotation process.
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3.1 A combination of manual and automatic
annotation

We are using a mixture of automatic and manual tagging
procedures. The envisaged corpus of 1 million tokens is
split into two parts that are handled in different ways. The
first part of about 250,000 tokens is being annotated at the
moment in a traditional way: on average 25 examples of
each meaning of 3,000 most frequent and most polyseme
words of the Dutch language (65% nouns, 23% verbs and
12% adjectives) are analyzed and tagged by a group of 8
human annotators. This tagging is supported by a
knowledge-rich tagging system (see next section) that
does not rely on training examples. We are counting on an
average of 3.4 senses per word (based on data in the
Cornetto database).

The second part of the corpus will cover 750,000 tokens,
adding another 75 examples for each word meaning. The
coverage of the corpus is partly based on the remainders
of the general corpora used, and partly on the necessity to
find sufficient examples for each meaning of the selected
words. This second part of the corpus will be tagged
automatically at a later stage using tagging systems that
are trained by the manually tagged data acquired so far
and any other data that can be used (bootstrapping). The
manual tagging in the second phase then involves
validating the automatic assignments by a human
annotator. This means that we focus on those cases where
the confidence of the system is low and different systems
disagree, as in active learning or co-training methods.
Note that we can also group word occurrences based on
their estimated meanings and compare the different
contexts in which they occur. If there are insufficient
examples of a word in a particular meaning in the corpus,
sampling techniques can be used to find additional
examples of the word in its context, e.g. on the Web or in
large textual corpora.

3.2 Different phases of manual annotation

In what follows we will discuss the process of manual
tagging. Already after the first annotation sequences of
our project, it has become obvious that high agreement
scores and reasonable quality of annotated material can
only be reached if the annotators have a clear and
unanimous perception of the different senses of a lemma.
For this reason, we have introduced project meetings at a
very early stage of our project. In these meetings,
involving the 8 annotators and the two coordinators we
reflect on problems of different origins (possible mistakes
in the lexical database, difficult sense distinctions, senses
that are not represented in the corpus, etc). Also, we
discuss co-occurrence strategies to find word meanings
directly in the corpus or on the Internet as well as to group
examples and to discover figurative and idiomatic uses.
Another purpose of the discussions is to gain insight into
the peculiarities of the Dutch language and to teach
annotators test their language instincts using different

word-meaning tests (e.g. zeugma, cross readings etc).

In order to reach an Inter-annotator Agreement of
minimum 80%, we implement the following working
cycle divided into three different phases: pre-processing
the Cornetto data, preliminary discussion (Preparatory
phase); manual annotation sessions (Annotation phase);
Post-editing the Cornetto data (Editorial phase).

3.2.1 Pre-processing the Cornetto data

Before the preliminary discussion, the Cornetto data
needs to be inspected by the coordinator of the project and
if necessary the entries need to be corrected. Also a word
list is to be prepared. Every two weeks a new word list of
approx. 200 words are processed by 8 annotators (4
couples). The editing process consists of the following
main tasks: delineation of word meanings, verifying the
alignment between LUs and Synsets, splitting, merging or
removing senses, if necessary creating new senses, adding
morpho-syntactic/  semantic  information, adding
examples, synonyms, etc.

3.2.2  Preliminary discussion

We hold one meeting of two hours per week. An
important part of these meetings is the preliminary
discussion of ‘new words’. During this preliminary
discussion, the coordinator of the annotation project
points out possible difficulties based on data from the
Cornetto lexical database. The aim is to prepare
annotators for certain pitfalls common in human WSD
tasks and to suggest methods to overcome these
difficulties.

3.2.3 Manual annotation 1

Two annotators (Al + A2) receive the same words and the
same KWIC index examples of the reference corpus to
annotate. Note that the annotators are free to choose or
ignore certain examples. (The annotation tool restricts the
number of examples per sense otherwise there would be
too little overlap between the tagged instances). The
resulting overlap between the annotated occurrences can
be divided into two groups. One group contains the tokens
for which an agreement has been reached (see figure 1 —
Group 1). These examples are identically tagged between
the two annotators and need not further be discussed. The
other group (see figure 1 — Group 2) are those
occurrences which have been tagged differently by the
two annotators. During the 1st discussion we will look at
these examples. It is important to account for the
differences and in some cases the sense division of the
given Cornetto entry needs to be changed.
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All examples
fora word in
the reference
corpus

Group 2. Overlapping annotated
examples with no TA

Annotated
examples by Al

Group 1. Overlapping
annotated examples
with TA

Annotated
examples by A2

Group 3. Examples
annotated only by Al or
A2 (no overlap)

Figure 1: Results of the first sequence of manual annotation

3.2.4 Manual annotation 2

After the Ist discussion, the examples in Group 2 are
annotated again by the two annotators. Most of the
examples of Group 2 are annotated identically in the
second round (due to the previous discussions and
clarifications of word meanings) increasing this way the
overall IA. The examples of Group 3 will be exchanged
between the two annotators (these are the examples which
have been annotated by only one of the two annotators)
and a 2nd discussion follows (see 3.2.3). The result of this
procedure is that an IA of minimum 80% is reached for
the three groups mentioned above at the end of the second
week.

3.2.5 Post-editing the Cornetto data

Based on the annotated occurrences in the corpus, our aim
is to, if necessary, correct senses or create new additional
senses in the Cornetto lexical database. This happens
using the following steps:

1. Clustering senses based on corpus data
using lexical-contextual clues and syntactic
patterns within paragraph.

2. Choose ‘prototypical sense’
(based on frequency and intuition).

3. Determine the different ‘shifts’  This shows
the meaning changes from ‘prototype sense’ to
other senses (metaphor, metonymy etc.) and the
sense divisions inside a sense inventory.

from cluster

4. If necessary merge/ split senses

Summary of the annotation process:

1.

Pre-processing Cornetto data

Preliminary discussion

2.

Annotation phase 1

3 groups of examples:

Goup 1 = overlap, IA
Group 2 = overlap, no IA
Group 3 = no overlap, no [A

Discussion 1
Group 1 = OK;; discuss Group 2

Annotation phase 2
re-annotation Group 2 (reaching IA)
annotation Group 3

Discussion 2
Group 1+2 = OK; discuss Group 3

re-annotation Group 3

Group 1+2+3 = 1A > 80%

post-editing Cornetto entries
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I Dutes Sen:

| Download all

#  Wordid Word

6414 WR-P-P-G-0000004510.p251w7  ministerie

6413  WS-U-E-A-0000000187.p.7.5.1w.13  ministerie

6412 WS-U-E-A-0000000293p.5.57w.3 ministerie
WRPEC

6411 nleidin
0000000163.p.176.5.1.w.4 Inleiding
WR-P-E-C-

6410 inleiding

0000000163.p.140.5.1.w.5

SoNaR Tags, count is 6414, showing most recent 500

Lemma Pos Senseid  Annotator Usage Time stamp
ministerie n T;gma Dieke N igligf;:‘;f)d
ministerie n %2918 Dieke N ‘3214[;%5;04
ministerie n ?;;;ns Dieke N ?2?;2?;-04
inleiding n 117951 Gratia N fg‘iizo‘
inleiding n 17951 Gratia N igﬁﬁm

Figure 2: Screenshot of the log-file

3.3 Quantity, diversity and quality of data

In previous projects such as OntoNotes (Sameer and
Nianwen, 2009) similar cycli have been used as the one
mentioned above in order to reach high IA scores. To our
knowledge, no further criteria have been applied in these
projects. Our aim is to not only obtain an IA score of
minimum 80% but also to deliver a large corpus which is
sufficiently diverse in terms of syntactic and semantic
patterns.

Based on a detailed log-file, annotation results are
evaluated and discussed with the annotators. Each tagged
sentence and every annotator action is recorded in a
log-file. Since every corpus fragment receives an ID it is
possible to analyze the quality, diversity and quantity of
the tagged instances. (See Figure 2 for an example of the
log-file).

We are trying to reach high diversity by implementing
different filters which make use of constituency patterns,
semantic roles, collocational information, domain labels
etc. (for automatic pre-labelling of paragraphs with
domain labels see 3.4).

Finally, the IA-score is our quality measurement and is
very useful for the different discussions with the
annotators. Low agreement usually means difficulties
either in linking the right examples to the existing
Cornetto senses or problems with the sense divisions of
Cornetto itself. This latter will need to be corrected by the
coordinator of the annotation project.

This way, we not only guarantee rich and interesting data
for purposes of linguistic research but also a semantic
corpus with optimal variation for machine learning. Text
fragments with a great syntactic and semantic diversity
can better serve WSD techniques and yield better results
when used for bootstrapping (see also Ng, 1997).

The log-file is converted into a feature table by a
log-analyzer (a tool developed by the Vrije Universiteit
Amsterdam). The table contains different information and
scores for the above mentioned features (see Figure 3).

ervaring
Nr of annatatars 2
Nr of tokens 143
Annotator Nr tokens{Nr annos__ [Nr unique  |Nr overlap Ni Agiee Ni Disagree _|Ni Partiall
Gratia 81 81 68 13 10 3 0
Wilma 75 75 B2 13 10 3 a
Gratia
Senses Nr tokens Nr uniquefNr overlap  [Nr Agree Nr Disagree  |Nr Partial
1_n-12605 5 2 4 4 0 i
1_n-12604 i Pl 3 3 0 a
1 n-12603 P P 3 3 0 a
Wilma
Senses Ni tokens Nr uniquefNr overlap [Nr Agree Ni Disagree |Ni Partial
1_n-12605 5 2 4 4 0 a
1_n-12604 A 2 3 3 0 a
1_n-12603 P 4 3 3 0 0
1AA exact/AA weak _ |Diversity Start time End time
Gratia 76 78 1-3-2010 20:28) 1-3-2010 20:40)
Wilma 76 76 2-3-201011:30] 2-3-2010 11:40

Figure 3: output of the log-analyzer
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{Free | List | Lemma: Category: adj noun werb ? | Conbext: chars 1 -:',._ Search \ Config ;1 Help
# | Morphosynkas Resume/Def [ Lomains [ SYNONYms |_T_agg_ad L
1 sculpture 2
2 eenwazig beeld r-het-t plaatje Factakurm afbeelding plaatje o
3 | iemand een beeld van iets geven n-het-t voorsteling Factatum voorsteling WEErgave 2
4 een beeld van [gen huisje] n-het-nt igts monis Fackatum iets ]
5 | een treffend beeld n-hiet-t symbool Fackotum psych voorsteling plaatie gedachte a
11 of 5 rows

| iCo-nccurring: = Clear M Filker

0
17
18
19
20

TG F TG TS GG Eir (5 Deres |y T s S et O Saie 0r e s iasr (agie
teH .
teH : s

En daar ging het anm . Het
te halen . Tijdens de debatten werd gediscussieerd over drie thema's ; Het

nee gic Daarop gaan we ons storken , Maar eerst is het handig een

niretsr gemene Windows Help te openen . Er komt dan een normaal programmavenst

dacume = En de wind zong uitze . Hiei

3z
x]

teh ten Iedereen maakk het wel eens mee , plotseling wordt u geconfronteerd met hel

kiilenn: Maar bat bliift niet hii dis vnoronrdslan alleen. Hatb mastechanneli

Usage: M| F I U || Paginate 1...500f 1520 » - Tag senses

TEEIIET OO T 0T DT OUGCeEs T2 Tag corpus with selected serises rbu

A

heeld van de aarde zaals wij die ons voaorstellen | is dus niet correct |, maar sin
beeld en zelfbeeld van mensen met een functisbeperking , Participatie in de maats
besld te krijgen van het soort informatie dat je in de Windows Help kunt vinden
beeld

waarin de keksten verschijnen . Yoor je dat doet nog even dit ¢ het is een

beeld
hepld

dat een ander van u heeft . Temand vertelt u dat u altijd 20 vriendalijk of

_wan menzen die slechbziend of blind ziin iz henalend wione de wiizs waarnn

Figure 4: Linking senses of the Dutch word ‘beeld’ (Eng. ‘figure, image’) with corpus examples in the SAT

4. Semantic Annotation Tool (SAT)

4.1 Different features of the SAT

Our semantic annotation tool provides human annotators
with an ergonomic and easy to use web-based
environment in which an optimal result can be reached for
computer assisted semantic annotation. The SAT gives
access to the Cornetto database and to text fragments from
the reference corpus. Cornetto is a semantically rich
lexical database which contains the Dutch WordNet, the
RBN (Referentie Bestand Nederlands, a Dutch lexicon
developped by the Vrije Universiteit Amsterdam) and is
also enriched with other semantic layers (WordNet
Domains and the SUMO ontology). Based on different
types of information (definitions, examples, grammatical
and semantic information), human annotators are asked to
link corpus examples to Cornetto-senses (Figure 4).

| sense [lord TRight
alda , een idylisch 1,3 beeld op van haar jeugdjaren in Argenteuil en de familiale bonh
Ersin , zouden het beeld van de vorst zwaar aantasten , En na zijn huwelijk met Ll
heb geen precies 1,3 beeld ‘van het moment waarop ik me ervan bewust geworden by
olitiek of historisch 5 besld op te hangen , want dat zou nigt objectief zijn . Bovendie
rsoonfijkheid . Het 4,4 beeld van de getourmenteerde koning ken ik nist . Tk heb hem o
44 beelden zien van de verschilende Joegoslavische oorlogen , Het by

ningsuiteenzetting

pisFormatie werdin
prmuleerde | sterke

de artefact is een
Iu gaat ook de conjunctuurbarometer van de Mationals Bank , die een
_ beeld_ geeft van de verwachte economische onbwikkeling , duidelijl verder
omhioog . Het wertrouwen van de ondernemers ligh al een stuk hoger dan in
4,4 september , boen de barometer een dieptepunt bereikte .

4.4
44

tificeerd werden of 4,4

van Anderlecht | 4,4
|t vandaag dat de

qeeft hij een goed

ografen enty, en

Figure 5: Pop-up window for extra context in the SAT

12

For the purpose of targeted tagging, all occurrences of a
word are displayed in a sortable KWIC-index (targeted
tagging) and interfaced with the meaning specification in
the Cornetto database. Special measures are taken to
detect and exclude idiomatic usages of words from the
retrieved text. In case these multi-word units cannot be
excluded automatically, annotators mark them (I = Idiom).
Furthermore, if a certain meaning of a word found in the
corpus does not occur in Cornetto, it is labeled by the
human annotator as a new word meaning (U= Unknown)
and added to the database during an editorial round.
Similarly, the sense-annotation tool supports labeling
figurative usage and metonymic usage (F= Figurative).

The tool is built in a way that only necessary information
is presented at once in the different windows but standing
with the cursor on the relevant data, more information is
provided for each field (e.g. more context, more
synonyms, hyponymy/ hypernymy relations, domain
labels etc.) (Figure 5). This way, the annotator is able to
decide which extra information he/she needs in order to
correctly assign senses to different occurrences.

It is also possible to group corpus examples according to
different criteria (words left or right to the target word)
and to search examples using different word-clues (e.g.:
multi word search). If the number of text fragments is
insufficient, users can also launch a web-search enriching
this way the internal corpus with new text fragments.
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l:] dutchsemcor | =

| Mode: Free | List Buddy | Lemma:| artikel

| Category: adj noun wverb ?

Contbext: chars

"L DB 3earch Internet Search

% Gonfig 3% Help

# | E:xam

te verhandelen voorwer| commerce

Synonyms. Tagged

il
2 huishoudelijlke artikelen handelsartikel product voortbrengsel v
3 zieart, 961 lid 1 van het Burgerlijk Wetboek onderdesl v.e. wettekst law wetsartikel kekst stuk, i}
4 Een artikel toevoegen aan het woordenboek n-t eersta woord van een ar linguistics lemma woord i]
5 Constituenten met een artikel zijn naamwoordsgroepen. -t woordsoort die wiksluiten linguistics lidwaard fFunctiswaoord a
{10f 5 rows
1 Zo-occurring: < Clear A% iy Usage: W F 1 U L5 Paginate: ‘ 101 .. 1500f 114732, chunk size: » Tag senses

# |I_FBL Laft Sense LW.m_d le_main_ b A | Right |E§. B
5 | tid ni uzid van deze sport voor visueel gehandicapten . Daarnaast treft u in dit arkikel sp enkele sanvullende informatie over deze tak van sport . Voor het schrij
6 tid navvullende informatie over deze tak van sport . Yoor het schrijven van dit artikel sp hieb ik een Fanatieke waterskigr gesproken | Ellen Siebel . Zij beoefende
7 | njim ni rariant , maar dan geschikk voor gehandicapten . Ik zal werderop in mijn arkikel sp meer vertellen over de variant Handy-skign . De eerstgenoemde varian!

43  edneffierdam , bevat 172 pagina's en kost f 42,50 . Hier valgt het betreffends artikel ped 1 aoed gesprek over een zintuig meer of minder Stel dat de mens e eer

teh nast loket en berooft blindelings zeventien banken ' . De schrijvers van het

2 Jetrok Audiotheek te Huizen . Theo Hendriks schreef het volgende  ingekorte
27| neE?r ZICHT ( eroverheen lezen ) Onzichtbaar dus onbegrepen 7 Een
34 (. iem J. sentune ) De kinisch geriater Een artikel Uit de Yolkskrank van 10 mei

11, seitce , Reacties

arkikel zijn Mary Farrell and Maria Wilhelm | Zij vertellen het verhaal over een b

artikel handel ! Tien jaar bestaat de Audiotheek in Huizen nu . Tien jaar kunnen visuee
artikel handel wan Tonny van Breukelen . Autisme , slechthorendheid , chronische hoo
arkikel handel 7.30 ) { tussentune § Hoorkrant Plus Er is onlangs een krank verschenen

artikelen BC , meningen , suggesties en advertenties van lezers | De redactie behou

Figure 6: Automatically generated domain labels for occurrences of the Dutch word ‘artikel’ (Eng. “article’) in the corpus

4.2 Using the classifier to pre-label paragraphs
with domain labels

As we have mentioned in the previous section, the SAT
contains different filters by which the user can re-group,
analyze or restrict data in several ways. One of the filters
provided in the tool is a classifier which automatically
assigns domain labels to corpus occurrences. The
resulting data can be sorted according to the domains
facilitating this way the matching of corpus examples to
Cornetto senses (which themselves are marked by domain
labels).

The classification engine, a product of Irion technologies
(http://www.irion.nl/) allows the user to train a classifier
by giving it a set of paragraphs with classes. The classifier
can then assign these classes to unseen paragraphs. For
the classes a list of WordNet Domain labels is used and
mapped onto the Cornetto senses (Figure 5). When
classifying a corpus fragment, it will compare the
signature of the incoming text fragment with the
paragraphs in the training set an extract a score for the
categories of the most similar paragraph. The domain
labels can be organized hierarchically and the system can
assign more than one label to a fragment. The system
provides many options and tools to evaluate the quality of
the classifier and to give feedback and suggestions to
improve it.

5. Conclusion

Semantic annotation of text corpora is a task requiring
enormous intellectual effort. The DutchSemCor project is
aiming at the human annotation of 250K words and the
human validation of a 750-word automatically sense
tagged corpus. To achieve such numbers, the
implementation of a user-friendly and semantically rich
annotation tool is indispensable. Before developing
semantic annotation software, it is important to plan the
different phases and steps of the annotation project, the
evaluation of annotations, the scoring etc. in one word the
methodology. The right methodological approach and a
user-friendly tool with an intelligent design are necessary
assets for successful semantic annotation.

(For a first impression of the SAT, please visit:
http://cornetto.science.uva.nl:8080/dutchsemcor/)
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