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Abstract
The identification of rare and novel senses is a challengexindgraphy. In this paper, we present a new method for finslirth senses
using a word aligned multilingual parallel corpus. We use Buroparl corpus and therein concentrate on French verbsiepvesent
each occurrence of a French verb as a high dimensional tectarvélhe dimensions of such a vector are the possible aaost of
the verb according to the underlying word alignment. Theatfigions are weighted by a weighting scheme to adjust to gméfisance
of any particular translation. After collecting these \@stwe apply forms of the K-means algorithm on the resultiagter space to
produce clusters of distinct senses, so that standard tmgisqe large homogeneous clusters while rare and novebpgesr in small or
heterogeneous clusters. We show in a qualitative and dativei evaluation that the method can successfully findaadenovel senses.

1. Introduction word senses based on dictionaries. Rather, we focus on

The identification of rare and novel senses is a challenge ifiP€€ding up the manual identification of rare and novel
lexicography. We present a new method for finding suchsenses in support of lexicographers and curators of lexical
senses based onmaultitext a multilanguage parallel cor- databases.

pus. We concentrate on French verbs and show in a quali-

tative and quantitative evaluation that the method can suc- 3. Methodology

cessfully find rare and novel senses. The basic idea of OWe use Europarl (Koehn, 2005) as our corpus, aligned with
approachis to represent each occurrence of a French verbza++ (Och and Ney, 2003). The Europarl corpus is a
the multitext as the signature of its translations. Thege si myltilingual parallel corpus that has been extracted from
natures are then collected and clustered. Our expectation jhe proceedings of the European Parliament. All nine Ro-
that most resulting clusters represent standard uses)diutt manic and Germanic languages in the corpus have been
unusual and exceptional clusters, when analyzed manuallysed for this project, each ranging in size from 33 to 44
will yield rare and novel usages. Homogeneous clustergijlion tokens. Figure 1 shows an example of a GIZA++
can be quickly identified after inspecting a few membersyyord alignment for a French/English sentence pair. In the
The main advantage of our method is that the lexicographe&ixample the Englismostin the target sentence is aligned
can concentrate on heterogeneous and exceptional clustefs the first four words of the source sentetteglus grande

Thus, we support rapid finding of interesting usages by a'partiewhile wouldis aligned tovoudraient
lowing the user to discard the majority of standard uses

quickly and efficiently. 3.1. Vector Space Model
Let T' be the possible translations of a French verm
2. Related Work Europarl.T is a set containing words from 8 languages. We

We start with the observation that polysemous words tendepresent an occurrenegof v as thel’-dimensional vector

to be translated as distinct words in other languages. E.gv; with a non-zero value for words aligneddpand O for all

the two senses of Engliskentencare translated ageine  words not aligned to,. The exact values are determined by
and phrasein French. Early work exploiting this prop- the term weighting we use, which is elaborated upon below.
erty of multitext includes (Brown et al., 1991), (Gale et We call the set of vectors of alloccurrences of the vector
al., 1993), and (Schitze, 1993). More recently, multitextspacel’.

approaches to word sense tagging have been proposed bypractice we write the vectar; as a list of the words that
Diab and Resnik (2002) and Ng et al. (2003). Relatedare actual translations ef and not bother with the ones
work on sense discrimination and analysis of senses thdhat are not. As an example consider one occurrenpoé
also used clustering includes (Ploux and Victorri, 1998),demandein Europarl. It is represented a5 = [ask, ver-
(Ide, 1999), (Ide et al., 2002), (Tufis et al., 2004), ané(Fr langen, pedir, pretendere, willen, exige, kraver, fagikah
cois, 2007). Most of this work (with the exception of (Fran- based on the word alignment.

cois, 2007)) has been done for nouns. Alignment quality iSVe try to account for the differences in significance of
typically higher for nouns than for verbs. There has alsoparticular translations by applying term weighting. Some
been work on trying to use clustering to improve the per-words have greater validity than others — e.g., the En-
formance of machine translation systems (e.g., (Och, 1999lish word whethermay occur as a translation ofeman-
and (Uszkoreit and Brants, 2008)). dermerely due to an alignment error. Let the alignment
Our goal is not applied NLP, word sense tag-frequencyaf(v,t) be the number of times that verband
ging/disambiguation or elucidating distinctions betweentranslationt were aligned. In Europadf(demander, agk
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I a plus grande partie des gens voudrai ent pourtant habiter dans ...
NULL ({ 30 }) nost ({ 1 2 34 }) people ({ 561}) , ({ }) however ({ 81})

would ({ 7 }) like ({ }) to({ }) live ({ 9}) in ({ 10 })

b

Figure 1: French/English word alignment

is much higher thaaf(demander, whetherThis needs to
be taken into account in weighting.
Alignment frequency should not be the only measurementd -
of significance. Since frequent bad translations (gt
have a much highetf value than infrequent good transla-
tions (e.g.questiojwe also need to take corpus frequency
cf into account.
We use the following weight to combine alignment fre- 6
quency and corpus frequency:

) e

We then use cosine similarity to compute the similarity of
vectors.

af af

weight(t | v;) = max ( — Q)

a-b
llalllfell
This will yield a valuez € [0,1] where 1 means that both 0

vectors are identical and 0 means that they share no similar
terms.

2

sim(a,b) =

o

) Figure 2: Example of subclusters and superclusters.
3.2. Clustering
To partition the set of occurrences of a verb, we apply two
variants of the K-means algorithm. In standard K-meansgside we employ Python (using Apache and npython) for
the parametek’, the number of clusters, is given. In our ap- the backend and the user interface.
plication, it is more important to avoid very small and very All calculated data is stored in XML format and can be
large clusters. Large clusters may “hide” rare and novePownloaded by the user any time, e.g., for offline use with
senses that would be included in a small cluster if the larg@n external program.
cluster were to be subdivided further. Too many small clusFigure 3 shows how a supercluster is visualized. On top
ters are time consuming to sift through and would be detrithere are several boxes that each represent one of the final
mental to our goal of making the identification of rare andsuperclusters. The background color of each box gives an
novel senses quick and efficient. indication of the homogeneity of the corresponding cluster
To avoid both small and large clusters, we initially clus- The greener a box, the better the homogeneity. The ho-
ter the vector space into subclusters of a desired maximurfogeneity of a supercluster is the average similarity of its
sizem and then group similar subclusters into Superdus.centrOid to the centroids of its subclusters. Hovering over

ters. The parameter (8 < m < 14 in this paper) allows
to control the granularity of the clustering process.

We usen-secting K-meansa variant of bisecting K-
means, to compute subclusters. N-secting K-means d
vides a subclustex into n new subclusters where =
max(2, |w|/m). We definev = V for the initial state. The
algorithm stops if all subclusters have at mestmembers.
For the small values of. we use in this paper, this clus-
tering yields a set o103 — 10* subclusters for the high-
frequency French verbs that our algorithm is intended for.

a box displays more information about the supercluster (26
subclusters etc. in the example). Underneath the boxes, the
highest-weighted terms in the centroid are displayed,(e.g.
0.470 forabandonaj. This helps the user to understand
what type of senses a supercluster contains.

Figure 4 shows the representation of a subcluster. The
interface shows its size (“Members”), its homogeneity
(“Integrity”), its similarity to the supercluster, and ity
weighted terms in its centroid (box “Terms in the center
..."). Below that, a complete list of its member sentences

Finally, we employ standard K-means on the centroids tdS given. In each sentence, the word that GIZA++ deter-
group subclusters into superclusters that users can easifjjined to be a translation of the query is highlighted.

navigate. We set0 < K < 25 based on the usability
constraints of the user interface shown in Figure 3.

4. System Design

We chose a centralized web based approach. This meal

5. Evaluation
5.1. Evaluation against Dictionary Senses

An exhaustive evaluation is time-consuming as each occur-
nance of the verb in Europarl must be manually assigned

users can access the server from any browser. On the serder one of the senses. We performed this evaluation for
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Clustering for abandonner is superclusters | 197 subclusters | 1028 vectors xm file | new search

5050 5] . 5011 1) i

supercluster info

integrity: 0.70

Overview of the center| subclusters: 26

abbandonare italfam VS%O;T 117:1!-:!-::\ dutch 0.061 produktpolitikken danish 0.031
abandonar spanish 0.470 abandonados portuguese 0.051 opgeven dutch 0.029
abandonar portuguese 0.125 aufgeben german 0.049 umweltschadlicheren german 0.025
leave english 0.081 abandono portuguese 0.048 abandonado portuguese 0.024
abandonada portuguese 0.075 frafaldet danish 0.041 abandonadas portuguese 0.024
opgive danish 0.070 stich german 0.031 abandonam portuguese 0.024

Figure 3: Overview of a specific supercluster

from all other instances in the corpus. The following rare

Members: 5 Integrity: 0.776 Similarity to supercluster: 0.7577

[1]
2
3
a Terms in the center of the subcluster b d .
2 or novel usages of the verbs were found:
: abandonada portuguese 0.523
8 abbandonare italian 0.518
£ e abandonner qc en faveur de gqc
11 steek dutch 0173
:; overgiven swedish 0.171
13 e abandonner qc pour qc
15 ;rencll ; )
jans le cas contraire , nous tout simplement les réformateurs de ce pays - des
:: millions d' hommes et de femmes - au froid de I' extérieur R R . . "
lish
1 e to mplement these changes , we il [N reformers in turkey , mions of men and e glisser gca gn(in the sense “give”)
19 women , simply out in the cok
21 \'/ne‘ﬁs:;e:o\r/‘v\:ﬂzsm;edr\:suensr;rd:ur:;vgegndf:(\:}cyh‘f:fuhrerv , dann lassen wir die reformer in der tirkei , . . « -
2 : Lk o faire payer(in the sense “charge”)
23 en caso contrario , estaremos a su suerte a los reformistas turcos , millones de
24 hombres y mujeres.
25 italian
re bi , saré I loro d lioni di i i i
| e e ot honTond e payer qc sur qc(in the sense “pay something on
dutch
Verandert u it et danlaa i del hervermers in| burkie mifoenen) mannen! anvrouwen something else”, ‘la finlande oblige les personnes
L}

simpelweg in de [ staan .
portugue:

qui reviennent a payer sur leur vehicule des taxes
Figure 4: View of a subcluster d'importation’)

These usages are not listed in the Petit Robert (2008), one
mesurer 15 of 25 superclusters were dominated by oneof the standard dictionaries of French with fine sense dis-
sense with one or two occurrences of another sense. Twinctions and more than 300,000 senses. However, it is nor-
superclusters were heterogeneous. One supercluster comnal for dictionaries not to account for systematic causativ
sisted of nominal uses of the verb root only — this is dueconstructions likdaire payer which may be considered as

to erroneous lemmatization, which we plan to fix in the a typical case of lexical gap in French, exhibited only by
future. Seven superclusters were the type of noise supetranslation equivalents likehargeor berechnen

clusters that we are looking for to identify rare and novel ) )
senses. 5.3. Evaluation using pseudowords

We interpret these results as an indication that the systerigure 5 shows an evaluation using pseudowords. All oc-
provides a clustering with the desired properties: the bullcurrences of the verlgmyerandabandonnewere replaced

of the instances of the verb can be discarded because thyth the artificial worda-p. All instances ofa-p were
occur in mostly homogeneous superclusters in which inthen clustered into superclusters. Each superclustersvas a
stances do not have to be inspected. The analyst can cosigned to the verb that was responsible for the majority of
centrate on heterogeneous superclusters to find rare aiig members. Purity for a verb was defined as the average

novel senses. purity of the superclusters that the instances of the verb oc
o _ curin. E.g., if two occurrences occur in a supercluster with
5.2. Qualitative Evaluation purity 0.9 and one occurs in a supercluster with purity 0.6,

We performed a qualitative evaluation for 6 verladban-  then overall purity is 0.8.

donner glisser, mobiliser, parcourir, payer, andremercier  The figure demonstrates that superclusters are more than
For each verb, the evaluating linguist went through the su90% pure forK > 10 superclusters. For the intended ap-
perclusters one by one and discarded “green” or homogeplication we always use 10 or more superclusters. This
neous ones. In each case, the color coding was confirmatemonstrates that, if verb senses are sufficiently distinct
by randomly checking a number of instances. The analysifrequent standard senses will be well separated into pure
then concentrated on noise superclusters. These areyusuadiuperclusters, so that the lexicographer can concentnate o
small, consisting of a number of instances that are differensmall noise superclusters to find rare and novel senses.
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to expand the system into a fully automated system that
does not depend on a lexicographer. Besides, even for hu-
7777777777777777777777777 man judgement to decide whether a particular use is regular

T or rare is not trivial. A statistical approach strugglesreve
more when the distinction is not clear-cut.
8 For a fully automated system to be feasible, the word align-
ment would have to be very good even for infrequent words
and work would have to be put into further enhancing the
clustering process.

100
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1

purity
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