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Abstract

Herein, we present the process of developing ttet flungarian Dependency TreeBank. First, shortreaf®es are made to
dependency grammars we considered important idalielopment of our Treebank. Second, mention iseroéexisting dependency
corpora for other languages. Third, we presenisthps of converting the Szeged Treebank into depwmyetree format: from the
originally phrase-structured treebank, we produteplendency trees by automatic conversion, cheakédtarrected them thereby
creating the first manually annotated dependengyusofor Hungarian. We also go into detail aboatttho major sets of problems, i.e.
coordination and predicative nouns and adjecti¥esirth, we give statistics on the treebank: by naw, have completed the
annotation of business news, newspaper articlgal texts and texts in informatics, at the same tiwe are planning to convert the
entire corpus into dependency tree format. Finaley/give some hints on the applicability of thetegs the present database may be
utilized — among others — in information extractam machine translation as well.

in the sentence is strictly subordinated to anotmer: a
word can only have one superordinate, howeveretban
1. Introduction be several words below a node, e.g. all the argtswdra

By converting the Szeged Treebank into syntacticall Verb fall under the verb node. Nodes in the depecyle
annotated dependency trees, we aimed at creatirfggh  {rée can have diverse relations, usually taggedetwte
manually annotated dependency corpus for Hungarianth€ nature of the particular relation. _

The database may be utilized in various ways sinceTesniere’s book (Tesniere, 1959) is consideredethie
besides its applicability in machine translationyriay ~first dependency grammar, which lays the foundatioh
function as a learning database in a number of imdion the theory. According to his famous metaphor, tirbvs
extraction systems. In this paper, we outline thgpas the cen.tral element of the sentence, whiekptesses a
building process, present the problems and solsion Whole little dramé: the arguments of the verb are the

give some hints on the applicability of the corpusl sentence subordinated and superordinated elemsnts a

show how the database fits into international cxnte integrated into a unit.
Mel’¢uk’s (1988; 2003) dependency grammar emerged
2. Dependency grammars within the Meaning-Text Theory. In this framework,

dependency appears as a linear relation betweedswor
i On the deep syntactic level, he assumes twelvéiorela
r}ypes, out of which six exist between the verb #&sd
various arguments (actants) and the other relations
designate coordination and diverse modifying roldse
heart of Meltuk's dependency grammar is that it
interprets coordination as a kind of subordinatitive
conjunction is connected to the first member of
coordination and the other member(s) of the coatthn
are connected to the latter with a special (COORD)
relation. Another peculiarity of this approach &t in
certain cases this grammar permits the insertiamodes
denoting abstract, that is, phonetically non-overt
linguistic elements into the dependency tree: sadhe
case with the copula in Russian (and in Hungarsanell)
in third person singular, present tense, which duoats
become overt in the sentence phonetically stilé ihere
on an abstract level since it becomes manifesagt and

Originally, in the Szeged Treebank, syntactic refat
between sentence constituents are encoded
phrase-structured format. In the phrase-structaooegus,
sentences are represented in a hierarchical steuctade
up of clauses: sentence constituents are organized
constituent trees. Clauses can be broken downventus,
verbs can be broken down into arguments (nominal
phrases) and other constituents, which, howevenalo
form a hierarchy below the NP level. The words haf t
sentence are located on the leaves of the condtitiee,

the other nodes represent abstract units of orghoiz
(labeled with phrase-structure tags).

The dependency tree format differs from the comstit
tree format inasmuch as every node in the tree
corresponds to a word in the sentence. On the ftopeo
sentence tree a virtual root node can be foundhichw
words in the sentence are subordinated, that iabstvact
nodes can be found apart from the root node. BEwerd
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future tenses. permission (the suffixkathel as part of the stem, thus, it
Koutny and Wacha (1991) and Prészéky et al. (19B%) would not be able to assign a separate morpheiastta
a summary of a dependency grammar for Hungarian andseparate node to the suffix. Conversion into
the authors briefly outline their morpheme-based morpheme-based dependency trees would entail furthe
dependency grammar. In their model, morphemeshare t labor-intensive tasks (e.g. the transformation bé t
basic constituents of dependency trees since inMSD-code system in such a way that derivation oan b
agglutinative languages not (only) words but momés represented, the recoding of word forms withindbipus,
too are capable of expressing different grammaticalthe development of a well-functioning morphologic
relations. This solution facilitates mapping betwee parser for the corpus etc.). For this reason, wierinok
dependency trees of different types of languageaus= to mark dependency relations between word formg onl
the node of e.g. the auxiliargayin English corresponds  The shared task announced by the organizing coenitt
to the node of the morphembAtin the Hungarian tree. of CoNLL 2007 is considered as the first step of th
This procedure may greatly enhance the efficienty o conversion of the Szeged Treebank 2.0 into depayden
dependency grammar-based translation systems. tree format (Nivre et al., 2007). The conversionttod
subcorpora containing articles from HVG and
3. Dependency corpora for other languages Népszabadsag had been completed (Alexin, 2007%hwhi

Dependency corpora have been developed for a numbeProcess was later extended to the entire corpus.

of languages. Among them, one of the most famotreeis In Szegeq Treebank 2.0 linguistic relations betwr_bm
Prague Dependency Treebank developed for Czecki(Haj verb and its arguments were marked. T_hese rela_hads

et al., 2000), which includes morphological, sytitat to be converted into dependency relatlong. Foaics,
and tectogrammatical annotation. The same group hadnstead of encoding all the twenty grammatical sased
developed a dependency annotated parallel corpus fofor nominal complements in the constituency treedy
English and Czech(fmerjek et al., 2004a, 2004b) and a the cases nominative (SUBJ), accusative (OBJ)yelati
dependency corpus for Arabic (Hajet al., 2004). In  (DAT) were preserved and all the other cases were
addition to the above, dependency treebanks hasad replaced by the tag OBL (obliquus). T_h|s u.n|.f|cat|of
been developed for numerous European (e.g. Swedis{ags can be supported by the fact that sincetieisormer
(Nivre, 2003), Greek (Prokopidis et al., 2005), §tas three grammatical cases that d(_atermmg thg basic
(Boguslavsky et al., 2000), and Slovenian (Dzereski., ~ arguments of a verb (i.e. subject, direct objeudjrect
2006)) and non-European (Japanese (Lepage €988),1 pb;ect), anpl from an gpphpguonal viewpoint (fosiance,
Chinese (Liu, 2007)) languages and even for dead" mformanon extraction) it is usually sufficietd make a
languages: a corpus for Latin has already beet &ndl distinction between these and other argumentsjanets

its authors are currently working on an Ancient éke  Of the verb. . _

corpus (Bamman & Crane, 2006). By developing tret fi  Retagging of the relations was done automaticallyhe

dependency corpus for Hungarian we wish to joiis thi basis of rules previously determined by linguiBtsssible
trend. dependency relations are the following:

4. The corpus building process APPEND - non-integral parts of sentences
ATT - relation between noun and adjective, postjosi

In order to be able to convert the originally . o
. and noun, noun/nominal modifier and noun
phrase-structured Treebank into a dependency corpus

. . : L7 AUX — relation between verb and auxiliary
first of all, a conversion step is needed duringicivh .
. . ; AUXS — node representing the whole sentence

constituent trees are converted into dependenayioak. . :

. . . . CONJ — conjunction
As automatic machine conversion is not expected to o

. COORD - coordination
produce perfect, flawless results, this phase wimied . .
o . DAT — dative (suffix nAK
by manual control, when linguists checked the fdesl . .
o . DET - relation between noun and determiner
modified them if necessary. FROM — adverb or postpositional phrase answerimg fo
Although we can find a brief outline of the depemcie . P p" P 9
: o o the question ,from where?

grammar applied for Hungarian in the earlier litera INE — infinitive
(Koutny & Wacha, 1991; Proszéky et al,, 1989), we d LOCY - adverb or postpositional phrase answering fo
not follow this model completely when convertinge th postp P 9

H I?!l
Szeged Treebank into dependency tree format becaustﬁﬂhe question ,where -
) i . .7 ."MODE - other adverbs or postpositional phrases
this model is a morpheme-based one, that is, it is

morphemes that are represented in the nodes of th%N)Ef];—_rr;Tziziic:IrYietween verb and object

dependency trees and not word forms. However,deror . ) .

. . OBL - relation between verb and its other nominal
to be able to build syntactic trees from morphemess, argument
need a well-functioning morpholog|c parser capat €  PRED - relation between verb and nominal predicate
breaking down word forms in the Szeged Treebank int .

: : PREVERB - relation between verb and preverb
morphemes. Since there are no MSD-codes in theeBizeg .
o > PUNCT - punctuation mark
Treebank for derivation, the system treats causativ .
. . . o QUE — question word

suffixes and suffixes expressing possibility and
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ROOT — main element of the sentence

SUBJ - relation between verb and subject

TFROM - adverb or postpositional phrase answerimg f
the question ,from when?”

TLOCY - adverb or postpositional phrase answerarg f
the question ,when?”

TO — adverb or postpositional phrase answeringHer
question ,where to?”

TTO — adverb or postpositional phrase answeringHer
question till when or by when?”

To check the quality of the automatic conversioa |later
compared the automatically converted and the manual
annotated versions of two subcorpora (namely, napesp
texts from Népszava and Magyar Hirlap). The agregme
rates were 63.246% and 62%, respectively, which
underlines the necessity of manual annotation and
correction.

4.1 Typical errors

Data yielded by the automatic conversion have been
manually checked and corrected (if necessary) ly fo
linguists. Errors fell into two typical categorie®) the
node was put at the wrong place in the tree; (2) th
relation type between the node and its superorelinais

not appropriate.

The majority of errors were due to the fact that aib
linguistic relations were marked in the phraseedtrred
corpus, e.g. articles,
included within the nominal phrase and their relatio
the noun was not indicated. During automatic cosioex;

all these elements were linked to the noun with ATT
relation and the other elements in the sententeetoerb
with MODE relation. These, if it was necessary, tate
replaced with the right type dependency relatiocoh tarbe
removed to the appropriate superordinate (motheagen
The most frequent cases of retagging are the faligw

noun with a suffix within an attributive phrase

The converter — due to the above-mentioned reason —

tagged every noun with ATT which was member in
an AP (adjectival phrase), e.g. & ténylegesnél
1,9 milliard dollarral magasabb arbevételthe
return 1.9 billion dollar more than the actual’,
ténylegesnél actualaADE ‘than the actual’ and
1,9 milliard dollarral 1.9 billion dollarins '1.9
billion dollar’ were tagged with ATT instead of the
right OBL, so it had to be corrected.

* NEs

Named Entities were, in most cases, tagged with ATT
which had to be corrected according to the context.

e the tag of the main element in subordinate
clauses

In the Treebank, demonstrative pronouns referiong t
the subordinate clausevere tagged in accordance

'In Hungarian, a demonstrative pronoun referring the

with their roles within the main clause (and the
subordinate clause was linked to the demonstrative
pronoun if there was one present in the sentehte).
the dependency corpus, however, we only indicated
that it was a case of subordination, that is, wgge¢a

the main element in the sentence with ATT.

» the second, third, ... element in coordinations

In the Treebank, coordinations were labeled with an
extra NP tag, in accordance with the usual solution
phrase-structure grammars, whose type agreed with
the tag of the elements of coordination: thus, two
coordinated noun phrases (NP) also had an external
NP tag, which included both of them. As there are n
artificial nodes in dependency grammars, this
procedure could not be used, so we had to follow
Mel’ ¢uk’s solution (1988; 2003) for the analysis of
coordinations, see below.

« ez/az this/tha) determiners

Determiners were tagged with ATT if they occurred
in a determiner + article + noun constructiem & haz
this the house ‘this house’). When they occurred in
nominative, they were tagged with DET, a tag for
determiners and if they had a case ending éhalgen

a hazbanthis4INE the houseNE ‘in this house’), the
tag had to be replaced with the right one for the
particular case (for OBL in the present case).

numerals and attributes were

Removal of nodes in the tree was most necessattein
cases presented below:

* subordinate clauses
Conjunctions did not form an integral part of
subordinate clauses in the phrase-structured Szeged
Treebank. As a result of this, after conversiorhbot
the conjunction and the main element in the
subordinate clause were (severally) linked to the
central element (root) in the main clause. During
manual control, linguists linked the main elemeit o
the subordinate clause to the conjunction in thag w
establishing contact between the two components.
e possessive constructions
Often, the two parts of the possessive construstion
the possessor and the possessed, were not linked in
the corpus. This especially applied to the possesso
with the suffix —nAK, chiefly if it was not adjacent to
the possessed in the sentence. In the dependency
corpus, we always linked the possessor to the
possessed, even if it produced “cross-dependencies”
that is, if two edges in the tree intersected avwdlzer.
(This is strictly forbidden in phrase-structure

subordinate clause can stand in the main clauisefat mondta,
hogy eljon thatAcc SayPAST3SG-DEF that
COMEPRESENT3SGINDEF ‘He said that he would come’.

In Hungarian, the possessor in possessive cotisingccan
manifest in two forms: without any suffix and withe suffix
—nAK
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grammars where movement is permissible, however,JancsiandJuliskacould somehow be indicated (with the

in dependency grammars intersection is accepted.) ATT relation), however, it is problematic what réda to
suppose betweanézeskalacshazmdés not to mention

e coordination that it is quite unusual to leave the two membédrthe

As has been mentioned in relation to the retaggingcoordination unconnected.

cases, in coordination not only the tags of noddgs b Neither of the above approaches solve the problem

their position also had to be modified. During satisfactorily, so we decided to follow M&lk’s theory of

automatic analysis, the conjunction generally coordination (1988; 2003) where coordination isteel

functioned as the main element of the construction as kind of “subordination”. The main element is aj&

and the members of coordination were in dependencythe first member in the coordination because daigable

relation with it. However, in accordance with of functioning as an entire phrase. Let us now érarthe

Mel’ ¢uk’s (1988; 2003) solution, the first member of following example:

the construction functions as the main element and

the conjunction (if there is any) has to be linkedt Elmentem a boltba Jézsival és Katival

with CONJ relation, then follow the other members ‘| went shopping with Joe and Katie.’

of coordination linked to the preceding elementwit Elmentem a boltba Jézsival.

COORD relation. ‘I went shopping with Joe.’
*Elmentem a boltba Jézsival és.
< infinitives and preverbs “*| went shopping with Joe and.’
If there was an (auxiliary) verb in the sentencat th *Elmentem a boltba és Katival
had an infinitival argumentsgeret ‘likes’, kivan “*| went shopping and Katie.*
‘wishes’, fog ‘will’, kell ‘must’...), then automatic
analysis linked the incidental preverb of the iitfire The difference between the second, the third andHo
to the main verb. This type of error has also beensentences show that coordination cannot be spdittino
corrected manually. equal parts since if the elemedézsival'with Joe’ andés
Katival ‘and Katie’ were equivalent, then the last sengéenc
4.2 Coordination should be acceptablddzsival‘with Joe’ is not closely

conjunction is the main element of the coordination We postulate three parts in the coordination: is¢ i§ the
others argue that the head of the constructiomismber ~ Main element, the conjunction is linked to it WONJ

of the coordination. Let us now examine these flesor elation and the conjunction is followed by the cret
one after the other. coordinated member with COORD relation as in Fidure
Let us postulate that the conjunction is the mament From a representational perspective this is in fact

of the construction. The question arises what @addne ~ Subordination and so there will be no difference of

conjunction between the elements. If there is no the relations (COORD and ATT, respectively) indécat

conjunction, we must postulate a virtual node cipab ~ Which is which.
functioning as the main element. This theory, hosvev

has another disadvantage: if there are more than tw j’ "
coordinated elements, then it is not possible stirtiuish Ny
type “A and B and C” from type “A, B and C". This OBL

problem can be evaded in such a way that we asaume
abstract “and” above “A” and “B”, but then “B” wodibe

o]
és

linked to two nodes simultaneously (to a virtualBl&nd Ce

a real and) and this is strictly forbidden. A further CoN
disadvantage of this theory is that if e.g. thejectbof a ®

sentence is a coordinated phrase, then the verlihend Katival
conjunction would be linked with SUBJ relation athik E%ORD

is quite unusual. ) o
According to another theory, coordinated elemems a Figure 1: Coordination

the conjunction are represented on the same lex¢hby L L

are not connected, e.g. in the constructdtamcsi és 4.3 Predicative nouns and adjectives

Juliska mézeskalacshazhe candy-house of Hansel and Owing to the peculiarities of Hungarian language, i
Gretel', the following relations can be found: sentences containing predicative nouns or adjestive
mézeskalacshaza- Jancsi tandy-house’ — ‘Hansel’ declarative, third person singular, present tewosen fof
mézeskalacshaza- és ’candy-house’ — ‘and’ and the copula does not become overt as opposed tefiorm
mézeskalacshaza Juliska ‘candy-house’ — ‘Gretel'. In  different mood, tense, number and person:

this case the problem is that though the relatedoés
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Andras katona (*van).

‘Andrew is a soldier.’

Andras legyen katona.

‘Let Andrew be a soldier.’
Andras katona lesz.

‘Andrew is going to be a soldier.’

Similarly to coordination, there are two ways tévechis
particular problem.

First, the main element of the sentence is theipatde

noun (or adjective); the subject is linked to itdamo

virtual node is assumed. The disadvantage of thigisn

is that a completely different structure is asatibe the
same sentence in the present third person singsear
Figure 2) and all the other tenses / persons (gped-3),
which is questionable because in one case thaliecist,

while in the other case there is indirect relati@tween
the predicative element and the subject.

o

#
A
ALKS

& o
katona .

e SPUNCT
ROOT PUMCT

o

Andras
Mp
SUBJ

Figure 2: A sentence with a non-overt copula

Compare Figures 2 and 3:

ol

#
Auxs
ALIKES
4] L
valt .
I SPUMCT
ROCT PUMCT
5] [+
Andras  katona
Mp Ne
SUBJ  FPRED

Figure 3: A sentence with an overt copula

Second, the same structure is retained for anyroauce
of the sentence, it is true, however, that theepatit is
that a virtual node has to be postulated for treadative,
third person singular, present tense form of thput
(VAN). In this way, dependency trees are structagdn
Figure 4.

A further argument for the use of a virtual nodghat
VAN is by all means present on the syntactic lesiete it
is overt in all the other forms, tenses and moddthe
verb. Itis only a secondary (morphological) quastivhy
its third person singular, present tense form igeeo

morpheme (cf. Metuk, 2003). The use of virtual nodes

applicability of the corpus since e.g. a translqiargram
based on dependency trees is a lot more effedtitvis ito
map a tree with similar structure to another laigguas
opposed to that if even extra transformational stegve

to be inserted into the translation process.

Auxs
ALES

o

Andras

N
3

a k¢

VAN SPUNCT
ROOT FUNCT

L
katona

p e
UBJ PRED

Figure 4: A sentence with a virtual copula

5.

Statistics

The file of the Szeged Treebank 2.0 contains 82.000
sentences, 1.2 million words and 250.000 punctoatio
marks. Texts were selected from six different dorpai
~200.000 words in size from each. The domains lee t

following:

« fiction

e compositions of pupils between 14-16 years of

age
*  newspaper

articles  (from

the newspapers

Népszabadsag, Népszava, Magyar Hirlap, HVG)
e texts in informatics

e legal texts

* business and financial news

The format of the database follows the CoNLL 2007
Shared Task norms (Nivre et al., 2007). It is fyeel

available for research and educational

http://www.inf.u-szeg

ed.hu/rgai

purposes at

Statistical data on the so far completed corpus are
represented in the charts below.

£ 0
— (]
& & g B
2 2 E £ g
2 5 8 =
2 iS
sentences | 9574 10210 9278 9759 3882JL
words 186030| 182174 22006p175991| 764267
punctuation| 25712 32880 33514 31577 1256p2
marks

Table 1: Number of sentences, words and punctuation

marks in the corpus

may have advantages with regard to the interndtiona The most frequent dependency relations occurrirttpen
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corpus can be seen in Table 2. The most frequesit on Its disadvantage is
ATT is a general ‘modifier’ relation encoding aikive
and subordination relations, that is, it can refededs and
clauses as well. Maybe, its high frequency in thepuas
can be attributed to the above-mentioned fact. Sinc
nouns usually occur together with some kind of
determiner, the relation DET can be expected taiocc
quite often as well. The third most frequent relafiOBL

is a superordinate relation of several cases ingdrtan
declination that is why its frequency is based o sum

of the frequency of such cases.

that complicated and costly
transformation rules have to be introduced to trstesn,
furthermore, if the sentence has a completely wdffe
syntactic structure in the source and the targeguage,
automatic translation becomes totally unacceptable.
Another common error in the translation systemsigisi
constituent trees is that the parser often asciitmesrect
structure to the tree, inserts redundant, unnenessgs

or matches nodes wrongly. Dependency tree-based
translation systems successfully eliminate the rerro
arising from virtual nodes as there are no abs(xarttial)

Relation type Percentage nodes in dependency trees. Each node in the tree
1. ATT 32.3% corresponds to a natural language element, thedtvee
2. DET 14.8% not contain syntactic nodes so the syntactic difiees
3. OBL 11% disappear. In the machine translation process avedyg
4. SUBJ 7% gets translated and if necessary, nodes reorgaioze
5. CONJ 6.3% previously given probabilities. The machine tratisla
6. COORD 5 4% process using dependency trees is especially ravggird
7. MODE 5 3% the case of non-cognate languages or languagewvadirs
3. OBJ 2.7% different syntax.
9. ROOT 4.4% . .
10, TLOCY 1 8% 6.2 Information extraction

Table 2: The most frequent relation types

Corpus texts are annotated by four linguists. Thaye

regular meetings where recurring annotation problare

discussed and solved. At the beginning of the atiwot

Dependency trees can be used in another field of
computational linguistics, i.e. in information eagtion.
Syntactically annotated corpora play an importatd m
automatic information extraction for it is not eigbuto
know what words and expressions are included in the
given text, their relation is of great significanag well.

project, 700 sentences were annotated by all the fo
linguists on the basis of which agreement ratesewer
calculated. The agreement rates between the anrotat
are listed in Table 3:

For instance, in business texts, it must be indudehe
information on different transactions that if compaA
and B took part in a business transaction, whichpganmy

bought up the other (that is, which company issthigject

and which is the object of the veblly up. However, in
e Affl 9'26‘#920/ 9';#;330/ &#‘9170 order to be able to make the right decision, the
o 55 94% Skl 91.810/0 94.060 information extraction system has to be capabjmoding
N3 92'730/0 51 élo/ O 93.640 syntactic relations as well. Syntactically annadate
e = — ' corpora have a great part in training syntactic@ar to
A#4 94.97% | 94.06%| 93.64 - analyze relations.

In the case of languages with fixed word-order a
syntactically annotated corpus using constituezgdris a
good alternative for in these corpora a given stita
structure is associated with a given syntactictiata
6. The applicability of the corpus Dependency _grammar-based corpora, however, are of
) ) reat help in information extraction in the casefrele
Applying dependency trees has advantages in Severa\ilord—order languages since in their case word-oslef
fields of computational linguistics: corpora in o \se with respect to syntactic relations: the gis
dependency-tree format may be used successfullgtn  yonendency grammars is that they are capable of
machine translation and information extraction. identifying the syntactic structure of the sentence
. . irrespective of word-order.
6.1 Machine translation Basic relations between the verb and its argumeat a
Machine translation processes based on syntactiGndicated in the present corpus, that is the stibfEsject
transformation rely on two methods: they either rtte®  and dative arguments can be identified easily @dggith
constituent trees of the source language to thetitoent SUBJ, OBJ and DAT, respectively) and the other
trees of the target language or work with depengléees.  arguments have OBL tags. In this way, the inforomti

One of the advantages of the method using constitue extraction program can successfully identify thetagtic
trees is that it may very well be used for machine relations in the following example:

translation of cognate languages since the syrftéhese
languages is usually similar, moreover it suffithen
solves the problem arising from differences in worder.

Table 3: Agreement rates between annotators

The overall agreement rate is 93.36%.

Az E.ON_Hungaria_Energetikai_Rt. 87,713 szazalékra
novelte részesedését a
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Tiszantuli_Aramszolgéaltatd_Rt-ben.

‘E.ON Hungaria Energetikai Rt. increased its shire
Tiszantdli Aramszolgaltaté Rt. to 87.713 percent.’

The relevant syntactic relations to be extractesl the
following:

novelte- Az E.ON_Hungaria_Energetikai_Rt.
‘increased’ — ‘E.ON Hungaria Energetikai Rt.” (sedf)
novelte- részesedését

‘increased’ — ‘its share’ (object)

névelte—a Tiszantuli_Aramszolgéaltatd_Rt-ben
‘increased’ ‘in  Tiszantali Aramszolgéaltatd Rt.’
(argument)

From the syntactic relations it becomes clear dgethe
computer what relation the two Named Entities ie th
sentence have, that is, it is E.ON that has a share
Tiszantdli Aramszolgéltatd Rt. and not vice velsathis
way the precision of information extraction using
syntactic relations improves greatly as compareth wi
models not using them.

6.3 Multilinguality
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