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Abstract
We present a flexible toolkit-based approach to automatic coreference resolution on German text. We start with our previous work aimed
at reimplementing the system from Soon et al. (2001) for English, and extend it to duplicate a version of the state-of-the-art proposal from
Klenner and Ailloud (2009). Evaluation performed on a benchmarking dataset, namely the TiiBa-D/Z corpus (Hinrichs et al., 2005b),
shows that machine learning based coreference resolution can be robustly performed in a language other than English.

1. Introduction

Coreference resolution is the task of identifying noun
phrases that are used to refer to the same extralinguistic
entity in a text (Strube, 2007). Most of the work on su-
pervised coreference resolution has been developed for En-
glish (Soon et al., 2001; Ng and Cardie, 2002; Yang et al.,
2003; Luo et al., 2004, inter alia), due to the availability
of large corpora such as ACE (Walker et al., 2006) and
OntoNotes (Weischedel et al., 2008). However, given the
current availability of a large coreferentially annotated cor-
pus for German, namely the TiiBa-D/Z corpus (Hinrichs et
al., 2005b), the development of a toolkit for rapid prototyp-
ing and experimentation enables new research directions in
coreference for German.

The past years have shown increasing efforts to develop ro-
bust coreference resolution engines for German, which pro-
duced systems for the resolution of pronominal anaphora
(Stuckardt, 2004; Schiehlen, 2004; Kouchnir, 2004; Hin-
richs et al., 2005a), names and definite noun phrases (Ver-
sley, 20006), as well as tackling the full coreference resolu-
tion task (Hartrumpf, 2001; Strube et al., 2002; Klenner and
Ailloud, 2009). Hartrumpf (2001) uses a statistical backoff
model to choose between antecedent candidates that have
been identified by manually designed rules. The rules iden-
tifying antecedent candidates rely on semantic knowledge
from HaGenLex (Hartrumpf et al., 2003). Candidates are
then ranked using a statistical backoff model that backs off
to subsets of the candidates until matching examples are
found. Strube et al. (2002) adapt the coreference algo-
rithm of Soon et al. (2001) to German data: in addition
to features like grammatical function and a coarse-grained
semantic classification (both of which were added to the
data by hand), they use minimum edit distance between
mentions to improve the recall on definite descriptions and
names. Klenner and Ailloud (2009) use a constraint prop-
agation approach to globally optimize the consistency of
coreference sets, based on the output of a memory-based
learner using syntactic, semantic and distance features.

While all these systems achieve state-of-the-art perfor-
mance, we note that, in contrast to English, none of them is

freely available. This poses a high entrance barrier for re-
searchers who want to explore coreference techniques for a
language other than English. We accordingly present in the
following an extension of our previous proposal to provide
a flexible toolkit for coreference resolution in German.

2. System Architecture

Our starting point is the toolkit from Versley et al. (2008,
BART), originally conceived as a modularized version of
previous efforts from Ponzetto and Strube (2006), Poesio
and Kabadjov (2004), and Versley (2006). BART’s overall
aim to bring together state-of-the-art approaches, includ-
ing syntax-based and semantic features, has led to a design
that is very modular. This design provides effective sepa-
ration across several tasks, including engineering new fea-
tures that exploit different sources of knowledge, and im-
proving the way that coreference resolution is mapped to a
machine learning problem. In this work we extend BART
to perform coreference resolution in German.

2.1. TiiBa-D/Z coreference corpus

We design and evaluate our system using version 4 of
TiiBa-D/Z (Hinrichs et al., 2005b). The corpus contains
32,945 sentences from which we extract 144.942 mark-
ables, i.e. referring expressions (REs) to be analyzed for
a potential coreference relation. Among these, we find
52,386 coreferential links in 14,073 coreference sets.

2.2. Preprocessing and markable extraction

We start with the TiiBa-D/Z corpus and convert it to the
data format used by BART, namely MMAX2’s (Miiller and
Strube, 2006) standoff XML format. As a preliminary step
before the actual coreference resolution is performed, the
parse trees from the treebank are used to identify minimal
and maximal noun projections, as well as additional fea-
tures such as number, gender, and semantic class. We create
a markable for every nominal projection if its grammatical
function is not included among the following ones:

e Appositions and additional name parts. Since TiiBa-
D/Z includes the hierarchical structure of nominal
phrases, a noun phrase such as
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[[Ute Wedemeier], [stellvertretende Vorsitzende
[[Ute Wedemeier], [deputy chair person
der AWO]]
of the AWO]]

is transformed into a single markable with “Ute Wede-
meier” as its minimal span. The appositive noun phrase
“stellvertretende Vorsitzende der AWO” is included in
the maximal span of the markable, but does not get a
markable of its own.

Some cases of post-modification, such as “AWO Bre-
men” or “Jahresbericht 1999 (“annual report 1999”),
where Bremen or 1999 are introduced as separate noun
phrases with the function label “-”, are treated similarly
as they are seen more as name parts rather than referen-
tial noun phrases.

e Items occurring as predicates in copula constructions
(PRED dependency label).

John ist [ein Bauer].
John is [a  farmer].

e Noun phrases governed by als with a comparative or
predicating function.

Peter arbeitet [als Bauarbeiter].
Peter works [as a construction worker].

e Vorfeld-es and correlates.

Ich finde [es] schade, dass nichts  passiert.
I find [it] apity, that nothing happens.

Pronouns such as it in English or es in German are of-
ten used non-referentially (cf. Boyd et al. (2005) for
English). In the case of TiiBa-D/Z, virtually all cases
of non-referring es pronouns can be easily identified by
their grammatical function labels.

2.3. Baseline features

We view coreference resolution as a binary classification
problem. Following similar proposals for English (Ng and
Cardie, 2002), we use the learning framework proposed by
Soon et al. (2001) as a baseline. Each classification in-
stance consists of two markables, i.e. an anaphor and po-
tential antecedent. Instances are modeled as feature vec-
tors and are handed over to a binary classifier that decides,
given the features, whether the anaphor and the candidate
are coreferent or not.

Our baseline feature set is a reimplementation of the one
used by Klenner and Ailloud (2009) for coreference resolu-
tion in German — including distance, part of speech, gram-
matical function, and head matching — together with the
semantic class distinctions from Versley (2006). The se-
mantic classes are identified using the following methods.

e We first lookup the semantic class in a computa-
tional lexicon for German (Lemnitzer and Kunze,
2002, GermaNet). We take the head lemma of the
markable and search for a set of pre-defined synsets
in the taxonomy, including e.g. nMensch.1l (Per-
son), nArtefakt.2719 (Verkehrsweg/traffic route),
nGruppe . 752 (Organization) and others from a set
of 28 top-nodes.

e In the case of named entities, we check for hon-
orifics, organizational suffixes, and perform a gazetteer
lookup'.

e Finally, we apply knowledge-poor methods to capture
morphological patterns such as acronyms (which often
appear as organization names), binnen-/ gender-neutral
forms (as in SchneiderInnen), and head-constructions
like 43-jdhriger.

In contrast to Klenner and Ailloud (2009) who model bind-
ing and agreement as ILP constraints, we follow the origi-
nal proposal from Soon et al. (2001) and include them as
simple features for the classifier.

2.4. Feature engineering for German coreference

Given BART’s flexible architecture, we explore the contri-
bution of new features for coreference in German. Given a
potential antecedent RE; and a potential anaphor RE;, we
compute the following features:

1/2 PERSON: for each RE; and RE; in turn, TRUE if it is
first or second person, FALSE otherwise.

SPEECH: for each RE; and RE; in turn, TRUE if it is in-
side quoted speech, FALSE otherwise.

NODE_DIST: the number of clause nodes (SIMPX, R-
SIMPX) and prepositional phrase nodes (PX) along the
path between RE; and RE; in the parse tree.

PARTIAL_MATCH: TRUE if the head of RE; is contained
in the head of RE; or vice versa, FALSE otherwise.

GERMANET_RELATEDNESS: the semantic relatedness
between RE; and RE;, as found in GermaNet.

Semantic relatedness in GermaNet is computed using
the Pathfinder library (Finthammer and Cramer, 2008),
which uses the GermaNet API by Gurevych and Nieder-
lich (2005). Raw relatedness scores are discretized
into three categories, i.e. NOT_RELATED, SIGNIFI-
CANTLY_RELATED or STRONGLY _RELATED, based
on the study from Cramer and Finthammer (2008). In
our experiments we use the measure from Wu and Palmer
(1994), which has been found to be the best performing on
our development data (Section 3.1).

2.5. Learning algorithm

In order to learn coreference decisions, we experiment with
J48, WEKA’s (Witten and Frank, 2005) implementation of
the C4.5 decision tree learning algorithm (Quinlan, 1993),
and a Maximum entropy classifier (Berger et al., 1996,
MaxEnt) with feature combination. In addition, we ex-
plore an architecture consisting a separate classifier for pro-
nouns and non-pronouns (i.e. common nouns and proper
names, ‘split’ henceforth). Instances are created follow-
ing Soon et al. (2001). We generate a positive training
instance from each pair of adjacent coreferent markables.
Negative instances are created by pairing the anaphor with

!The gazetteer lists are derived from the lexicon of the WCDG
parser (Foth and Menzel, 2006), the UN-ECE Locode database
(http://www.unece.org/cefact/locode/), as well as
a list of person names compiled by Biemann (2002).
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any markable occurring between the anaphor and the an-
tecedent. During testing, we perform a closest first cluster-
ing of instances deemed coreferent by the classifier. Each
text is processed from left to right: each markable is paired
with any preceding markable from right to left, until a pair
labeled as coreferent is output, or the beginning of the doc-
ument is reached.

3. Evaluation
3.1. Evaluation metrics and results

We report in the following the MUC (Vilain et al., 1995)
and Constrained Entity-Alignment F-Measure (Luo, 2005,
CEATF) scores. These are computed for true mentions only,
due to the current unavailability of a preprocessing pipeline
for the automatic extraction of markables from raw text. In
order to provide a fair comparison with Klenner and Ail-
loud (2009), we use the first 1100 documents from TiiBa-
D/Z and evaluate using 5-fold cross validation. The remain-
ing documents are used as development set. Table 1 shows
a comparison of the performance of different learners us-
ing our baseline feature set. Table 2 compares instead the
performance between our baseline system and the ones in-
cremented with the new features.

3.2. Discussion

The results from Table 1 show that, similar to Versley et al.
(2008), J48 achieves lower performing results when com-
pared against the MaxEnt classifier. The best results in the
benchmarking evaluation are given by using the ‘split’ ar-
chitecture, that is, performance gains can be achieved by
learning a specialized classifier for different types of mark-
ables. The results show that our system, although robust,
does not perform as good as the one from from Klenner and
Ailloud (2009). We assume that these differences are given
by the use of (1) a different clustering technique to gener-
ate the coreference sets from the markable pairs classified
as coreferent (closest first vs. aggressive merging); (2) a
limited context window for the generation of the training
and testing instances.

When looking at the contribution of the different feature
sets in Table 2, we see that the only feature yielding sub-
stantial result improvements above the baseline is PAR-
TIAL_MATCH (+1.4% MUC F, +1.3% CEAF F;). How-
ever, the best improvements are given by combining all fea-
tures together (4+2.1% MUC Fq, +3.3% CEAF F;). These
results seem therefore to indicate that, while all features
(except PARTIAL_MATCH) are not effective enough for
coreference when used alone, they model complementary
sources of information which are indeed beneficial when
exploited jointly via feature combination.

4. Conclusions and Future Work

We presented a coreference resolution system for German
based on BART (Versley et al., 2008). Our effort represents
the first step towards building a freely available coreference
resolution system for many languages?.

Ongoing work is currently aiming at integrating the system
with a preprocessing pipeline, in order to perform end-to-
end coreference resolution from raw text. Future work will

ZBART is available at http: / /bart—-anaphora.org.

concentrate on porting the systems to other languages, e.g.
Italian and Spanish, as well as investigating the portabil-
ity and usefulness of syntactic, morphological and semantic
information across different languages, i.e. a research ques-
tion which has been addressed so far only for shallow string
matching features by Strube et al. (2002).
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