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Abstract
This paper presents a method for word alignment that uses parallel phrases from manually word aligned sentence pairs to align words in
new texts. Experiments on an English—Swedish parallel corpus showed that the heuristic phrase-based method produced word alignments
with high precision. Furthermore, alignment recall was improved by generalizing phrases with part-of-speech categories. We also
compared the phrase-based method to statistical word alignment and found that a combination of phrase-based and statistical word
alignments outperformed pure statistical alignment in terms of Alignment Error Rate (AER).

1. Introduction

This paper presents a new method for identifying corre-
sponding words in parallel texts, a task known as word
alignment. The method uses parallel phrases from a set of
manually word aligned sentence pairs to find word align-
ments in new parallel text. Parallel phrases are defined
as pairs of aligned sentence segments of arbitrary length
which are consistent with the word alignment'. Figure 1
shows an example of aligned parallel phrases.

Parallel phrases are also the fundamental building blocks
of phrase-based statistical machine translation systems
(PBSMT). In phrase-based MT the translation model con-
sists of phrase translations rather than word translations and
phrase-based systems have been shown to clearly outper-
form word-based systems (Koehn et al., 2003). The advan-
tage of phrase-based MT is that phrases capture the trans-
lation of words in context and can accommodate local re-
ordering as well as deletions and additions of words. Word
alignment should also benefit from using phrase informa-
tion as phrases will provide context to the word links.

In this paper, word alignment is performed by match-
ing parallel phrases to new sentence pairs and adding the
word links suggested by matching phrase pairs. Longer
matching phrases are preferred over shorter phrases since
the context provided by longer phrases makes them more
reliable in suggesting correct word links. In addition, we
make the phrases more general by replacing some words
with part-of-speech (POS) categories. This generalization
of phrases increases the number of matching phrases and
improves word alignment recall.

We have also compared word alignment based on parallel
phrases to state-of-the-art statistical word alignment with
Giza++ (Och and Ney, 2003). In the statistical approach to
word alignment, word correspondences are estimated di-
rectly from parallel text in an unsupervised manner that
does not require any manual annotations. As a rule, statis-
tical word alignment improves with the amount of parallel
text. The method we present here produces alignments with

'Note that the term phrase refers to a number of consecutive
words that do not have to constitute a syntactic phrase. This def-
inition of phrase is also used in phrase-based statistical machine
translation.

higher precision but lower recall than Giza++. For most ap-
plications of word alignment, such as machine translation,
recall is just as important as precision. We show that by
combining the phrase-based word alignments with Giza++
we achieve a better overall alignment.

Although phrases have been used to improve word align-
ment in different ways, they have not previously been used
in the way proposed in this paper. Work on linguistically
motivated phrases for word alignment includes Lin and
Cherry (2003) and Talbot (2005) who identified phrases and
phrase boundaries to put linguistic constraints on statistical
word alignment.

The alignment algorithm in described in Section 2. Sec-
tion 3 presents the result of applying the method to align
a Swedish—English parallel corpus, and compares these re-
sults to statistical word alignment. Section 4 contains con-
clusions and directions for further research.

2. Word alignment with parallel phrases

Phrase-based word alignment requires a set of manually
word aligned sentence pairs from which we can extract par-
allel segments, or phrases, of different lengths. The follow-
ing experiments are based on a set of 1200 manually word
aligned sentence pairs from the English—Swedish part of the
Europarl corpus (Koehn, 2005). The sentence pairs were
POS-tagged with Swedish and English versions of Con-
nexor Machinese Syntax? (Tapanainen and Jérvinen, 1997)
and annotated with word alignments by two bilingual na-
tive Swedish speakers. From this data, 1000 sentence pairs
were used as the training set and the remaining 200 pairs
were kept as a test set for the final evaluation.

2.1. Phrase extraction

A set of parallel phrases was created by extracting all pos-
sible phrase pairs with a maximum length of 7 words from
the word aligned training data. A parallel phrase consists
of a source segment, a target segment and links between
words in the segments, as shown in Figure 1. The ex-
tracted phrases were consistent with the word alignment so
that aligned multi-word units are included as a whole in a
phrase. In Figure 1, for example, the words the port are
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aligned with hamnen and must therefore occur together in
the extracted phrases.

leave the port ldmna hamnen 0-0 1-
leave the port , ld&mna hamnen 0-0 1-
the port hamnen 0-0 1-

2-1
2-1

o

Figure 1: Parallel phrases.

2.2. Phrase matching algorithm

Word alignment of new text is performed by matching
source and target segments of parallel phrases to new sen-
tence pairs and applying word links from the phrase to
matching words in the new text. Figure 2 illustrates how
word alignments are proposed by a matching phrase.

When parallel phrases are matched with new sentence
pairs, longer phrase matches are preferred since they pro-
vide more context. In addition to the length bias, precision
was enhanced with the following constraints: (1) do not ap-
ply a phrase if it matches in several positions in a sentence
pair, and (2) if two matching phrases overlap by covering
the same words in the sentence, only keep the links that
both phrases agree on.

The basic algorithm was evaluated on a development test
set (devtest) of 107 sentence pairs from the training set. The
parallel phrases were extracted from the remaining training
data. The results presented in Table 1 show that word align-
ment with phrases of length 2-7 words resulted in align-
ments with high precision (92%) on the devtest set but the
recall was rather low. Only about 17% of the correct links
were found.

Phrase length | Precision Recall
1-7 words 70.3 41.3
2-7 words 92.2 16.8

Table 1: Word alignment results for phrases of different
lengths.

2.3. Phrase generalization

To improve recall, phrases were generalized by substituting
words tokens with POS categories. The generalization was
applied symmetrically to linked source and target segments,
i.e. when a source word was generalized the corresponding
target word(s) linked to this word were also generalized.
Figure 3 shows parallel phrases generalized with POS from
the segment in the union — i unionen.

Part-of-speech is a very general substitution of a word.
To make the phrases less general, words can also be re-
placed by POS together with morphological features, or
even by the base form of words.

2.4. Phrase selection

A very large set of parallel phrases is created when all
phrases are generalized with POS categories and many of
these phrases are either too general or too short to produce
correct word alignments in new parallel sentences. There-
fore, when matching generalized phrases with a new sen-
tence pair we do not only prefer longer phrases over shorter

phrases, we also prefer more specific phrases of a certain
length over generalized phrases of the same length. Effec-
tively, length is given higher priority than specificity, which
is not necessarily the best solution. However, it is not ob-
vious which type of phrase is more reliable — a two word
phrase containing only word forms or a five word phrase
with just one word form. Word alignment of the devtest set
using all generalized phrases at least two words long creates
word alignments with higher recall of 55.2% but with pre-
cision that drops to 48.4%. Obviously, some phrases tend
to produce incorrect word alignments and we want to be
able to remove these from our set of phrases while keeping
those phrases that will reliably find correct word alignments
in new text.

The following sections describe two ways of identifying
reliable phrases. In the first experiment we constrain the
phrase generalization process using various thresholds. In
the second experiment we evaluate the alignment perfor-
mance of phrases by applying them to sentence pairs from
the training data.

2.4.1. Using generalization thresholds

To investigate the effects of phrase generalization, different
sets of generalized phrases were evaluated on the devtest
set. Each set of phrases were produced using three thresh-
olds that controlled the length of phrases and the amount of
generalization:

P minimum phrase length
L minimum length of phrases to generalize

G maximum number of words to generalize in each phrase

Table 2 presents a sample of phrase generalization set-
tings and the resulting precision and recall of the word
alignments they produced on devtest data. For example, the
set of phrases produced by the threshold values P=2, L.=5,
G=2, contains all original phrases of length 2-7 and all gen-
eralized phrases of at least 5 words containing 1 or 2 POS
tokens. This set produced both higher precision (95.42%)
and higher recall (17.51%) than the original set of ungener-
alized phrases.

Thresholds | Precision Recall F-Score
1-3-1 86.8 42.8 57.3
1-4-7 72.0 49.8 58.9
2-5-2 954 17.5 29.6
2-5-3 91.5 19.2 31.7
2-2-7 48.8 55.2 51.8

Table 2: Word alignment results on devtest data with dif-
ferent generalization thresholds.

2.4.2. Evaluating phrases on training data

Another way to identify which parallel phrases are likely
to produce accurate links on new data is to evaluate their
performance on sentences in the training data. Phrases were
matched to the sentences in the training set and alignment
precision was recorded for each phrase. In addition, we
recorded the frequency of each phrase since the reliability
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[in mis v i v |

In this sense ; 1 am in agreement with Mr Sakellariou ' s proposals .

I det avseendet instimmer jag i Sakellarious forslag .

| i det N v jag |

Figure 2: Matching a parallel phrase to a new sentence pair.

in the union 1 unionen 0-0 1-1 2-1
P the union PREP unionen 0-0 1-1 2-1
P DET N PREP NN 0-0 1-1 2-1

Figure 3: Example of generalized parallel phrases.

of the precision estimates increase if the phrase is frequent
in the training data.

The generalized set of phrases with thresholds P=1, L=3
and G=1 was chosen for this experiment. All phrases in
this set were matched to sentences in the training data and
link precision and frequency were recorded for each phrase.
Table 3 shows the result of word alignment with different
sets of parallel phrases created by varying the thresholds
for training data precision (TP) and frequency. The best
precision on the devtest set (99.6%) was achieved by ap-
plying the set of phrases that occurred at least 5 times and
produced at least 95% correct links in training data.

Settings TP  Frequency | Precision Recall
1-3-1 095 5 99.6 12.2
1-3-1 0.95 3 99.4 15.1
1-3-1 0.95 2 99.1 18.4
1-3-1 0.90 3 98.5 17.9
1-3-1  0.90 2 98.3 20.8
1-3-1 085 2 98.1 23.2
1-3-1  0.80 2 97.5 253
1-3-1 0.95 1 97.2 24.9
1-3-1 0.90 1 96.5 27.0
1-3-1  0.85 1 96.3 28.9
1-3-1  0.80 1 95.8 30.6

Table 3: Settings with high precision on training data sorted
according to link precision on devtest data.

Alignments Precision Recall
Phrase combination 1 96.8 31.1
Phrase combination 2 87.3 57.2
Original phrases (1-7 words) 70.3 413
Original phrases (2-7 words) 92.2 16.8
Generalized phrases (2-2-7) 48.8 55.2

Table 4: Results of phrase combinations on the devtest
set. Results for the original phrases and fully generalized
phrases are included in the table for comparison.

2.5. Combining reliable phrases

Based on experiments with generalization thresholds and
training data precision we were able to identify reliable sub-
sets of phrases and rank them according to their alignment
precision on the devtest set. When aligning a new sentence
pair, the links suggested by each of these sets of phrases
were combined into a larger set of links, starting with the
links produced by the highest ranked phrases and adding
links which connect previously unaligned words from the
lower ranked link sets in sequence. This way of combining
link sets gave high precision whereas the simple method of
taking the union of all link sets gave slightly higher recall.

The settings in Table 3 were combined to get a word
alignment with high precision (Combination 1). Another
set of ranked settings with higher recall was combined to
get a word alignment with a different precision/recall trade-
off (Combination 2). The precision and recall for these
two combinations on the devtest set are presented in Table
4.

3. Evaluation

The phrase-based word alignment method was evaluated
using the full training set and a test set of 200 sentences.
The test set was annotated with word links by two annota-
tors. Their annotations were combined into a gold standard
where each link was given a confidence label, either sure
(S) or possible (P). The confidence labels reflect the fact
that word alignment is a difficult task and while some align-
ments are very clear others depend on personal judgment
or on different alignment strategies. The confidence labels
play a role during evaluation so that a missing P link is not
punished as severely as a missing S link. Annotators used
guidelines similar to Lambert et al. (2005) to distinguish
between sure and possible links. Interannotator agreement
was calculated as AGR =2 * I/(A1 + A2) where Al and A2
is the set of links created by the first and second annotator
and [ is the intersection of both annotators word links. The
agreement was relatively high, with 85.8% labeled agree-
ment and 91.3% unlabeled agreement. The final alignment
contained 73% S links and 27% P links (not counting null
links)(Holmqvist, 2008).

The results of combination 1 and 2 on the test set is simi-
lar to the result of these settings on the devtest set. The eval-
uation results are shown in Table 5 which also contains the
alignment error rate (AER), which is a combined measure
of precision and recall that takes into account the distinction
between sure and possible links in the gold standard (Och
and Ney, 2003). AER is calculated from the set of proposed
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Alignments Precision Recall AER
Phrase comb%nat%on 1 95.8 28.3  45.7
combination 2 90.6 41.7 315
grow-diag 700k 82.3 733 155
Gizatt grow-diag 5k 71.4 62.0 26.6
intersect 700k 94.8 57.1  16.3
intersect S5k 93.3 42.8 28.7
comb. 1 + grow-diag 700k 84.6 71.6 14.2
Merged comb. 1 + grow-diag S5k 751 622 239
comb. 1 + intersect 700k 934 60.1 14.8
comb. 1 + intersect 5k 92.2 48.2 244

Table 5: Alignment results on the test set. Improvements over pure statistical word alignment are in boldface.

alignments (A), and the sure (S) and possible (P) links in
the gold standard according to the following formula:

[Sn4[+|PnA4

AER(A, P,S) =1
(4.F5) SESE

ey

3.1. Comparison with Giza++

The results of phrase-based word alignment were compared
to state-of-the-art statistical word alignment with Giza++.
Four statistical systems were created, based on different
amounts of data and different symmetrization heuristics.

Symmetrization heuristics are used to create symmetric
alignments from two statistical alignments in both language
directions (Och and Ney, 2003). The simplest symmetriza-
tion heuristics take the intersection or the union of links
from the two alignments. More complex heuristics start
from the intersection of links and then add additional links
from the union if they meet particular criteria. The Giza++
results in Table 5 are based on two symmetrization heuris-
tics. The intersection results in alignments with high pre-
cision but lower recall, similar to what phrase-based align-
ment produces. The second heuristic is grow-diag which
is the heuristic that created alignments with the best AER
on test data. The systems were also trained on different
amounts of parallel training data, either 5 000 or 700 000
sentence pairs. As expected, the Giza++ system trained on
the larger corpus size is better than the system trained on
the small corpus on all metrics.

All four Giza++ systems outperform phrase-based align-
ment in terms of AER but the difference is smaller for the
systems trained on the small (5K) data set. In terms of pre-
cision, however, phrase-based alignment is competitive to
statistical alignment.

3.2. Combining phrase-based and statistical
alignment

Although phrase-based alignment can not compete with
Giza in terms of AER, we see that both methods can be
used to create high precision alignments. The question
is whether the alignments found using these two methods
overlap or not. To investigate this issue, phrase-based align-
ments from Combination 1 were merged with Giza align-
ments. The merge was done in different ways for the grow-
diag and the intersection Giza alignments. For Giza grow-
diag, links from the statistical alignments were added to all
words that were unaligned in the phrase-based alignments.

For the precision oriented Giza intersection the best results
were produced by taking the union of statistical alignments
and phrase-based alignments.

The lower part of Table 5 show how the merged set of
Giza alignments and high precision alignments from Com-
bination 1 outperformed the AER of pure statistical align-
ments for both the 5K and the 700K data set. The positive
effect of adding phrase-based alignments were larger for
the small dataset. Figure 4 presents an example of a suc-
cessful merge.

4. Conclusions and future work

We have presented a method of heuristic word alignment
with parallel phrases. Experiments on English-Swedish
parallel text showed that parallel phrases can produce word
alignments with high precision and that part-of-speech tags
can be used instead of words in the phrases to improve
alignment recall. We have also shown how the alignment
precision/recall trade-off can be varied to suit different ap-
plication by selecting appropriate sets of parallel phrases.

Phrase-based word alignment was compared to statis-
tical word alignment with Giza++ and we found that al-
though statistical alignments based on large data sets will
outperform phrase-based word alignment, a combination
of phrase-based word alignments and statistical alignments
will outperform the quality of the statistical alignments
alone. This result is important, since it shows that the
phrase-based alignments are more than just a subset of the
alignments found by Giza++.

The difference between phrase-based and statistical
alignments trained on the small data set were not as large as
with statistical alignment trained on the large data set. The
improvement gained by combining phrase-based and sta-
tistical alignments were also larger for the small data set.
This result suggests that phrase-based alignment could be a
useful addition to statistical alignment when working with
smaller parallel corpora.

There are several directions for future research. First
of all, there is still room for refinement of the method for
finding and combining reliable phrases for word alignment.
More features can be used to decide when a phrase is a
good match or not, for example relative position in source
and target sentences or whether function words or content
words match in a sentence. Although two phrases con-
tain the same amount of generalized words, a match of the
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...(4)through (5)spinelessness (6)or (7)ideology (8), (9)support (10)you ...
...(3)stoder (4)er (5)av (6)slapphet (7)eller (8)av (9)ideologiska (10)skal . ..
Giza++ grow-diag  4-6 5-3* 5-4* 5-5% 5-6 6-7 7-6* 7-8* 7-9 7-10

Phrase-based 4-55-6 6-79-3
Merged 4-55-6 6-7 7-6* 7-8* 7-9 7-10 9-3
Reference 4-55-66-77-97-109-3 10-4

Figure 4: Example of merging phrase-based word alignments with Giza grow-diag alignments. Incorrect links are marked
with *.

phrase DET A economy - DET A ekonomin in a sentence
pair seems more reliable than matching the function word
inthe AN -detAN.

We showed that a combination of phrase-based and sta-
tistical alignment outperformed both approaches. The way
we combined the two alignments were rather simplistic and
it seems likely that more advanced methods for combi-
nation could produce improved results. For example, the
phrase-based alignments could be added to the statistical
alignments already during the symmetrization process.

It also remains to be investigated whether phrase-based
alignment will improve machine translation or other appli-
cations of word alignment.
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