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Abstract

An increasing demand for new language resource=ceht EU members and accessing countries hasiimitiated the development
of different language tools and resources, sudidigesment tools and corresponding translation mésdor new languages pairs.
The primary goal of this paper is to provide a digsion of a free sentence alignment tool CorAl (@ Aligner), developed at the
Faculty of Electrical Engineering and Computing, \msity of Zagreb. The tool performs paragraphratignt at the first step of the
alignment process, which is followed by sentengnaient. Description of the tool is followed by @galuation. The paper describes
an experiment with applying the CorAl aligner toraglish-Croatian parallel corpus of legislative domasing metrics of precision,
recall and F1-measure. Results are discussed amonicliding sections discuss future directions afACdevelopment.

In order to speed up the creation of aligned pairall
1. Introduction corpora, a free alignment tool CorAl has been ecait

Parallel corpora and particularly sentence-aligned the University of Zagreb, Faculty of Electrical
multilingual corpora can be very effectively used a Engineering in the Knowledge Technology Laboratory.
language resources in numerous research experineemts CorAl is a tool for the alignment of parallel corpo
in creation of new sentence or word aligned resesjrior The starting idea was to create a tool for thenatignt of
computer-assisted translation, machine translation,Parallel corpora which would cater to the speaieds of

multilingual information retrieval, language leargj researchers, but alsp translators that are not/'atetl' by
multiingual terminology extraction and semantic researgh goals bu.t simply want to develop thensumpn
networks (Seljan et al., 2007). The parallel corpith memories (TMs) in a straightforward manner. Avdiab

the largest amount of tokens and languages cogeréar commercial solutions such as WinAlign (WinAlign,®@Q
— the JRC Acquis Communautaire (EC-DG-JRC, 2007), Were not suited for the defined research taskseamd not
(Steinberger et al., 2006) — has already provevaitse in available for free, so a new solution was develdjpeunh
experiments dealing with information retrieval, e  Scratch. For research purposes there exist seeraf
learning, statistical machine translation and #ation of ~ ©n-line tools such as e.g. Uplug (Tiedemann, 199@)
translation memories and other electronic resources also alignment visualisation tool (Tgfet al. 2008) but
Croatia is an currently an candidate country for EU they lack the user friendliness and generality fod t
membership and the Croatian language appears mor@raphical user interface (GUI). CorAl was inspirey
frequently in the international cooperation actestat the ~ €xisting and available tools, but it also added new
economic, cultural and political level in the EW.duch  functionality and provided new interface featuréatt
an environment, the use of translation tools besome Make usage or CorAl easy even for non-programmers.
indispensable. In order to cope with expected oaetlin )
this direction, the need for shared tools and neszsuhas 2. The experiment
become evident. For the Croatian language, whiechdco In this chapter, we provide a brief descriptiodasfguage
be regarded as less spread language with onlylBmil  resources and tools used in the experiment, alatigthne
speakers, but having rich and valuable written experiment framework.
communication with European countries, creation of
multilingual parallel resources would add to the 2.1 CorAl aligner
international communication, particularly trangbati but CorAl was implemented entirely in Java, allowing
also to the preservation of the national and Eumope portability to virtually any machine with Java Rimeé
cultural identity. Environment installed. The Model-View-Controller
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(MVC) architectural pattern was used to isolate uker
interface from background business logic. This sajmn
implies limited dependence between the interfacktha
business model and provides that making chang#seto
interface is relatively simple. The graphical usgerface
was developed using Swing, a widget toolkit foralav

In the case that the input texts are in the plait t
format, thus carrying no sentence delimiters, CsrAl
sentence segmentation module can be used for atitcoma
sentence segmentation. For successful
segmentation, a list of abbreviations serving agptions
in the appropriate language is required. Manuadaeen
segmentation and merging of sentences is also stagpo

At this level of development, CorAl offers two main
modes of text alignment.

The first is a completely manual mode for creating
sentence alignments. This mode of operation makés f
use of the advanced GUI developed specificallytifier
ergonomic manual creation of sentence alignments.

The second is an automated mode which aligns, first
the paragraphs, and then the sentences insidechf ea
paragraph of the parallel text. The automated mesds
our own Java implementation of the well-know dynami
programming approach in the Gale-Church sentenc
alignment algorithm (Gale & Church, 1993).

Since CorAl is modularly composed, it is quite sienp
to add additional functionality such as phraseralignt
and/or word alignment module, providing that apguie
algorithms are available (e.g. Giza++ toolbox). STig
certainly one of the desired directions of further
improvement of the system.

2.2 Corpus

sentence

are largely utilized exactly in tasks of translgtitegal
documents, e.g. in the multilingual environmenthaf EU.

It was therefore important to provide results afj@ihg
English and Croatian in this domain in order toidate
the quality of the sentence alignment platform dricl
future research is about to build machine(-aided)
translation systems.

2.3 Evaluation

As stated in the first section, among alignmentstoo
implementing many standard and specialized algosth
we chose to provide figures on English-Croatianr pai
using our own (semi-)automatic aligner CorAl. Besid
previously explained reasons, there are two ot&@sans
behind this choice: one is that it implements ancad
Gale-Church algorithm that we wanted to evaluateaon
language pair English-Croatian and the other ikigion

of this research into the joint research programme
“Computational Linguistic Models and Language
Technologies for Croatian” and its goals, descrilred
detail by (Dalbelo Bas8iet al., 2007). CorAl aligner is
envisioned to be a default platform for sentengmatent
(automatic and human assisted, i.e. semi-automatfic)

€anguage pairs Croatian-{any other language}. Fat t

reason, evaluation was required in order to deveéper
and better versions of the tool.

Evaluation method used in this experiment was lighl
influenced by the one presented in (Langlais etl808).
We have chosen the set of methods used during the
ARCADE text alignment evaluation project as a stgrt
point for our own experiment. Figure 1 provides an
example on which evaluation techniques are illtstra

The corpus used for evaluation is the corpus of
Croatian translation of the Acquis Communautaire

documents (available at URL http://ccvista.taiek.Gdne

Ovo je prva recenica.
Ovo je druga recenica i
nalik je prvoj

t;
t2
t3

This is the first sentence.
This is the second sentence.
It looks like the first.

S1

Ar
S2

corpus consists of English and Croatian legislative

documents, sentence-aligned using CorAl as thedbol

Ovo je prva recenica. t;

t;

This is the first sentence.
This is the second sentence.

S1

choice for (semi-)manual alignment. The (semi-)nanu | As ‘ ——

. . . Ovo je druga recenica i . ]
alignment was done by a single person i.e. there nvea 2 palik je prvoj ts It looks like the first.
inter-annotator agreement calculation needed. The
(semi-)manually aligned corpus was thoroughly cleeick Figure 1 Example alignments
by another person and cleared of all sentence

segmentation and alignment mistakes. This has gedvi
us with the gold standard for evaluating the procedf
automatic sentence alignment.

The legislative English-Croatian subset consistbu
635 English-Croatian documents consisting of bylaws
regulations, and decisions. The documents conbikiBo
Mw in English and corresponding 1.7 Mw in Croatian.
Documents were provided in plain text format, mdiyua
aligned using CorAl aligner and used as a referpooat
when performing automatic alignment evaluation.
Document stats are given in Table 1.

Cro Eng
Documents 635 635
Tokens 1,718,677 1,809,801

Table 1 Document stats

Legislative documents are included in the experimen
because various statistical machine translatiotigotas,
relying on sentence- and word-alignment preproogssi

The formal description is as follows. We consider
source text S and output text T as a sequence of
alignments {s, ..., s} and {t;, ..., t}, respectively. An
alignment A is then defined rather straightforwasl a
subset of Cartesian product of power-sets 2S xV#d.
then call the 3-tuple (S, T, A) a bi-text and eadthits
elements is called a bi-segment. Given these diefisi,
we set up two basic evaluation methods and consiger
additional tweak or helper methods as proposed by
(Langlais et al., 1998).

Recall and precision are easily defined on a hi-#sx
the number of correct assignments divided by thatrar
of assignments in the reference alignment (reeaid) in
the system alignment (precision). Being that recall
basically measures coverage alone and precisiols dea
with counting correct alignments, F1-score (Rijgjeer,
1979) or harmonic mean is chosen for constrairiege
two outputs.

On example in Figure 2, the measures calculate as
follows:

Ar = {({s1}, {t1}), ({s2}, {t2, ts})}
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As = {({s1}, {t1]}), ({3, {t2}), ({52}, {ts})} algorithm is proven to work excellent in detecting
ArNAs = {({s1}, {t1)}, [ARNAs| = 1; |Ar| = 2; |As| = 3 one-on-one alignments and legislative texts praviote
Recall = 0.50; Precision = 0.33; F1-measure = 0.40 our test case are both quite small and straightfoivin
terms of manual alignment complexity, the figure of

would intuitively state that the alignment is bettkan apprc_)x.lmatelyh98.Iiobpercené or]: corrtlact allgndT;gtsot
F1-measure indicates) and also rather high-leviehted, surprising. It should be note t. at only a mindfedence
we introduced, once again according to (Langlaialet ~ Was observed between the alignment track and senten
1998) metrics, other and more finely-grained birsegt ~ track evaluation metric, once again due to the cedu
subdivisions and cast the Fl-measure framework ontocomplexity of the evaluation set. Namely, by defom of
them. In the presented example some segments bre onthese two metrics, a more substantial differenasulsh
partially correct, e.g. ({8, {t3}), which is the reason to emerge when evaluating sentence alignment oneéttis
measure recall and precision at the sentence lawelnot less one-to-one sentence alignments, becauserttemse
at the alignment level. track metric would account for partial alignmentsases
Given alignments A={ary,...,an} and As={ay,....an}, where the Gale-Church algorithm is known to introlu

;’Vithl 3=(as,at) andl a,-rz(ars;,?rq), sentence-to-sentence  ngise. However, this was not the case on Englisiatzn
evel metrics can also be defined. legislative bi-texts.

Once again, on example set in Figure 2, the sets ar
defined and measures calculated as follows:

Being that this framework is rather harsh (an obeser

4. Conclusions and future work

A'r = {({s1}, {t1]), ({52}, {t2}), ({s2}, {ts})} The work presented in this paper certainly leaves
A's = {({s1}, {t1}), ({s2}, {tz}} room for improvements. Results of this researchlevou
ARrNA's = {({s1}, {t1}), ({s2}, {ts})}, |ARNA's|=2; without doubt be better and more reliable with ¢arg
[AR|=3; |A's| = 2 and/or annotated corpora, which then could be fised

Recall = 2/3=0.66; Precision = 2/2=1; F1-measure = 0.80 tasks at sub-sentence level, such as word alignment
: . . terminology extraction, creation of thesauri, oalin
It is now obwous_that the sentence granulan_ty and dictionaries, semantic networks, etc. Also, differeext
measure is more forgiving than the alignment grariyl ' o ' X
and that it is also somewhat closer to human ioiand ~ 9€Nres are expected to show different results arsl t
evaluation. We thus chose sentence track F1-measwre ~ Cc0uld also be one of directions for further researc
base for our experiment. Integration of the Croatian language into this kafd
Method of (Langlais et al., 1998) suggests tunimg t multilingual resource, that JRC Acquis Parallel Gier
sentence track F1-measure by added granularity'ms A certainly is, by adding one more language shoulibkn
and As set cardinality could be expressed in terms of additional research on new cross-language relations
token count and character count. These tweaksadlexl Beyond the scope of bu||d|ng additional corpora and
word granularity and character granularity by (Uafget  enriching the existing ones with additional lingigs
al., 1998) and we chose to waive them for the pBep®@f  annotation, technical improvements might include
this experiment. We find them somewhat useful hey t implementing pre- and post-processing steps ardbed

introduce reward to partial correctness of sentence } ) .
alignment, but also judge them as inherent to the cOre Gale-Church algorithm in order to handle puesi

Gale-Church algorithm by default and thereforetodie ~ 1'ON-one-to-one alignments with somewhat higherlreca
of major effect to overall results. We proceed ésuits ~ @nd precision. The Gale-Church algorithm itself, 2&as
presentation for alignment track and sentence trackdynamic programming method, might enable additional

evaluation in the following section. tweaks or integration with other language pre-psetey
modules. Future research activities could alsouttel
3. Results and discussion alignment experiments at the lower linguistic level
Evaluation results on alignment level and sentencePhrase and word level or they could include bugdiasic
level F1-measure track are provided in Table 2ther ~ !anguage models and finally experimental systems fo
legislative document corpus. statistical machine translation.
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