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Abstract
Reflecting the rapid growth of science, technology, and culture, it has become common practice to consult tools on the World Wide
Web for various terms. Existing search engines provide an enormous volume of information, but retrieved information is not organized.
Hand-compiled encyclopedias provide organized information, but the quantity of information is limited. To integrate the advantages of
both tools, we have been proposing methods for encyclopedic search targeting information on the Web and patent information. In this
paper, we propose a method to categorize multiple expository texts for a single term based on viewpoints. Because viewpoints required
for explanation are different depending on the type of a term, such as animals and diseases, it is difficult to manually produce a large
scale system. We use Wikipedia to extract a prototype of a viewpoint structure for each term type. We also use articles in Wikipedia for
a machine learning method, which categorizes a given text into an appropriate viewpoint. We evaluate the effectiveness of our method
experimentally.

1. Introduction
Reflecting the rapid growth of science, technology, and cul-
ture, it has become common practice to consult tools on the
World Wide Web for various terms. Existing search engines
provide an enormous volume of information, but retrieved
information is not organized. Hand-compiled encyclope-
dias provide organized information, but the quantity of in-
formation is limited.
To solve the quantity and quality problems above, we have
been developing a method to produce encyclopedic dictio-
naries automatically from text information on the Web (Fu-
jii and Ishikawa, 2000; Fujii and Ishikawa, 2001; Fujii and
Ishikawa, 2004; Fujii et al., 2002; Fujii et al., 2005). In
addition, to collect information related to high-tech terms
not found on the Web, we have recently used patent docu-
ments (Fujii, 2008). Our method extracts paragraph-style
term descriptions from a source text collection and clas-
sifies those descriptions into domains. Our method also
extracts related terms for each headword and summarizes
multiple descriptions into a single text. We have pro-
duced an encyclopedic dictionary including approximately
1 900 000 Japanese terms as headwords, which is available
at a Web search site called “CYCLONE”1. CYCLONE has
been used for various research purposes, including looking
up a definition for a term and searching for patent docu-
ments.
In CYCLONE, a user can submit words and natural language
questions to search for paragraph-style term descriptions
for a specific term. In addition, a user can also refine a
search result by related terms and domains. Figure 1 shows
a retrieval result for the term “XML”. In the bottom half of
Figure 1, three descriptions extracted from Web pages are
presented. The following is an English translation for the
first description. Because the source sentences in Japanese
contain words in English inherently, these English words
are in italics.

1http://cyclone.cl.cs.titech.ac.jp/

XML is an extensible markup language (eXtensi-
ble Markup Language). Unlike HTML, which ac-
cepts only predefined tags, any original tags are
allowed. Thus, annotated with tags related to log-
ical structures, the content of a document can be
understandable. XML is associated with the fol-
lowing advantages.

Below the input box are domains, such as “computer”, and
related terms, such as “HTML”, which can be used as feed-
back terms to refine the user’s focus.
While we have developed CYCLONE for almost ten years,
Wikipedia2, which is a hand-complied encyclopedia, has
recently been growing. In this paper, aiming to enhance
our encyclopedic search system, we use Wikipedia to
model term descriptions, i.e., how each term is described
and structured in Wikipedia. In encyclopedias including
Wikipedia, a single term is usually described from one or
more viewpoints. In addition, a set of viewpoints required
to describe a term is different depending on the type of the
term in question. For example, while viewpoints for an ani-
mal include “ecology”, “species”, and “appearance”, view-
points for a disease include “symptom”, “diagnosis”, and
“treatment”.
Thus, it is time-consuming to manually model term descrip-
tions for various term types. To address this problem, we
automatically extract a template of a viewpoint structure
for each term type from Wikipedia. We also use articles in
Wikipedia for machine learning purposes, and classify de-
scriptions retrieved by CYCLONE in response to a submit-
ted term, such as “influenza”. Although we currently target
Japanese, our method to model term descriptions based on
Wikipedia articles is language-independent.

2. Related work
In a previous study (Fujii and Ishikawa, 2004), we summa-
rized descriptions retrieved by CYCLONE based on view-

2http://wikipedia.org/
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Figure 1: Example descriptions for the term “XML”.

points. Figure 2 shows an example summary for “XML”,
produced from Figure 1. In Figure 2, for each viewpoint,
such as “definition”, “purpose”, and “advantage”, a repre-
sentative sentence is extracted from descriptions related to
“XML”.
The following is an English translation of the sentences in
Figure 2. As in the English translation for Figure 1, the
English words in the source sentences are in italics.

• definition: XML is an extensible markup language
(eXtensible Markup Language).

• abbreviation: an abbreviation for Extensible Markup
Language (an extensible markup language).

• purpose: Because XML is a standard specification for
data representation, the data defined by XML can be
reusable, irrespective of the upper application.

• advantage: XML is advantageous to developers of the
file maker Pro, which needs to receive data from the
client.

• history: was advised as a standard by W3C (World
Wide Web Consortium: a group standardizing WWW
technologies) in 1998,

• reference: This book is an introduction for XML,
which has recently been paid much attention as the
next generation Internet standard format, and related
technologies.

• miscellaneous: In XML, the tags are enclosed in “<”
and “>”.

However, because we targeted only the computer domain, a
set of viewpoints was always the same. In addition, we used
hand-crafted rules to extract sentences for each viewpoint,

which is not scalable. In this paper, by modeling Wikipedia
articles, we target different viewpoints for various domains.
Biadsy et al. (Biadsy et al., 2008) used Wikipedia to pro-
duce a biographic summary for a person. They used articles
in Wikipedia to determine whether a sentence is a descrip-
tion for a person or not. However, they targeted only the
person domain and did not use viewpoints.
Blair-Goldensohn et al. (Blair-Goldensohn et al., 2008)
used aspects, which correspond to viewpoints in this pa-
per, for summarizing customer reviews. For example, re-
views for a restaurant are summarized based on aspects,
such as “location” and “price”. Although aspects are ex-
tracted from the texts to be summarized, we use Wikipedia
as external knowledge to model viewpoints. In other words,
while Blair-Goldensohn et al. performed clustering, we
perform categorization, which classifies items into prede-
fined categories. For the same reason, our method is differ-
ent from Clusy3, which performs clustering on Web pages
retrieved for a query.
The purpose of our research is similar to that of Sauper
and Barzilay (Sauper and Barzilay, 2009). In brief, Sauper
and Barzilay use Wikipedia articles for a term type, such as
“disease”, to model descriptions for that term type. Given
a specific term, such as “influenza”, they use a search en-
gine on the Web to collect texts associated with “influenza”
and select representative texts to generate a description for
“influenza”. However, in their method a type of an input
term must be identified manually. In addition, they did not
address problems associated with lexical ambiguities (i.e.,
homonymy and polysemy) for a target term. For example,
if a target term is “kiwi (bird/fruit)”, their method cannot
distinguish different meanings for “kiwi”. To resolve this
problem, we model term types and viewpoints in a sin-

3http://clusty.com/
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Figure 2: Example summary for the term “XML”.

gle framework, which makes our method scalable. While
Sauper and Barzilay intended to generate a description for
a term, the purpose of CYCLONE is to facilitate searching a
large text collection for term descriptions.

3. Methodology
Figure 3 depicts an overview of our method, in which the
left and right regions correspond to processes for modeling
term descriptions and classifying texts, respectively. The
modeling and classification processes are performed offline
and online, respectively.
In Figure 3, the numbers of term types and viewpoints for
each term type are two and three, respectively, without loss
of generality. The numbers of term types and viewpoints
for each term type can be arbitrary. We explain the model-
ing process in terms of Figure 3. To determine target term
types, we use categories in Wikipedia, such as “animals”
and “diseases”. For each term type, we collect articles de-
scribing terms associated with that term type.
However, categories in Wikipedia are not well organized
as we expected. For example, although we wish to collect
articles for individual animals, an article for a movie asso-
ciated with animals is also classified into the “animal” cate-
gory. Because we have not developed an automatic method
to discard irrelevant articles, we have to manually select
relevant articles from Wikipedia categories. We leave this
issue as future work.
Articles in Wikipedia are usually structured based on “sec-
tions”. For example, sections for “influenza” include “Ety-
mology”, “History”, “Microbiology”, and “Symptoms and
diagnosis”. We use each section as a single viewpoint.
However, items in sections for the same term type can vary
depending on the author. Thus, we divide the collected ar-
ticles into sections, and extract high-frequent sections as
viewpoints for the term type in question.
We use Support Vector Machines (SVM) to learn two types
of classifiers. We use the One-Vs-Rest method to target
more than two categories. Given a set of article fragments

for each viewpoint, we learn a classifier for viewpoints
(“viewpoint classifier”). We use words in article fragments
as features. We also learn a classifier for term types (“term
classifier”), for which we combine all the article fragments
in a term type as a single large text. In Figure 3, we use
two large texts for “Animal” and “Disease” to produce a
term classifier. We use words in article fragments as fea-
tures. However, unlike the viewpoint classifier, we also use
words in the name of each term as features. For example,
both “stomach cancer” and “lung cancer” include the word
“cancer” that can be a strong clue associated with diseases.

In summary, our term description model consists of the
term classifier and the viewpoint classifier for each term
type modeled in the term classifier. This feature contrasts
with Sauper and Barzilay (Sauper and Barzilay, 2009),
which did not model term types.

The classification process is driven by a set of texts re-
trieved in response to a keyword, such as “influenza”. For
each of the texts, we first use the term classifier to determine
the term type of “influenza”. In Figure 3, because “Dis-
ease” is selected as the term type for “influenza”, we use
the viewpoint classifier for Disease to determine the view-
point from which “influenza” is described in the input text.
Finally, for each viewpoint, we select the top N texts with
greater SVM scores, so that a user can obtain information
about “influenza” from different viewpoints with a minimal
cost. In addition, texts not describing “influenza”, which
are usually assigned a small SVM score, can be discarded.
Although our primary purpose is to classify descriptions re-
trieved by CYCLONE, our method can also be used to clas-
sify any texts, such as Web pages or snippets retrieved by a
general-purpose search engine.

As a result, users can obtain encyclopedic information for
terms not included in Wikipedia. Even if the target term
is included in Wikipedia, the description is often restricted
by author’s viewpoints. However, our method collects vari-
ous information with respect to that term from the Web and
patent archives. In addition, although individual articles in
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Figure 3: Overview of our method for modeling Wikipedia articles and classifying online texts.

Wikipedia often miss some viewpoints, by collecting high-
frequent viewpoints across articles, viewpoints for a term
in Wikipedia can be augmented.
We have been testing two different methods to introduce the
term description model into CYCLONE. First, we can re-
duce human supervision in our previous method (Fujii and
Ishikawa, 2004). While this previous method used hand-
crafted rules to classify sentences extracted from descrip-
tions related only to the computer domain, the method in
Figure 3 can automatically produce viewpoint classifiers
for different domains. Second, we can simply classify re-
trieved descriptions in Figure 1 as they are. The second
method allows a user to restrict retrieved descriptions based
on viewpoints and filter out irrelevant descriptions.

4. Experiments
To investigate the validity of the method proposed in Sec-
tion 3., we performed preliminary experiments. We used 10
general and 10 technical domains as the target term types.
In real world usage, target texts for the classification are
any texts. However, for an initial stage of research, we used
Wikipedia articles divided based on sections as input texts.
For each fragment, we used each section name annotated
by an author as the correct viewpoint so that we avoided
the cost for human judgments. We performed 5-fold cross-
validation. Table 1 shows the accuracy of term classifica-

tion (TC) and viewpoint classification (VC). To evaluate the
effectiveness of VC itself, when calculate the VC values,
we assumed that TC was performed correctly. Although
both TC and VC, on average, were fairly high, the TC val-
ues for the last three term types were 0. This is mainly due
to that the number of articles is small and that the classifi-
cation is difficult inherently. For example, the articles for
“veterinary” were mistakenly classified into either “animal”
or “disease”. In addition, although Wikipedia articles are
usually well-written, future work includes evaluating the
classification for various texts.
To show the applicability of our method to a general search
engine, we classified snippets retrieved by Yahoo! Japan4

for the term “kiwi”. We used the term description model
consisting of the twenty term types in Table 1. As a re-
sult, snippets associated with “kiwi (bird)” were classified
into “animal” and further classified into viewpoints, such
as “ecology”, “distribution”, “relation to human beings”,
and “appearance”, correctly. At the same time, snippets
associated with “kiwi (fruit)” were classified into “plant”
and further classified into viewpoints, such as “usage” and
“taxonomy”, correctly. In summary, our method classified
texts retrieved by a general search engine into viewpoints
depending on the meaning of a target term.

4http://www.yahoo.co.jp/
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Table 1: Accuracy for classification.

Term type #Articles #Viewpoints TC (%) VC (%)
animal 1317 7 91.19 91.04
movie 1169 5 98.72 80.24
disease 878 8 97.15 76.77

company 618 3 89.97 97.41
person 500 4 90.80 60.40
plant 276 3 76.81 86.96

mathematics 228 3 86.84 61.40
insect 203 3 68.97 84.24

chemistry 201 3 77.61 84.08
cooking 190 3 72.11 76.84

informatics 103 3 59.22 59.22
fish 96 3 45.83 64.58

sports 86 3 76.74 75.58
law 56 3 71.43 53.57

construction 55 3 30.91 54.55
electricity 49 3 14.29 36.73
astronomy 38 3 55.26 52.63
veterinary 34 3 0 44.12
geology 24 3 0 29.17
physics 23 3 0 21.74
Average 307.2 3.6 86.54 79.66

5. Conclusion
Reflecting the rapid growth of science, technology, and cul-
ture, it has become common practice to consult tools on the
World Wide Web for various terms. In this paper, intended
to enhance encyclopedic search, we proposed a method to
categorize multiple expository texts for a single term based
on viewpoints. Because viewpoints required for explana-
tion are different depending on the type of a term, such as
animals and diseases, it is difficult to manually produce a
large scale system. We used Wikipedia to extract a proto-
type of a viewpoint structure for each term type. We also
used articles in Wikipedia for a machine learning method,
which categorizes a given text into an appropriate view-
point. We evaluated the effectiveness of our method exper-
imentally. Future work includes developing an automatic
method to collect articles related to a specific category and
evaluating our methods with a large number of term types.

6. Acknowledgments
This research was supported in part by the Grant-in-Aid
Scientific Research on Priority Area of “Cyber Infras-
tructure for the Information-explosion Era” (Grant No.
19024007 and 21013003) and the Industrial Technology
Research Grant Program from the New Energy and In-
dustrial Technology Development Organization (NEDO) of
Japan (Grant No. 05A14001a).

7. References
Fadi Biadsy, Julia Hirschberg, and Elena Filatova. 2008.

An unsupervised approach to biography production us-
ing Wikipedia. In Proceedings of the 46th Annual Meet-
ing of the Association for Computational Linguistics,
pages 807–815.

Sasha Blair-Goldensohn, Ryan McDonald, George Reis,
Tyler Neylon, Kerry Hannan, and Jeff Reynar. 2008.

Building a sentiment summarizer for local service re-
views. In WWW2008 Workshop on NLP Challenges in
the Information Explosion Era.

Atsushi Fujii and Tetsuya Ishikawa. 2000. Utilizing the
World Wide Web as an encyclopedia: Extracting term
descriptions from semi-structured texts. In Proceedings
of the 38th Annual Meeting of the Association for Com-
putational Linguistics, pages 488–495.

Atsushi Fujii and Tetsuya Ishikawa. 2001. Organizing en-
cyclopedic knowledge based on the Web and its applica-
tion to question answering. In Proceedings of the 39th
Annual Meeting of the Association for Computational
Linguistics, pages 196–203.

Atsushi Fujii and Tetsuya Ishikawa. 2004. Summarizing
encyclopedic term descriptions on the Web. In Proceed-
ings of the 20th International Conference on Computa-
tional Linguistics, pages 645–651.

Atsushi Fujii, Katunobu Itou, and Tetsuya Ishikawa. 2002.
Producing a large-scale encyclopedic corpus over the
Web. In Proceedings of the 3rd International Conference
on Language Resources and Evaluation, pages 1737–
1740.

Atsushi Fujii, Katunobu Itou, and Tetsuya Ishikawa. 2005.
Cyclone: An encyclopedic Web search site. In Special
Interest Tracks & Posters of the 14th International World
Wide Web Conference, pages 1184–1185.

Atsushi Fujii. 2008. Producing an encyclopedic dictionary
using patent documents. In Proceedings of the 6th Inter-
national Conference on Language Resources and Evalu-
ation.

Christina Sauper and Regina Barzilay. 2009. Automati-
cally generating Wikipedia articles: A structure-aware
approach. In Proceedings of the 47th Annual Meeting
of the Association for Computational Linguistics, pages
208–216.

2595


