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Abstract

In this paper we report the first results of anaiation exercise of argument coercion phenomen@mpeed on Italian texts. Our
corpus consists of ca 4000 sentences from the PAROttoinsiemeorpus (Bindi et al. 2000) annotated with Selectiod Coercion
relations among verb-noun pairs formatted in XMlcading to the Generative Lexicon Mark-up Langu&G&ML) format
(Pustejovsky et al., 2008). For the purposes ofcbme annotation, we selected 26 ltalian verbs ith@bse semantic typing on their
arguments in either Subject, Direct Object or Canmnt position. Every sentence of the corpus comtaiformation about
corpus-derived typed selectional preferences fdvs/im the targeted argument slots and is annotetadhe source type for the noun
arguments by two annotators plus a judge. An ovagaéement of 0.87 kappa indicates that the ationtmethodology is reliable. A
qualitative analysis of the results allows us ttine some suggestions for improvement of the thgk:different account of inherently
polysemous nouns has to be devised and 2) a mangrebensive account of coercion mechanisms recamestation of the deeper
meaning dimensions that are targeted in coercienadipns, such as those captured by Qualia refation

_ building the ltalian dataset for our first exercisé
1. Introduction coercion annotation. In section 4, we illustratee th

Automatic recognition and resolution of metonymies ~ Preliminary results of the annotation and in secowe
natural language texts (e.g. author for work, oizgion outline some proposals for the improvement of the
for members, place for people etc.) has attractegmethodology of the task, based on the annotatigumtse
considerable interest within the NLP community and ) ) )

nowadays is recognized as an important complenzent t 2. A Generative Lexicon annotation of

and extension of WSD (Markert and Nissim, 2002 and coercion mechanisms

2009). In this paper we report the first resultsaof An effort has been made at Brandeis University to
annotation exercise of argument coercion phenonrena “translate” (part of) the theoretical apparatus thé
Italian text, conducted within the context of aglewscale  Generative Lexicon theory (Pustejovsky, 1995) itite
project aiming at annotating compositional operetio Generative Lexicon Markup Language annotation
based on Generative Lexicon theory (Pustejovsial.et  framework (Pustejovsky et al., 2008), which tries t
2008). In this framework, argument coercion is establish not only a mark-up language, but also an
understood as the operation of type adjustmentediby annotation methodology for compositional operations

a predicate over its arguments when they do nothritg natural language text. There are currently four mai
selectional requirements (Pustejovsky, 1995; Cajgest annotation tasks that are part of the GLML project:

and Briscoe, 1995 inter alia). For example, indbetext

“he left the concert early”, the type expected hjeot 1. Compositional mechanisms of argument selegtio
position by the verlleaveis LOCATION, but the surface 2. Qualia in argument selection;
type of the argument filleicbncer) is EVENT. Therefore, 3. Qualia in modification constructions;

it is assumed that in this context, the coercion 4. Type selection in modification of dot objects
EVENT->LOCATION has occurred.

The motivation of our work is twofold. First, wetémd to Here we introduce the methodology foreseen for fask
provide a reliable and carefully controlled corpus which involves identifying whether the compositibna
annotated for coercions to be used as trainingesidset  operation between a verb and the argument it setact
for computational semanticists aiming at developing be characterized as SELECTION or COERCION
algorithms for metonymy recognition and/or procegsi  (Pustejovsky et al., 2009).

figurative language. Second, we are interestegimguthe Briefly, the GLML methodology proposed for task 1
annotation results for improving the GL-based aatia involves two phases: the construction of the detacsbe
framework, with the overall goal of creating an etated annotated and the actual human annotation. Theseata
resource to be used not only for NLP applicatiamsatso construction phase consists of four steps: 1) setpthe
for linguistic theoretical studies of semantic set of target verbs, 2) compiling a sense inverftmrgach
compositional mechanisms in language. target, 3) associating a type template with eankeésand
The paper is organized as follows: in section 2 we
introduce the methodology proposed within the *A type template is understood as a corpus-derargdment
Generative Lexicon Markup Language (GLML) project structure with specification of the expected seinappe for the
for the annotation of coercion phenomena. In seQiwe argument fillers (e.g. foffinish: Human finish BVENT). In

describe the methodology we actually followed in GLML-English, type templates are built in the wayiar to the
context patterns as defined in Corpus Pattern Aisa(ZPA)
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4) extracting the data containing the selectedetargrbs
from a corpus. The data set construction also assum
pre-existing shallow type system. In the originagmsal,
the following list, drawn from the Brandeis Shallow
Ontology (BSO) (Pustejovsky et al. 2006), was given

(1) HumAN, ANIMATE, PHYsicAL OBJECT, ARTIFACT,
ORGANIZATION, EVENT, PROPOSITION INFORMATION,
SENSATION, LocATioN, TIME PeERIOD, ABSTRACT ENTITY,
ATTITUDE, EMOTION, PROPERTY, OBLIGATION, RULE.

The annotation is organized into three main stepsense
disambiguation of the verb in each context/sentehfe
identification of a possible mismatch between teeal
type associated with the nouso(rcetype) and the type
required by the verbigrget type) c) specification of the
source type in case of mismatch. As the task iseiwad

now, cases where the noun type satisfies the ver

selectional requirements are automatically anndtate

instances of SELECTION, whereas cases where the nou

does not are annotated as COERCIONS. The outpiog of
annotation provides noun source and target typestan
compositional operation at play (SELECION or
COERCION).

3. TheData Set Construction Phase

3.1 Coercion typesand verb selection

In constructing the Italian data set for our antiota
exercise we adopted a slightly modified versiontho

b

between the types of the original GLML inventoryar F
example, according to our sourcemrivare ‘arrive’
selects for a ©QcATION and instantiates the
EVENT>LocaTioN shift in its ‘reach’ sense in
Complement position (e.g. “arrivare alla cerimonia”
‘arrive at the ceremony’)finire ‘finish’ selects for an
EVENT and instantiates theRRIFACT>EVENT shift in its
‘bring to an end’ sense in Direct Object positiag(
“finire il panino” “finish the sandwich’) and so oithen,

in order to obtain a sufficient and varied rangeasrcion
types, we also considered verbs that select farstypat
were not included in the original type list (i.eQuiD,
SOUND, DOCUMENT and \EHICLE—the last twalassified

as subtypes of the superordinArTIFACT).

For each target verb, we narrowed our focus omist
coercive sense (generally corresponding to ithsesise)
and on the most frequent type shifting(s) that it
instantiates within that seris&Ve drew the relevant sense
definition together with the related type templated a
few examples of SELECTION and COERCION from
PDIV.> We mapped sense definitions onto their SIMPLE
equivalents, whenever possible (Lenci et al., 2000)

For each coercion type, we first selectetadverb, i.e. a
verb that provides good examples for that shife;iwe
looked for more verbs that impose the same typie ahi
their arguments, in order to ensure that the nunaber
corpus instances aimed at per coercion type woald b
covered and that a variety of verbs and nouns wbald
represented in the annotated corplibe additional verbs

methodology proposed in Pustejovsky et al. 2009 andmay be hyponyms, synonyms, antonyms of the sedd ver

Pustejovsky and Rumshisky 2009 for English. Wet firs
examined previous corpus-informed theoretical e®idf
argument coercion (Jezek and Lenci, 2007, Pustejovs
and Jezek, 2008 a.0.) and looked in the PattertioDary

of ltalian Verbs (PDIV, Hanks and Jezek, 2G0#ith the
aim of drawing a preliminary list of verbs that ioge
semantic typing on their arguments in either Subjec
(Subyj), Direct Object (DObj) or Complement (Comp)
positior?.

We started by choosing verbs that instantiate ¢oesc

(Pustejovsky et al., 2004).

2 PDIV is a pre-existing repository of corpus-dedveerb
patterns (or type templates) for Italian verbs,elieped as an
extension to the English Pattern Dictionary projegiorted in
Hanks and Pustejovsky 2005. It is being built adicay to the
Corpus Pattern Analysis (CPA) technique and spexifi
corpus-derived typed selectional preferences foh eagument
slot associated with a verb in a given sense. Brief CPA each
verb is analyzed according to the following proceddirst, a
sample concordance for each target verb is cre2t@l hits);
second, the semantic types of the argument filezsexamined
and the typical syntagmatic patterns of the veebidentified
(e.g. forleggere‘read’: HumaN legge CUMENT); third, each
line of the sample is assigned to one of the digftatterns;
fourth, both the patterns and the associated cdaoces are
stored in the pattern repository. The corpus usad thie
identification of the verb patterns in PDIV is thalian Web as
Corpus (ItWaC, Baroni and Kilgarriff, 2006).

3 With respect to the Complement position, we exatlid
sentential complements for our present purposes.

or they may share with it only the characteristic o
selecting the same semantic type for the same anmgum
slot.

Finally, we uploaded the prepared data (verbs,cocer

senses, type templates associated with the senses,

examples of selection and coercion for each samst)e
GLML-Italian wiki (http:/glml-italian.wikidot.com), to
make it available for further steps.

In table 1 below we report the list of target vetdigether
with the most significant coercion types that they
instantiate in the chosen sense according to our

4 An exception was made fleggereread’ (analysed in detail in
Jezek & Lenci, 2007) for which two senses wereuidet (see
table 2 in the Appendix).

® The CPA technique used for the identification efbvpatterns
and senses in PDIV was not originally conceivecenazode
coercions systematically. For example, regular asbf types
within an overall pattern in relation to a targettv(e.g. l'aereo |
il pilota | il turista | il voloe atterrato‘the plane | the pilot | the
turist | the flight landed’) are generally spedfi@as type
alternations in CPA, although in some cases thalddoe dealt
with in terms of coercions from a basic type. Thene a
number of adjustments are needed in order to wsedtterns
and senses stored in PDIV for the purposes of tegcon
annotation task.

® As byproduct of this annotation project we aimegraducing
a dataset for the SemEval-2010 Task 7: Argumergc8eh and
Coercion. Therefore, we wanted to have at leasbéfcions per
coercion type, out of 400 overall sentences.
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preliminary investigation. sentire(DObj)
udire (DObj)
echeggiargSubj)
Argument Verb Verb and tar geted rimbombare(Subj)
is selects Grammatical Container Liquid bere (DObj)
(source (target Relation versare (DObj)
type) type) sorseggiare (DObj)
Location Human contattare (Subj,DObj)
accusare(Subj,DObj) Table 1: Selected verbs and targeted coercion types
annunciare(Subj,DObj)
avvisare(Subj)
informare (Subj) 3.2 Skimming of the instances to be annotated
organizzargSubj) In the next step, all sentences containing thectele
Organization Human contatare (Subj,DObj) verbs were extracted from tHRAROLE sottoinsieme
accusare(Subj,DOD)) corpus (Bindi et al., 2000) and parsed at the functional
annunciare(Subj,DOb)) level so as to identify all contexts with the relay
avvisare(Subj) argument slots for each target verb. A group ofintéer
informare (Subj) students in linguistics (either MA or PhD studer(tbjat
organizzare(Subj) here we will call selectors) worked on parsed datader
Artifact Human awisare (Subj) to correct misparses and select the appropriatextsto
accusarg(Subj) be subsequently annotated
annunciare(Subj) Data was provided in the form of tables containting
chiamare(Obj) following information: target verb, argument noun,
Vehicle Human parcheggiare (Subj) grammatical relation for the given argument, aredftil
guidare(Subj) sentence. For each instance (i.e. sentence) ondy on
chiamare(DOb)) grammatical relation was "focused" at a time (rstance
Event Location arrivare (Comp) 1 noun). The selector needed to do three things: 1)
recarsi(Comp) identify which contexts to select (see below); &)ify if
raggiungere(DObj) the chosen context instantiated the sense(s) ofehe
visitare (DObj) specified on the wiki; 3) for each chosen contegiten
Human Vehicle atterrare (Subj) the template specified for the verb on the wikgritify
shandare(Subj) whether it was a case of Selection or Coer&ion
Organization Vehicle guidare (DObj) For each verb we wanted to select the highest lgessi
parcheggiarg(DObyj) number of instances with the same coercion tyme, i.
Human Document leggere (DObj) same source type for the argument noun (max. 60
divorare (DObyj) sentences) and at least twice the number of instaot
Event Document leggere (DObj) selection. This to ensure that the final datasetildvo
divorare (DObj) contain a sufficient number of coercions and thegn if
Artifact Event finire (DObj) not representative of the real distribution, thepos
cominciare(DObj) would contain proportionally more selections than
continuare(DObj) coercions. In order to obtain an approximate irttbhoaof
interrompere(DObj) how frequent a coercion type is, we annotateditbie500
Document Event finire (DOby)) “good” (i.e. correct) sentences. We then went dverfile
cominciare(DObj) in search of more instances of the targeted/frequen
continuare(DObj) coercion types.
interrompere(DObj) In selecting the instances, we excluded senteritas t
Artifact Sound ascoltare (DObj) were either too short or too long (unless the doares
sentire(DObj) very interesting or unique); we tended to exclude
udire (DObj) instances representing a sense that was not piasiiet
echeggiargSubj) given sense inventory; we excluded sentences camgai
rimbombare(Subyj) too complex anaphora (e.g. anaphora where the
Event Sound ascoltare (DObj)

" The chosen senses together with their definitierreported in
Table 2 in the AppendixSome of the verbs and coercion types
identified in the first phase were not uploadethie annotation
tool or were excluded from the final data set, feasons
explained below (section 4%eedverbs are marked in bold in
table 1.

8 Since the same group of people helped us in btehtsey and
annotating the dataset, in distributing the contextnnotate we
paid attention that the same person would not vecedntexts
that he/she helped selecting in the first phase.

° In order to perform the operation in 3 the seleaias asked to
identify the source type of the argument-noun usiiregrevised
GLML type taxonomy as a reference.
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antecedent is very far in the context); we mayudel

cases where the argument filler was a multiword Task 1 (Selezione Argomentale)
expression (e.@scoltare una colonna sonofisten to a
sound track’); if the multiword was exocentric we Seleziona I'attivita':

manually tokenized it by substituting the proposade

(e.g.colonnawith colonna_sonorg otherwise we left the
head of the multiword as the token to be later tated;

we included multi-selections (i.e. cases where ntioae = "Aggivdica” i Sensi!
one noun is selected by the same verb in the santext);
finally, we included instances with the same veobm
pair, but preferably only if the target pair wasduent in * Amotare!

the corpus. = "Aggiudica” le Amotazion!
At this stage of pre-selection of contexts for &ation

we were not particularly concerned with high priecis

Disambignazione dei Sensi

= Annotare i Sensi

Amnnotazione GLML

H H “

(i.e that the coercions were actually the “correctés), as

actual annotation would provide us with “correct” Figure Z: Interface for the Italia
annotations and statistical significance. Therefore GLML Annotation Task 1

selectors may include dubious cases for later siswId.
For the same reasons, at this stage sentencexcforverb Reflecting the original annotation methodology as

were chosen by one single human selector. described in Section 2 above, the interface is isidutl
_ into 2 subtasks: one for the disambiguation of sgnthe
4. TheAnnotation Phase second for the annotation of selections or coerciee

Annotation was performed by two independent annatat ~ fi9- 1). Both subtasks have an area for allowingogation
plus a third one acting as a judge. Annotators areby annotators and another area for the judgeseickdine

volunteer students in linguistics (either MasterRitD ~ @nnotator choices and decide in case of disagreteinen
students), not necessarily familiar with GL, wheré¢ee ~ POth areas, sentences are organised by verb sedse a
two principal investigators plus a PostDoc in Liisgigs ~ argument grammatical relation.

acted as judges. For the annotation exercise descrlbeq in this paper
The dataset of 3885 sentences selected from th@PBR ~ Chose not to perform a proper annotation of veriseg,
sottinsiemecorpus as described in Section 3 above, wasfor the following reasons: 1) the very first expeent we
split and reformatted according to the DB requiretse  'an with this methodology (Jezek, Quochi and Caizol

and uploaded in the annotation tool. 2009) showed a high and satisfactory interannotator
agreement on verb sendks 2) the sentences to be
4.1 The annotation environment annotated in this exercise have been pre-selected

tendentially including only the senses of interests
Therefore, annotation of verb senses is done onbnie
of the judges, in order to exclude those sentetiegsnay
have been wrongly preselected.

For performing the proper annotation, we adaptécsta
prototype annotation tool developed for English at
Brandeis.

The tool is deployed over the web and has an sxterf
that _allows for a user-frlen_dly annotation procegur 4.2 Source TypeAnnotation
possibly usable also by not highly expert annotatdhe

annotator interface is written in Php and works@n WO annotators were asked to annotate each serftance
MySQL databas@ Since the tool is still a prototype, in the source type of the argument noun of the gizeget

the current state, the access is password protected Verb. By source type we mean the type of the noun
granted only to annotators, since different useesg  outside” the specific context.

rights have not yet been implemented. However, lae p The interface displayed the sentence with the targ

to improve and optimize the tool and to make itlage ~ @nd nouns highlighted; the annotator was asked the
to the community, if interest arises. question “What is the usual semantic type of thenng?

(fig. 2)”, and had to choose one from a fixed laft
available semantic types.

4.2.1. Revised Type Inventory

As type inventory for this specific annotation effave
revised the original GLML type list (see section. 2)
Because of the selectional preferences (or typplttes)
of some coercive verbs selected as described 0
some semantic type had to be added to the listsame

Y In fact, we had two verbs annotated for sensesway t
10 http://wiki.ilc.cnr.it/giml/task1/ annotators and observed that agreement was O&&ue.
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types were excluded (Proposition, Obligation andeRu
because not clear in their estensions or becaeyeatie
not easily mappable to the SIMPLE Ontology (see
below).

uuuuuu

uuuuuuuuuuu

Fiaure 2 Tvpe annotation interfa

The types we added to the Yfsare:sounp, LiQuiD and 3
subtypes OfARTIFACT namelyVEHICLE, CONTAINER and

<instance id="28853">
{ Quel treno non era pero' uno dei diretti che
passano dalla stazione velocemente ma il Milano
Cremona , che aveva gia'
<SELECTOR sid="=id 2885 22"
lemma="cominciare"™ pos="v"
5ense_id="5;">cominciato<f5ELECTOR>
la
<TARGET tid="t _ _ I85_2905 24"
lemma="FRENATA" pos="n" >frenata</TRRGET>

<CompLink cid="1" selector id="=id 28§85_22"
relatedToTarget="tid n Z885_2305_24"
gramRel="dobj" compType="SELECTICH"
sourceType="Event" targetType="Event"/>
</instance>

Figure & Example o XML output

Annotations and judgements are stored in the DBtlaed

DOCUMENT™?, The type list has also been mapped onto thefinal dataset can be exported in an XML file corapti
SIMPLE Ontology so as to make the dataset linked towith the GLML format (see Pustejovsky et al., 2G0®@l

Italian lexical resources. For most types we wéile &
establish direct, 1:1, mappings and in some caséatiel
are identical. In few other cases types from tipe tyst
can be mapped onto SIMPLE via a type plus a fediere
SOUND:: STIMULI + SoundLIQUID :: SUBSTANCE+liquid).

Type Definitions

fig. 3 for an example). The exported dataset inesuall

and only those sentences on which both annotagoesd

or those annotated by the judge.

The resulting dataset consists of a corpus of 3813
sentences with annotation of Selection or Coercion
relations among verb-noun pairs, plus the sourat an
target semantic types of the argument in the phe.final

Since our previous pilot experiment showed that thetargeted coercion types in the corpus are thos®texpin

simple type labels are not self-explanatory, artoota
have been provided with a shallow taxonomy of tygoes

Table 2. in the Appendix.
A subset of this corpus was then selected as ighiand

simple guidelines for annotation: they have been test corpus for the SemEval-2 ASC TagRustejovsky
instructed to choose the most specific type whereand Rumshisky 2009). The SemEval corpus for Italian
appropriate and have been provided with a set ofincludes contexts 2893 for 8 coercions types fackive

definitions with examples of the extension of eagbe
has been provided.

had at least 50 coercive contexts. The choice ef th
coercion types was also dictated by the need oingav

Definitions and examples have been constructed hasariability of target types and of not includingptmany

follows: first, we mapped the types onto the SIMPLE
Ontology; then we compiled the definitions drawfrgm
the SIMPLE specifications (i.e. the definition diet
Semantic Classes) and from the type template glpsse

Named Entities (e.g we excluded thed@aNISATION as
HumMAN and the @GANISATION as \EHICLE coercions,
although we had more than 50 coercion examplelsan t
whole annotated corpus). The SemEval corpus has als

when available. Examples are taken from the actualbeen expunged of examples of different and sparse

SIMPLE lexical resource (Lenci 2000).

Annotation Adjudication
Finally, a judge adjudicated all cases where the tw
annotators were in disagreement. Cases for whieh th

judge could not make a choice are left unjudged and

therefore automatically excluded from the finalpnes*.

2 They are also added to the English type list

13 We are aware that the choice of types may be aqunedtie
and this is in fact one of the issues to be furinegstigated. Of
course, the most accurate solution would be tceeitise all
same level concepts or the full range of concepta given
ontology. This however was not practicable for salvesasons,
including practical ones related to the currenugetf the tool.
¥ In this experiment we do not allow annotators tafiamnt with
each other nor force to judge to make a choicgussrthe cases
of disagreement or of impossibility of adjudicatere relatively
small in number.

coercion types which could constitute noise for
classification systems.

4.3 Annotation Results

We measure results calculating the kappa coefticien
(Carletta, 2006) on the annotation of coerciores (ihen
the annotated type does not match the type reqhiréue
verb) and selections (i.e. when the source typetated
corresponds to the type selected for by the veylthb
two annotators. Results are reported in table zhaen
Appendix. An overall K of 0.87 indicates that the
annotation can be considered as relfabWith respect to
our first experiment, agreement on type annotation
significantly increased. This may be primarily doehe

15 http://sites.google.com/site/semevalasc/

% we adopted this statistics as a current standdretifield. We
are aware of discussions on the appropriatenegiseokappa
statistics as a reliability measure for given usédatasets
(Reidsma & Carletta, 2008). However, it was notaiam, nor it
is our expertise, to explore different metrics.
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pre-selection of sentences, but also to the clearerspecification in the task as “off line” specifiaati before
annotation guidelines. Annotators reported that theannotation, e.g. taken from some background lexical

provision of a taxonomic organisation of types éilb
shallow) and of definitions of the estension ofssks as
well as examples helped them during annotation.

At a qualitative analysis of the results on a Jeabis (i.e.
on coercion types), we find most disagreement ocaghs
nouns that instantiate regular polysemy (or dogctsj in
GL terminology): for example for verbs likkeggere
‘read’ disagreement occurs with nouns suchoasanzo
‘novel’, saggio ‘essay, favola ‘tale’, biografia
‘biography’, that have been typed BSCUMENT by one
annotator andNFORMATION by the other.

The highest agreements are observed witlian and
LOCATION semantic types, whereas with vERT
agreement seems to vary depending on the verbs.
The qualitative analysis of the results so farvedlas to
identify some problems with the annotation methoggl
We summarise these insights in the next section.

5. Insghtsfor task improvements

Some issues related to noun polysemy remain urcsotve
the current methodology: given that
disambiguation for nouns is elicited, part of the
disagreement between annotators in the selectidheof
semantic type of the noun depends on whether tbhe no
exhibits regular polysemy or whether it is asseddb a

resource such as the SIMPLE-PAROLE-CLIPS lexicon,
or as “online” specification during the annotation.

6. Conclusion and future work

In the present paper we have described a firsttefifo
annotation of type shifts in verb-argument pairading

to a newly defined Generative Lexicon methodoldde
steps and results reported here are the outcomes of
revised approach both w.r.t. the original proposal
(Pustejvsky et al. 2009) and to our very first ekpent as
described in Jezek, Quochi and Calzolari, 2009.

We annotated ca 4000 sentences distributed ovesrbs
with type shifts. The interannotator agreementuated
with the kappa statistics, appears to be good éndémug
making the data set interesting for testing contportal
classification and learning models. However,
dimension of the data set is not very large and,issow,
it is not representative of the real distributioh the
coercions annotated.

In our future work, we plan to reduce the high ajstata

the

no sense set construction by having very little pre-selectaf the

sentences to be annotated. This will imply to hawe
overall larger number of sentences uploaded in the
annotation tool and therefore higher annotatiort eosl
time. In particular we plan to include a wider ranof

complex type. In both cases, annotators may chooseenses for each target verb (i.e. including noty onl

different types which are nevertheless both apjmtgpr
(see the examples witleggerein 4.3 above). Further
thinking on such issues seems to be required.

The original GLML annotation framework, in fact,
foresees a separate task for the annotation oblgjetts
(task 4 in section 2 above, cf. Pustejovsky et24108).
However, a treatment of complex types needs eithbe
integrated within the task for the annotation of
compositional mechanisms, or to be performed asst f
annotation step.

Finally, the current annotation scheme marks tfecef
but not the licensor of the coercion operationt ibait
allows for the marking of type shifting (e.gRAFACT as
SOUNDaS in “ascoltare leadio con le cuffie” ‘listen to the

radio with the headphones’), but does not foresee

annotation of the Qualia role associated with thanrthat

is acted on by the verb in a coercive context.example

it does not allow for the marking of the constramielic
role of the nounradio in “ascoltare la radio” (e.g.
produce (SounD)). However, we can argue that it is
precisely the availability of this Quale that lises the
coercion (cf. *ascoltare il tavolo ‘listen to thesbte’).

This type of information may also help annotatassyvell
as automatic systems, to better identify the géivera
mechanism occurring in a given context.

coercive senses) and to annotate all coercion tyzg¢sa
verb instantiates, regardless of their frequenbys Will
give a better overview of the distribution of caerc
phenomena in natural language and will render the
resource more suitable for theoretical investigatio

As manual annotation is cost-intensive, the possilaf
having non-expert annotators is interesting givenrtew
potentiality offered by the web. The main idea herto
allow for the possibility of having non experts foeming

the annotation through the web, by exploiting exgst
resources like SIMPLE and PDIV as sources of word
senses and semantic types (Jezek, Quochi and &alzol
2009).
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9. Appendix
) Target | #annotated
verb sense gre Coercion Types argtype | sentences K
charge or blame someone of wrongdoing or . .| Organizatior>Human 0.97subj
accusare error Subj, DOb; Location> Human Human 281 1.00dobj
make a formal statement to a public audienc Organizatiom>Human
annunciare | concerning an event that has recently taken | Subj Locationr> Human Human 227 0.96
place or a plan that will shortly be put into eff Artifact> Human
arrivare reach a location Comp Event>Location Location | 32 1.00
ascoltare make conscious effort to hear a sound DObj EvgntéSound Sound 262 0.87
Artifact >Sound
come down to the ground safely and reach t . . .
atterrare programmed destination Subj Human> Vehicle Vehicle 191 0.93
OrganizatiomHuman
. inform or acquaint someone of a certain fact . .| Location> Human 0.97subj
awisare |1 oledge Subj, DOBJ| Ariitact> Human | Human | 249 1.00dobj
Vehicle> Human
Organizatiom>Human
. . .| Location> Human 1.00subj
chiamare contact someone by phone Subj, DObj Artifacts Human Human 238 1.00dobj
Vehicle> Human
L s . . Artifact->Event
cominciare | initiate an undertaking DObj Document> Event Event 28 0.90
- o Artifact>Event
completare | finish an activity Comp Document> Event Event 104 0.96
. - . Artifact>Event
concludere | bring an activity to an end DObj Document> Event Event 56 0.13
Organizatiom>Human 0.92subi
contattare | establish communication with someone Subj, DObj| Location> Human Human 406 ’ )
- 0.96dobj
Vehicle> Human
. . . . Human>Document
divorare read something eagerly and quickly Dobj Event> Document Document| 19 0.10
’ (of a sound) be repeated or reverberate afte . Event> Sound
echeggiare original sound has stopped Subj Artifact > Sound Sound 16 0.75
- . - . Artifact->Event
finire bring to an end, complete an activity DObj Document> Event Event 158 0.73
Organizatior”>Human
) . . . .| Location> Human 0.96subj
informare | acquaint someone of a certain fact or knowle| Subj, DObj Artifact> Human Human 109 0.90dobj
Vehicle> Human
interromperd stop the continuous progress of an activity o DObj Artifact->Event Event a4 0.79
process Document> Event
leggere look gt anq grasp the meaning of some info DOb;j Human>Document Document 687 0.76
contained in written material Event> Document
utter or render out loud some info contained . Human>Document
leggere written material DObj Event> Document Document) 108 0.74
organizzare bring ab_out_an event or action by planning a Subj Orgar_nzauon)Human Human 31 1.00
overseeing it Location> Human
. S . . Vehicle>Human
parcheggiarg leave a vehicle in a location Subj Organization> Human Human 27 1.00
raggiungere | attain or arrive at a location DODbj Event>Location Location | 47 1.00
recar(si) go to a given location Comp Event>Location Location | 125 0.98
. . Event>Sound
rimbombare | (of a sound) be loud enough to echo Subj Artifact S Sound Sound 24 0.71
) . ) . Event>Sound
sentire perceive or pay attention to a sound DObj Artifact >Sound Sound 183 0.68
. . . Event>Sound
udire perceive a sound DObj Artifact >Sound Sound 41 0.83
venire move toward or into a place near or familiar Comp Event>Location Location | 64 1.00
the speaker
visitare go to and spend some time in a place for tur DObj Event>Location Location | 128 1.00
usiness or other purpose
All 3885 0.87

Table 2: Annotation: synoptic table
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