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Abstract

A variety of methods exist for extracting terms and relagibatween terms from a corpus, each of them having strengthseaknesses.
Rather than just using the joint results, we apply diffeeitaction methods in a way that the results of one methouhpt# to another.
This gives us the leverage to find terms and relations tharaibe would not be found. Our goal is to create a semanticeinaid
a domain. To that end, we aim to find the complete terminoldgyh® domain, consisting of terms and relations such as hypgn
and meronymy, and connected to generic wordnets and oigsloderms are ranked by domain-relevance only as a final aftepy
terminology extraction is completed. Because term rafatere a large part of the semantics of a term, we estimatelganeance from
its relation to other terms, in addition to occurrence andudeent frequencies. In the KYOTO project, we apply languagetral
terminology extraction from a parsed corpus for seven laggs.

1. Introduction from corpora automatically by learning and using patterns
which express these relations (van der Plas, 2008). Dis-

Knowledge of the key terms in a domain is useful for tributional statistics of a term’s context can help general
end-users as well as for further processing. For ‘genericizing relations by using the hierarchical structure of word
words in most popular languages, this knowledge is parnet (Miller, 1995). And finally, co-occurrence statistics a
tially available in manually constructed resources such assed to decide which terms are significant in the domain,
wordnets. Automatic terminology extraction technologyand which terms are not (Lin, 1998). All of these tech-
can help for small languages and specific domains, whergiques have proven their use in the past for specific appli-
no such resources exist or where existing resources are igations. We hypothesize that they are also complementary
complete. The extracted data are then used as is, or autand that the combination is even more powerful, and anim-
matic extraction is used as a basis for manual processing @ortant next step towards reaching our goal of terminology
annotation. extraction.

Terminology extraction may include any automatic procesdn this paper we describe our approach to performing term
which contributes to building or enriching a terminolodica €xtraction in the KYOTO (Knowledge Yielding Ontologies
resource, such as a thesaurus or an ontology. This includé@r Transition-based Organization) projeat the environ-
extracting lists of terms and relations between terms suciental domain. The process consists of a language-specific
as hyponymy or meronymy. The traditional aim of termi- phase and a language-neutral phase. In the language-
nology extraction is to find the list of terms which have a specific phase we use generic tools for parsing, such as
specific meaning within a domain, given a domain corpusFreeLing and Alpino (Bouma et al., 2000). The language-
Then, more information is gathered about those terms, sucheutral phase involves morpho-syntactic analysis, patter

as relations. based analysis, distributional statistics and co-ocouee
. _ o o statistics.

This may be useful in some applications, but it implies that

terms are ignored if they are also used in other domains, 2. TheKYOTO system

even if they contribute to the domain in question as well.

Since our goal is to build a complete terminology of the do-The goal of KYOTO is a system that allows people in com-
main, we drop the requirement of domain specificity — anymunities to define the meaning of their words and terms
domain-relevant term is a valid term. We define relevancén a shared Wiki platform so that it becomes anchored
in terms of the semantic contribution to the domain. across languages and cultures but also so that a computer
. : _ can use this knowledge to detect knowledge and facts in
If an extracted term is alreac_iy presentin a gIVEN rESOUTC&y 1 \Whereas the current Wikipedia uses free text to share
such as wordnet, we establish a so-called plug-in relat'.o'ﬁnowledge, KYOTO represents this knowledge so that a
between the extracted term to the existing term (Rovemm&omputer can understand it. For example, the notion of

anldt_Marl_r1etI::, ZOOAI') In this way v(;/e bepdeﬂ:hfrom gll;/ekn environmental footprint will become defined in the same
refationsin tne existing resource and provide the new tin eway in all these languages but also in such a way that the

terms as an extension of the existing resource. computer knows what information is necessary to calcu-
A number of technologies is currently available which con-late a footprint. With these definitions it will be possibte t
tributes to our goal. Term extraction methods are employed

to extract candidate terms using syntactic features (Bouri . kyoto-project.org

gault, 1992). Relations between words can be extracted 2www.Isi.upc.edu/ nip/freeling
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Wiki environments Websites cuson hyponymy and meronymy, but we may egtend this to
Bridging cultures/ PDF documents other relations in the future. Other term extraction system
have included conceptual or domain specific relations, such

Documents .
. ! asX causes Yr X obstructs {Sporleder and Lascarides,
[N || 1 .
< 2005). In KYOTO, we decided to regard such phenom-
Jﬁk ena as processes or events rather than as relations between
Community Terminology terms.

\ W
S - . .
\ Q / 3. Terminology extraction
Extracted facts Extracted domain terms

Accumulated knowledge Ontologles While we acknowledge that some words have more rele-
vance to a domain than others, we consider any syntactic
unit as a potential term. Rather than focusing on extract-

Figure 1: The data flow in the KYOTO system. ing the most relevant terms, we try to establish a view on
the terminology of the domain which is as complete as pos-

L . oL . sible. Since an essential part of the meaning of a term is

find information on footprints in documents, websites anddefined by its relations to other terms, discovering retetio

55 as important to our goal as ranking terms by relevance.

Once we have extensive knowledge of how the terms re-

fite to each other, we are also more capable of judging

the domain-relevance of a term. After a domain-relevance

Figure 1 shows an overview of the information flow in the score is assigned, the list of terms can be reduced as desired

KYOTO system. Users input documents of their interestby setting a threshold to filter out the least relevant terms.

Those documents are processed and the terminology is e

tracted. Users have access to a shared platform which

lows them to build community knowledge by altering and
enriching the ter_mlnolog_y of their domain. They also for- 1 Extract candidate terms.

mulate fact profiles, which are used to configure the fact

extraction module to extract specific types of facts. These 2. Use morpho-syntactic analysis to find hyponymy.

facts can be searched or used by a “fact alert” system. The

KYOTO system is work in progress. Interaction between 3. Use pattern-based analysis to find hyponymy and

modules is still provisional, and a first integrated system i meronymy.

expected early 2010.

Knowledge

tual information in their environment. The KYOTO system
is used for seven languages: Basque, Chinese, Dutch, E
glish, Italian, Japanese and Spanish.

he process of language-neutral terminology extraction is
plit up into the following phases:

4. Use distributional statistics to find other potentialt(bu
A central aspect of the system is the Kyoto Annotation For- untyped) relations.

mat (KAF), a multi-layered and language-neutral annota-
tion format. Each document in the corpus (which is a col-

lection of websites and PDF documents provided by users
in the environmental domain) is processed by a number of
modules, each of which adds annotation layers to the sameg |_anguage alignment.
KAF file. The result is an integrated view on the document

which includes annotation of multiwords, parts of speechpreceding term extraction, we perform tokenization, part-
constituents, syntactlc_ erendenu_es, dlsamblguatkd lin of-speech tagging, lemmatization, dependency parsing and
to wordnet, named entities, ontological relations, antsfac |q-sense disambiguation. This produces all the morpho-

KAF documents which include at least the layers up togynactic information required, which is stored in KAF. As
constituents can be used as input for terminology extracy reqylt, the input to the term extraction process is a set of

tion. Since KAF documents already contain structural in-x AF files which contains the following levels of annota-
formation, we can keep the terminology extraction itself,p,.

language-neutral. The language-neutral word sense dis-
ambiguation module automatically links the extracted ter-
minology to wordnet and domain terminology databases
(Agirre and Soroa, 2009). An example of such a domain
terminology database in the environmental domain is th&.emmatization. A lemma and part-of-speech is assigned

5. Previously acquired relations in combination with
document frequencies to rank terms for domain-
relevance.

okenization. Tokens are grouped by page, paragraph and
sentence.

Species 2000 datab&sa taxonomy of species. KAF is de- to a single-word or multi-word. References to tokens
scribed in greater detail in (Bosma et al., 2009, outling) an are inserted as well. Wordnet senses are assigned to
in (Agirre et al., 2009, manual). lemmas where possible.

Term extracting in KYOTO involves detecting a small num- congtituents. Phrases such as noun phrases and preposi-
ber of generic relations between terms. At present, we fo-  tional phrases are identified, with pointers to the lem-
mas which constitute them. Also, the head of the
Swww.sp2000.0rg phrase is marked.
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Dependencies. Lemmas have dependency relations topoliciesandagriculture policyare both normalized asyri-

other lemmas. The relation type (subject, object, etc.xulture policy butmigrating specieandmigrated species

is also identified. remain distinct term candidates. Still, variation in the us
of determiners results in failure to match instances of the
)?ame term. For instancejigrating speciesmost migrat-
Ing speciesanda migrating speciesemain three different
terms. To solve this issue, all leading and trailing (the lat
Because all words in the source documents are linked t¢er is not applicable to English) determiners are removed,
the wordnet of the corresponding language, also the exso that the previously mentioned terms all normalizente
tracted candidate terms are linked to wordnet (either digrating speciesThe resulting normalized form is stored as
rectly or through hypernym relations). Since the word-the lemma with the corresponding candidate term.
nets are mapped to the English wordnet, the majority of
extracted candidate terms also have a hypernym which i§2 M orpho-syntactic analysis
linked to its equivalent in other languages. For instance,
the terminvasive species linked tospeciegbased on its Domain terms are often multi-words or compounds. They
morpho-syntactic structure). The tespecieds in word-  are typically not in generic resources such as wordnets, but
net and linked to foreign equivalents of the term (sgort  they do have a rich syntactic structure which may be used as
in Dutch). a substitute for some information which would be in a do-
main wordnet. Specifically, we use this structure to derive
hyponymy relations.

The language-neutral nature of KAF allows us to keep an
processing from this point on language-neutral.

3.1. Extraction of candidate terms
For each candidate term which is a multi-word and for each

Two essential characteristics of a term are its semanti@fun compound, we find its largest substring unit which satisfies

tion to represent a concept, and a set of syntactic contrainthe following conditions.

that make up its form. The general strategy of candidate

term extraction is to extract any possible sequence of words e the unit is a consecutive sequence of words or com-

that meets the syntactic constraints of the target category  pound elements;

The same procedures can be followed for the target cat- . ) )

egories of noun phrases, prepositional phrases, adjectiva ® the unit contains the head of the multi-word or com-

phrases, etc. This results in a large list of candidate terms ~ PoUnd;

not all of which are domain-relevant. In this stage how- 4 the unitis a candidate term.

ever, our main concern is recall, as the aim is to achieve a

semantic view on the domain which is as complete as post there is a candidate term which satisfies these condi-

sible. Domain-relevance can be better assessed once MqQ[gns it is considered to be more general than the longer
information about a term is available. term (of which it is a substring). As a consequence, the

Both the lemmas and constituents are sources of candidat@O candidate terms are potentially connected by a hy-
terms. In case of lemmas, the part-of-speech is used t8onym/hypernym rrelation.

check if the lemma matches the target category. If theysy ysing this method, we can relate many domain terms to
match, the lemma is added to a repository of candidatgeneric (wordnet) terms. For instance, if the noun phrase
terms of the corresponding target category and languagenost tropical terrestrial speciesccurs in the corpus, the
along with its surface form, and a pointer to the specific in-candidate terntropical terrestrial speciess extracted by
stance in the source document. This information is directlystripping off the determiner. Sinapeciess the head of the
taken from the KAF input file. If the lemma is already rep- candidate term, the largest possible substringtiestrial
resented in the candidate term repository, just the surfacgpecies If there is no such candidate term, the next term
form and the pointer to the instance is added to the existingy consider isspecies and specieswould be a hypernym
candidate term. of the more specifitropical terrestrial species If terres-

In case of constituents, the procedure is identical to that'i2! Speciesis actually a candidate term, it is taken to be

of lemmas, except that the phrase category is used instedg€ hypemym. Since this process is applied to each candi-

of the part-of-speech, and additional normalization is ap_date term,terrestr!al speciewill eventually be related to
s hypernynmspecies

plied. Normalization is necessary to detect that two words!
belong to the same term. For lemmas this is assumed if theyhe algorithm also works for compound languages. For in-
are equivalent. This is sufficient to detect that words likestance, the Dutch wordndbouwbeleidEnglish: agricul-
vertebrateand vertebratesare both instances of the term tyral policy) is a compound whose headadsleid(English:
vertebrate For constituents, a straight-forward way of nor- policy). Following the beforementioned procedubejeid
malizing phrases would be to use the lemmas of each of itgs recognized as a hypernymlahdbouwbeleid

elements instead of their surface form. As a resuigrat-

ing speciesvould be normalized asigrate specieand s0 33 pattern-based analysis

would be the phrasmigrated speciesalthough there is a

significant difference in their semantics. A more accurateOur morpho-syntactic analysis is an adequate method for
solution is to lemmatize just the head, so thgticulture  finding potential hyponymy relations when they are ex-
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pressed in morpho-syntactic features. Since this concerrestimated by looking for occurrences of the term in contex-
just a subset of all hyponymy relations and most other relatual patterns which indicate rigidity or non-rigidity (His
tions, alternative methods are needed to find additional reand Herold, 2009).

lations. In order to increase the recall of relations, welyapp For finding hvoonvmy and meronvmy. we use word se-
a pattern-based analysis of the source documents. Exam- 9 hyponymy ymy,

: . quence patterns which are automatically learned from ex-
ple patterns are mined automatically from the source textélm les in a corpus. using wordnet. Wordnets are avail-
given pairs of terms which are known to be related, usingablg in a fair nurr?ber’of Iang uages aﬁd they already contain
wordnet as a resource for such relations. guag ey y

meronymy and hyponymy relations, which makes them a
There appears to be a consistent way of in which meronymguitable resource for learning relation patterns. Foreoil
and hyponymy are expressed in text. For example, considéng examples, we use a corpus which is preprocessed as

the following text snippets (all of them originate from the described previously: all words are already linked to word-

Wikipedia page about frod net senses if possible. For each sentence in the corpus, we
find all pairs of words which are linked to wordnet. Then,
1. The skin secretions of sonteads such as the Col-  for each of those pairs, we find out how they are related in
orado River toacandcane toadcontain ... wordnet. If they do not have a hyponymy or meronymy re-

lation, we skip the pair and start processing the next one.
If they do, we extract the text which separates the words
and store it as an example of the corresponding relation,
3. ... withsmooth and/or moiskins, ... along with the order of the arguments (e X-pattern-Yor
Y-pattern-X. If a word is part of an enumeration, we do not
include any part of the enumeration in the extracted text.
The result is, for each relation type, a repository of exam-
ples of the relation which function as patterns for detegtin
5. Afew of the larger species may gaeysuch assmall  relations between domain terms.

mammalsfishandsmaller frogs

2. Neobatrachiais further divided into the Hyloidea
andRanoidea

4. The physiology ofrogsis generally like that obther
amphibiangand differs fromother terrestrial verte-
bratesg ...

Note that, so far, we acquired only positive evidence of a
relation. We could scan the same corpus again and count
%he number of occurrences of each pattern in absence of
a relation. Doing so, we can estimate the probability that
he pattern expresses the relation, based on the number of

The first two snippets express hyponymy in a relatively
straight-forward way. In both cases, one of the argument
of the relation is a single term and the other is a list of
terms. The relation itself is expressed in a phrase whicﬁ

occurrences where the pattern does or does not express are-

separates them. Also the bare fact that two terms are meneition However, wordnets contain incidental errors which
tioned in the same list tells us that they have some kin ' '

of relation: they are typically co-hyponyms, or they have "y have significant consequences, especially in specific

some other common feature which justifies there clusterg.omams' Also, we think that role relations are expressed

. The i snppet showsalstof temaroetymorsy ) 0 POTVY (suor, e orinec bricel
which have in common that they indicate frog skin types, . ‘ ’ . 9

I . negative examples because our guess is that pattern occur-
although the characteristics of the relation does not becomrences will erroneously count as negatives too frequeatly t
apparent from just the list by itself. be useful y 9 q y
In snippet 4, two hyponymy relations are expressed, but

this requires more complex pattern than those in the previ'—\'eXt' the domain corpus is processed in order to find oc-

ous shippets. Properly recognizing these relations reguir currences of the examples in the repository. Once a pattern

resolving the reference frootherto frogs is found to separate two candidate terms between which no

relation was previously known, we have evidence of a re-
A Pattern similar to those in snippet 1 and 2 also appears itation. However, the presence of the pattern may just be
snippet 5. Following an analogous reasonipggywould  coincidental.

(incorrectly) be seen as a hypernymfigh In this case,
the first argument of the relatiomprey) is the name of a
role in an event, and the second argument is a list of item

which can play this role. Although this is nottechnically an o6 have been a number of attempts to find different types
instance of hyponymy, such relations are a significant parg¢ ye|ations by using distributional statistics (HindI@gD:
of the terminology of a domain. Lin, 1998; van der Plas, 2008). The key assumption is that
The rigidity status of terms helps to distinguish betweenterms which share a common habitat are related in some
hyponymy and role relations (Guarino and Welty, 2002).way. The context used to measure this can be the term’s
For instance, a rigid term cannot be a hyponym of a nonlinear context (e.g., the words immediately following the
rigid term. If such a hyponymy relation is indicated by a term) or its syntactic context (e.g., the dependency rela-
pattern nonetheless, it must be a role relation rather thation and/or the parent in the dependency hierarchy). For
a hyponymy relation. In KYOTO, the rigidity of terms is instance, ifsmall mammalsindfishare frequently the ob-
ject of eat, this may be an indication that they are related.

§.4. Distributional statistics

*http://en.wikipedia.org/wiki/Frog Discovered relations frequently represent co-hyponymy,
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but in general, the result is a mixture of different relationterm, we use its document frequency and its number of hy-
types. Nevertheless, such technigues have been used to gaonyms. In the future, we may extend this algorithm to use
tomatically build thesauruses and have proven to be a valladditional features and other relations, such as meronymy.
able source of conceptual relations. These measures are 8he domain-relevanck(t) of a termt is calculated as fol-
pecially suitable for applications which need a high recall lows:

and are in that way complementary to previously described

(precision-oriented) methods of relation extraction. cAls

this method is relatively cheap in computational terms. R(t) = [|doc(t)||- (1 + ||hypo(®)|])

The distributional measures are based on the degree to

which terms are ‘attracted’ to each other. This is expresse@here ||doc(t)|| is the document frequency of and

by the mutual information (M) value which is associated ||hypo(t)|| is the number of hyponyms of

with a pair of terms (Hindle, 1990). A pair of terms get an . . .. .

Ml value of 0 if they co-occur as frequently as expected byTh:je rat;lqnﬁls behind th;s isthata h'g dh numberr?_f T}ygonyms
chance. The Ml value is positive if the terms co-occur more2"d @ high document frequency indicates a high domain-

frequently, or negative if they co-occur less frequentlye T relevance._ If the document frequency is O, the domain-
MI value of a pair of termsv, w' is calculated as follows: relevan_ce Is 0. We use-+ \|ﬁypo(t)\| S0 that the term has
a domain-relevance, even if there are no hyponyms.

The range of possible values &f(t) is [0..00). Because

I( A P(w,w") such an unrestricted range is hard to interpret, we normaliz
ww) = “IPlw) - P(w) this to[0..1]. To this end, we define the normalized domain-
_ log'l(w’w/)” s T)H relevance functiotR,,o,m (t):
1 (w, )] - ]G, w)]
where||(a, b)|| is the number of occurrences in the corpus Ryorm(t) =
of the pair(a,b), andx is a wildcard which matches any 1—(1+1log(1+ R(t))))‘l

term. The MI value does not prescribe where or how the

pairs are found. For instance, Hindle counted pairs of termg normalized domain-relevance value is assigned to each
where they participate in a verb-object or a verb-subject reierm candidates. This value can be used to rank term candi-

lation. He calculated an Ml value for each type of relation. yates. and a threshold value can be used to reduce the term
In KYOTO, we use linear proximity relations in addition to |ist to the most relevant terms.

verb-object and verb-subject.

The MI value provides information on which terms co- 3.6. Languagealignment

occur. Since similar words are used in a similar context, we ) .
can use these data to find similar words. For this, we usd € term extraction module can be applied to any language

Hindle’s similarity measure with normalization to compen- Whose text can be represented in the KAF format and in-

sate for differences caused by word frequencies: cludes the minimal layers: tokens, terms and chunks. The
uniform representation of text in KAF is a required con-
dition for a uniform and compatible extraction of terms
across different languages. This makes it possible to ap-

sim(wi, wz, w) = ply the same set of functions for term extraction to differ-
maz(0, maz(|I(wy,w)|, |I(ws, w)|) ent languages, making the resulting term hierarchies com-
— I (w1, w) — I(w2, w)]) patible and potentially interoperable, assuming that they

are built from comparable corpora in the same domain.
2.3 simy(wy, wa, w) Furthermore, the Iinking of terms to wordnets in different
wew 27 7L 72 languages that are all linked to the English WordNet pro-
Dwew (w1, w)| + 32, cw [ (w2, w)] vides another condition for the interoperability of terms e
tracted for different languages. Acquired terms are either
wheresim(wy,ws) is the similarity of the termsy; and  directly linked to wordnet synsets through the word-sense-
we, andW is the set of all terms in the corpus. disambiguation, or indirectly through internal hyponymy
relations to terms that are linked directly. Mappings from
these synsets to the English WordNet can then be used to
further align the term hierarchies across languages. Such
After completing relation extraction, we assign a domain-an alignment of term hierarchies can take place by first es-
relevance score to each term. Note that domain-relevandablishing equivalence relations across terms of higketlev
does not imply domain-specific — a term might be relevantiypernyms (e.g. between species in English and soort in
to the domain and also to other domains. A term which isDutch) and secondly, by trying to find equivalence relations
well connected in the terminology graph extracted from thefor all hyponyms below these terms. Such equivalences can
source documents is potentially highly relevant to the do-be derived from equivalences of the compositional strectur
main. In particular, to calculate the domain-relevance of af terms, e.g. if endangered is equivalent in some meaning

sim(wy, we) =

3.5. Domain-relevance assessment
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