Word Sense Annotation of Polysemous Words by Multiple Annotators
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Abstract
We describe results of a word sense annotation task using WordNet, involving half a dozen well-trained annotators on ten polysemous
words for three parts of speech. One hundred sentences for each word were annotated. Annotators had the same level of training and
experience, but interannotator agreement (IA) varied across words. There was some effect of part of speech, with higher agreement on
nouns and adjectives, but within the words for each part of speech there was wide variation. This variation in IA does not correlate with
number of senses in the inventory, or the number of senses actually selected by annotators. In fact, IA was sometimes quite high for
words with many senses. We claim that the IA variation is due to the word meanings, contexts of use, and individual differences among
annotators. We find some correlation of IA with sense confusability as measured by a sense confusion threshhold (CT). Data mining
for association rules on a flattened data representation indicating each annotator’s sense choices identifies outliers for some words, and

systematic differences among pairs of annotators on others.

1. Introduction

In comparison to morphosyntactic properties of language,
word and phrasal meaning is fluid, and to some degree,
generative (Pustejovsky, 1991; Nunberg, 1979). As a re-
sult, variation in word sense annotation across annotators
should be expected as a consequence of usage variation.
We report on a second phase of a word-sense annotation
task for polysemous words. It was carried out by multiple
annotators on a heterogeneous corpus. This phase is sim-
ilar to an earlier pilot study (Passonneau et al., 2009) but
with more data and partly different annotators. We observe
that different words lead to higher or lower interannotator
agreement (IA). Given that the same annotators were being
compared, and given that they had nearly the same train-
ing and experience, we hypothesize the differences in IA
to result from semantic properties of the words themselves,
and the contexts they occur in. We believe these aspects
of usage should be explicitly modelled in order for Natural
Language Processing (NLP) applications to handle mean-
ing more robustly.

2. Related Work

There has been a decade-long community-wide effort to
evaluate word sense disambiguation (WSD) systems across
languages in the four Senseval efforts (1998, 2001, 2004,
and 2007, cf. (Kilgarriff, 1998; Pedersen, 2002a; Ped-
ersen, 2002b; Palmer et al., 2005)), with a corollary ef-
fort to investigate the issues pertaining to preparation of
manually annotated gold standard corpora tagged for word
senses (Palmer et al., 2005). Differences in IA and system
performance across part-of-speech have been examined, as
in (Ng et al., 1999; Palmer et al., 2005). Pedersen (Peder-
sen, 2002a) examines variation across individual words in

evaluating WSD systems, but does not attempt to explain it.
Factors that have been proposed as affecting human or sys-
tem WSD include whether annotators are allowed to assign
multilabels (V/eronis, 1998; Ide et al., 2002; Passonneau
et al., 2006), the number or granularity of senses (Ng et al.,
1999), merging of related senses (Snow et al., 2007), sense
similarity (Chugur et al., 2002), sense perplexity (Diab,
2004), entropy (Diab, 2004; Palmer et al., 2005), and in
psycholinguistic experiments, reactions times required to
distinguish senses (Klein and Murphy, 2002; Ide and Wilks,
2006). We continue our previous investigation (Passonneau
et al., 2009) into the hypothesis that the inherent semantics
of words, and the specificity of contexts words occur in,
affect the level of agreement among annotators.

3. The Annotation Task

The Manually Annotated Sub-Corpus (MASC) project is
creating a small, representative corpus of American En-
glish written and spoken texts drawn from the Open Ameri-
can National Corpus (OANC)."! The MASC corpus includes
hand-validated or manual annotations for a variety of lin-
guistic phenomena. One of the goals of the project is to
support efforts to harmonize WordNet (Miller et al., 1993)
and FrameNet (Ruppenhofer et al., 2006), in order to bring
the sense distinctions each makes into better alignment. As
a starting sample, we chose ten fairly frequent, moderately
polysemous words for sense tagging, targeting in particular
words that do not yet exist in FrameNet, as well as words
with different numbers of senses in the two resources. The
ten words are shown in Table 1.

One thousand occurrences of each word, including all oc-
currences appearing in the MASC subset and others semi-

"http://www.anc.org
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randomly chosen from the remainder of the 15 million word
OANC,? were annotated by at least one of six undergrad-
uate annotators at Vassar College and Columbia Univer-
sity. Fifty occurrences per word were annotated by all six
in phase one of a multi-annotator task (Passonneau et al.,
2009). For the current phase, one hundred additional oc-
currences of each word were annotated by five or six anno-
tators from the same pool; four of the annotators did both
phases. For this phase of annotation, annotators were con-
strained to select a single WordNet sense. In ongoing anno-
tation phases, annotators can assign multiple senses if they
cannot decide on a single best one.

4. Interannotator Agreement

We report IA using one of the family of agreement coef-
ficients that factor out chance agreement: Krippendorftf’s
Alpha (Krippendorff, 1980). Our use of this metric has
been discussed in previous work (Passonneau, 2004; Pas-
sonneau, 2008); for a review of the use of agreement coef-
ficients, see (Artstein and Poesio, 2008). Values range from
0 for agreement levels that would be predicted by chance,
given the rate at which annotation values occur, to 1 for
perfect agreement or -1 for perfect disagreement.

To insure values of Alpha are comparable where we have
five versus six annotators, we compared alpha for six anno-
tators with the average alpha for all pairs of five annotators,
and found no significant difference (Student’s t=0.0024,
p=0.9982). We conclude that agreement varies little for
five versus six annotators on the same word. This suggests
we met our goal for all the annotators to have had equal
training, and to be equally proficient. This contrasts with
prior work on a different, multi-site concept annotation task
where individual annotators had quite distinct ranks (Pas-
sonneau et al., 2006).

Table 1 shows the ten words, grouped by part of speech,
with the number of WordNet senses, the number of senses
selected by annotators in this phase (used), the number of
annotators, and Alpha. We see the same phenomenon here
reported on in our earlier pilot (Passonneau et al., 2009).
Agreement varies from a high of 0.68 to a low of 0.37. To
some degree, the part-of-speech of the word correlates with
a different range of agreement. Adjectives and nouns have
nearly the same range (0.68 to 0.49), while agreement on
verbs is much lower.

The number of senses per word does not correlate with IA
(p=-0.38). The number of senses used has a very modest
inverse correlation with IA (p=-0.56). We conclude that
the factors that can explain the variation in IA pertain to
the meanings of the words themselves, their contexts of
use, and individual differences among annotators that re-
flect sociolinguistic and ideolectal differences, rather than
deficiencies in annotation performance.

5. Intersense Similarity

We applied an inter-sense similarity measure (ISM) pro-
posed in (Ide, 2006) to the sense inventories of each of the

The occurrences were drawn equally from each of the genre-
specific portions of the OANC.

Word-pos | Senses | Used | Ann | Alpha
long-j 9 4 6 0.67
fair-j 10 6 5 0.54
quiet-j 6 5 6 0.49
time-n 10 8 5 0.68
work-n 7 7 5 0.62
land-n 11 9 6 0.49
show-v 12 10 5 0.46
tell-v 8 8 6 0.46
know-v 11 10 5 0.37
say-v 11 10 6 0.37

Table 1: Interannotator agreement on ten polysemous
words: three adjectives, three nouns and four verbs

ten words to test the hypothesis that words with very similar
senses have lower IA scores.

ISM is computed for each pair of a word’s senses, using a
variant of the Lesk measure (Banerjee and Pedersen, 2002).
ISMs range from O to 1.44.3 The confusion threshhold CT
for each word w is:

CTw = /.LISMw + O'ISM?U

where I.SM,, is the intersense similarity for a distinct pair
of w’s senses.*

Word Pairs Max Mean Std. Dev % > CT
long-j 36 0.71 0.28 0.18 0.17
fair-j 45 1.25 0.28 0.34 0.18
quiet-j 15 0.32 0.12 0.10 0.20
time-n 45 1.88 0.42 0.43 0.11
work-n 21 0.63 0.22 0.16 0.14
land-n 54 1.44 0.17 0.29 0.07
tell-v 28 1.22 0.15 0.25 0.07
show-v 66 1.38 0.18 0.27 0.12
know-v 55 0.93 0.23 0.25 0.18
say-v 55 1.05 0.12 0.16 0.09

Table 2: ISM statistics

Table 2 shows the number of sense pairs, the max, mean and
standard deviation for each word’s ISMs, and the percent-
age of senses that are greater than the word’s CT. We find a
good correlation of TA with %>CT for nouns (p=0.73), but
not for verbs or adjectives. When we restrict the calculation
of CT to the senses actually selected by annotators, rather
than all senses, the correlation of IA with % >CT is 0.96 for
nouns. Although this is a very high correlation, three data
points for nouns is too small a sample for a definitive con-
clusion. Overall, there is a modest correlation of 0.59 of IA
with the confusion threshhold for senses used, indicating
that a larger study might be worthwhile.

*Note that because the scores are based on overlaps among
WordNet relations, glosses, examples, etc., there is no pre-defined
ceiling. For the words in this study, we compute a ceiling as the
maximum of ISM for sense with itself, here 4.85.

“In our earlier paper, we used CT equal to the mean plus two
standard deviations.
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6. Association Rules

Our dataset provides a rich resource to look for explanatory
factors in individual differences in word sense disambigua-
tion, or in contexts of use, or both. Here we present the use
of association rules for mining our data. In particular, we
discuss association rules among annotators’ sense choices.
Association rules express relations among instances based
on their attributes, such as the annotators who choose one
sense versus those who choose another. Mining associa-
tion rules to find strong relations has been studied in many
domains (see for instance (Agrawal et al., 1993; Zaki et
al., 1997; Salleb-Aouissi et al., 2007)). An association
rule is an expression C; = Ca, where C; and Cy express
conditions on features describing the instances in a dataset.
The strength of the rules is usually evaluated by means of
measures such as Support (Supp) and Confidence (Conf).
Where C, C; and C; express conditions on attributes’:

o Supp(C) is the fraction of instances satisfying C

e Supp(C; = C2) = Supp(Cy)

e Conf(C; = Cs) = Supp(C1 A C2)/Supp(C1)

Given two thresholds MinSupp (for minimum support) and
MinConf (for minimum confidence), a rule is strong when
its support is greater than MinSupp and its confidence
greater than MinConf.

The types of association rules to mine can include any at-
tributes. For example, the attributes can consist of the word
sense assigned, the annotators, and features representing
the instances (words). In order to find rules that relate an-
notators to each other, the dataset must be pre-processed to
produce two-dimensional tables. A flattened table in which
each line corresponds to an annotator picking a given sense
(Annotator_Sense) allows us to identify, for a given pair
of annotators, the senses they choose in common, or sys-
tematic differences in sense choices.

Tables 3-5 illustrate selected association rules among an-
notator.sense pairs (Ann;.S; = Ann,,.S,,) for adjectives,
nouns and verbs. In each table, the words are ordered top
to bottom by highest to lowest interannotator agreement.
For each word, instructive examples of agreement and dis-
agreement rules are shown. Where there are multiple sets
of rules, agreements on the most frequently agreed upon
(or disagreed upon) sense are ordered first. Within a set
of association rules illustrating agreement or disagreement,
rules are ordered partly by support, partly by annotator pair.

6.1. Adjectives

Of the three adjectives, long had the largest number of asso-
ciation rules with good support. There were 22 agreement
association rules (meaning the same sense in the left and
right hand sides) with support greater than 50%, all for the
most frequent sense, sense 1. This compares with 4 for
quiet, and 13 for fair, again for sense 1, the most frequent
sense.’ Long has 13 agreement rules with support between
50% and 33% (all but one for sense 2), compared with 22
for quiet (senses 1-3) and 7 for fair.

SHere we give the definition of support used by C. Borgelt,
which differs from (Agrawal et al., 1993)

SWordNet sense order is intended to correspond to fre-
quency,and generally does. Exceptions are noted in the text.

Ann;.S; = Amn,.S, Supp(%) Conf (%))
long
Sense 1 Agreements
103.S1 102.S1 61.0 95.1
102.S1 103.S1 60.0 96.7
103.S1 101.S1 61.0 934
101.S1 103.S1 59.0 96.6
102.51 101.S1 60.0 95.0
101.S1 102.81 38.0 86.8
Sense 2 Agreements
103.S2 101.S2 37.0 91.9
108.52 101.S2 36.0 94.4
107.S2 101.S2 34.0 97.1
107.S2 102.S2 34.0 94.1
Collocation Disagreements
102.CL 108.S1 60.0 55.0
108.S2 102.CL 37.0 89.2
103.CL 108.S1 51.0 52.5
108.52 103.CL 37.0 86.5
quiet
Sense 1 Agreements
107.51 105.S1 58.0 65.5
105.S1 107.S1 47.0 80.9
107.S1 108.S1 58.0 24.1
108.S1 107.51 38.0 92.1
Sense 3 Agreements
103.S3 108.S3 36.0 77.8
108.S3 103.S3 28.0 100.0
103.S3 101.S3 36.0 722
101.S3 103.S3 28.0 92.9
Disagreements
107.S3 103.S1 58.0 34.5
103.S1 107.S3 36.0 55.6
107.S2 102.S1 58.0 31.0
102.S1 107.S2 40.0 45.0
fair
Sense 1 Agreements
107.S1 101.S1 56.0 82.1
101.S1 107.51 55.0 83.6
107.S1 105.S1 56.0 91.1
105.S1 107.S1 53.0 96.2
Disagreements
107.S2 102.S1 56.0 28.6
102.S1 107.S2 31.0 51.6
105.S2 102.S1 53.0 24.5
102.S1 105.S2 31.0 41.9

Table 3: Association rules for senses: Adj

The results of the association rule analysis are consistent
with interannotator agreement scores: there are more agree-
ment rules for long, meaning with the same senses on the
left and right hand sides, that have high support and con-
fidence. Between quiet and fair, fair has nearly twice as
many high support rules (13 vs. 4), but quiet, which has
higher IA, has 22 rules with confidence between 50% and
33%—encompassing three senses—compared with 13 for fair
for only one sense.

The main utility of the association rules is that they provide
a more fine-grained analysis of the patterns of agreement
and disagreement. Thus association rules show us not only
why long has the highest IA, they identify an outlier. Ta-
ble 3 shows six agreement rules on sense 1 for long, all
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with support greater than 57%, and confidence greater than
93%. The corresponding examples for sense 2 show sup-
port of 34-37%, and confidence greater than 91%. This in-
dicates that overall, annotators agreed (confidence > 90%)
that about 60% of the uses of long were sense 1, and over
one third were sense 2. There were five disagreement rules
(different senses on the left and right hand sides) with sup-
port greater than 50%, all pertaining to annotator 108’s fre-
quent use of a label indicating the word was used in a col-
location with its own distinct sense. If annotator 108 is
dropped, the alpha score among the remaining five annoto-
taors is «=0.80. The types of collocations 108 finds include
in the long term, to last long, to take long. While these are
arguably collocations in a statistical sense, the meanings
of these expressions are compositionally predicted from
the meanings of the component words, so the word senses
should still apply. This annotator joined the project much
later than the others, and presumably had different type or
degree of training on collocations.

The association rules in Table 3 showing disagreement for
both quiet and fair show that there are pairs of annotators
who consistently chose the opposite pair of senses. For ex-
ample, where 107 used sense 1 of quiet, 103 used sense 3,
and vice versa. Annotators 107 and 102 disagreed on when
to use sense 1 versus sense 2 of quiet, and also on when to
use sense 1 versus sense 2 of fair.

6.2. Nouns

In contrast to the adjectives, there are no agreement rules
for the nouns with support greater than 50%. More senses
are used on average, and the difference between the max-
imum and minimum support across senses is not as high.
There are 9 agreement rules with support in the range 33-
50% for time, 20 for work, and none for land, which has the
lowest IA. For support below 33%, there are 47 agreement
rules for time, 38 for work and 81 for land. There are 12
and 10 disagreement rules for time and work, respectively,
with support always below 50%. The association rules do
not differentiate time and work, which is consistent with the
relatively similar IA values (0.68, 0.62). Land, which has a
much lower IA of 0.49, has agreement rules only in the low
support range, and twice as many disagreement rules (25)
as work, thus accounting for the low IA.

The most frequent sense for time is sense 3, rather than
sense 1. All 9 of the higher support agreement rules for time
are for sense 3, as shown in Table 4. Ten of the moderate
support agreement rules for time are for sense 1. With sup-
port over 30% and fairly high confidence (77.8%, 82.4%)
annotators 105 and 101 use sense 3 in the same contexts;
annotators 105 and 107 exhibit a similar pattern. Annota-
tor pairs 101 and 102, 102 and 105 and 101 and 105 (not
shown) all use sense 1 in the same contexts with roughly
20% support and 75 to 90% confidence. Annotators dis-
agree on when to uses senses 1, 2 and 3: with moderate
confidence and support, 108 uses sense 2 where 101 uses
sense 3, and 102 uses sense 1 where 105 uses sense 3.

For work sense 2 is more frequent than sense 1. Annota-
tors 102 and 107 use sense 2 about as often as each other,
as shown by the similar support levels (42% and 40% re-
spectively), and with fairly high confidence (76% vs. 80%)

if one uses sense 2, so does the other. Annotator 101 dis-
agrees with 102 and 107 on sense 2: with about the same
support and confidence, if 102 or 107 uses sense 2, 101
uses S1. This illustrates that there can be systematic dis-
agreements among annotators. On land, annotator 101 also
differs from other annotators. The first three disagreement
rules show that where annotator 101 uses sense 1 for lzlnd,
annotator 108 uses sense 2 or sense 7, while annotator 102
uses sense 4.

Ann;.S; = Anmn,.Sn.  Supp (%) Conf (%))
time
Sense 3 Agreements
101.S3 105.S3 36.0 71.8
105.53 101.83 34.0 824
107.S3. 105.S3 31.0 87.1
105.S3 107.S3 34.0 79.4
Sense 1 Agreements
102.S1 101.S1 21.0 76.2
101.S1 102.S1 18.0 88.9
102.S1 105.S1 21.0 71.4
105.S1 102.S1 17.0 88.2
Disagreements
101.S2 108.S3 36.0 25.0
108.S3 101.S2 21.0 429
105.S1 102.S3 34.0 17.6
102.S3 105.S1 29.0 17.2
work
Sense 2 Agreements
102.S2 107.S2 42.0 76.2
107.S52 102.S2 40.0 80.0
108.S2 107.S2 34.0 91.2
107.S2 108.S2 40.0 71.5
Sense 1 Agreements
102.51 105.51 33.0 63.6
105.S1 102.S1 27.0 77.8
107.S1 108.S1 24.0 75.0
108.S1 107.S1 21.0 85.7
Disagreements
102.S1 101.S2 42.0 19.0
107.S1 101.S2 40.0 20.0
101.S7 108.51 39.0 17.9
101.S7 105.S2 39.0 154
land
Sense 1 Agreements
101.S1 103.S1 30.6 80.0
103.S1 101.S1 27.6 88.9
101.S1 107.51 30.6 73.3
107.S1 101.S1 25.5 88.0
Sense 4 Agreements
102.S4 103.S4 29.6 58.6
103.S4 102.54 20.4 85.0
101.S4 107.S4 18.4 94.4
107.S4 101.S4 19.4 89.5
Disagreements
.S2 101.S1 30.6 333
108.S7 101.S1 30.6 20.0
16102.54 101.S1 30.6 108.7
.S6 101.85 26.5 26.9
103.S6 101.S5 26.5 23.1
19102.54 101.S5 26.5 107.2

Table 4: Association rules for senses: Noun
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6.3. Verbs

For verbs, the observed sense frequency does not reflect the
ordering predicted by WordNet. For example, agreement
rules for sense 5 of show have the greatest support, and for
say and tell, sense 2 agreement rules have the greatest sup-
port (Table 5). Despite the relatively poor IA on verbs, there
are two verbs that have association rules on sense agree-
ments with support above 50%, although in both cases the
confidence is relatively lower: fell with 5, and say with 8.
In both cases, the senses that have high support agreement
rules also have high support disagreement rules. We see for
example, that 56.6% of the time, 103 uses sense 2 of say,
and if 103 does, 108 does so 62.5% of the time. However,
in 32.1% of these cases, 108 uses sense 1. Overall, verbs
have a higher proportion of disagreement association rules
than do adjectives or nouns.

7. Conclusion

IA results for our second phase of annotation of ten pol-
ysemous words show improvement in IA on some words,
and continue to exhibit a clear variation across words, in-
dependent of part of speech. Given that the same five or six
annotators did each word, with the same level of training
and experience, and little difference among annotators in
overall performance, we claim that it is the word meanings,
contexts of use, and individual differences among annota-
tors that account for the IA variations. We find some corre-
lation of IA with sense confusability as measured by a sense
confusion threshhold (CT), particularly if we consider only
the senses used, rather than all the senses in a word’s in-
ventory. However, CT is dependent on the WordNet path
structures, and may differ for different parts of speech, and
for different lexical domains or even words, depending on
the current state of WordNet development.

Of necessity, the number of association rules found at dif-
ferent levels of support and confidence are consistent with
the IA measures, but the same levels of IA can be associ-
ated with quite distinct patterns of association rules. Fur-
ther, the association rules provide a fine-grained analysis of
annotator behavior, showing patterns of agreement and dis-
agreement among subsets of annotators. For example, our
three adjectives and three nouns had similar ranges of IA,
but quite distinct patterns of association rules. Adjectives
were characterized by fewer senses used, and higher sup-
port for association rules in comparison to nouns. In future
work, we aim to provide metrics that quantify character-
istic patterns of agreement and disagreement in similarly
fine-grained fashion.
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Ann;.S; = Amn,.S, Supp(%) Conf (%))
show
Sense 5 Agreements
105.S5 101.S5 23.0 100.0
102.S5 101.S5 20.0 95.0
103.S5 102.S5 6.0 100.0
108.S5 102.S5 11.0 90.9
Sense 1 and 2 Agreements
107.S2 101.S2 13.0 92.3
108.S2 101.S2 12.0 91.7
Disagreements
101.S3 108.S2 33.0 394
108.52 101.S3 17.0 76.5
101.54 108.S5 30.0 46.7
108.S5 101.S4 25.0 56.0
tell
Sense 2 Agreements
103.S2 101.S2 57.0 579
101.52 103.52 38.0 86.8
103.S2 102.S2 57.0 52.6
102.S2 103.S2 40.0 75.0
Sense 1 Agreements
103.S1 107.51 57.0 54.4
108.S1 107.S1 39.0 74.4
101.S1 107.S1 38.0 71.1
Disagreements
103.S1 107.52 57.0 54.4
107.S2 103.S1 45.0 68.9
103.S1 108.52 57.0 421
108.S2 103.51 39.0 61.5
know
Sense 1 Agreements
107.51 101.51 47.5 72.3
107.S1 105.S1 47.5 68.1
107.S1 108.S1 47.5 574
101.51 107.51 43.4 79.1
Sense 4 Agreements
108.S4 105.S4 232 87.0
108.54 107.54 232 78.3
107.54 105.54 26.3 73.1
Disagreements
107.S3 102.S1 47.5 38.3
102.S1 107.S3 26.3 69.2
108.53 102.51 31.3 54.8
102.S1 108.S3 26.3 65.4
say
Sense 2 Agreements
103.S2 108.S2 56.6 62.5
108.52 103.S2 394 89.7
103.S2 101.52 56.6 60.7
101.S2 103.S2 384 89.5
Sense 1 Agreements
101.S1 108.S1 56.6 57.1
108.51 101.S1 394 82.1
101.S1 103.S1 56.6 53.6
103.51 101.S1 34.3 88.2
Disagreements
103.S1 101.52 56.6 39.3
103.S1 108.S2 56.6 32.1
103.S1 107.82 56.6 304
103.S1 102.52 56.6 28.6

Table 5: Association rules for senses: Verb



