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2. GATE: 
Providing NLP Tools for the Semantic Web
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Topics covered

• Introduction to GATE

• Semantic Annotation Example: Business Intelligence

• Manual ontology creation: CLONE

• Representing linguistic representation in ontologies: 
Localisation



NLP4SW @ LREC 2010 3

GATE: a vision for text mining

• It is difficult to access unstructured information efficiently

• IE automates extraction of facts  from text at reasonable 
accuracy and cost, increasing the value and utility of 
unstructured content

• Interlinking of text and data enables more efficient search, 
navigation and querying

• GATE is an architecture for language engineering, containing 
numerous plugins and resources for all kinds of NLP tasks

• One of the main things GATE is used for is information 
extraction
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  GATE is...
 open source software capable of solving almost any text processing 

problem

 a mature and extensive community of developers, users, educators, 
students and scientists

 a defined and repeatable process for creating robust and maintainable 
text processing workflows

 in active use for all sorts of language processing tasks and applications, 
including  voice of the customer (opinion mining); cancer research; drug 
research; decision support; recruitment; web mining; information 
extraction; semantic annotation

 the result of a €multi-million R&D programme running since 1995, funded 
by commercial users, the EC, BBSRC, EPSRC, AHRC, JISC, etc.

 used by thousands of corporations, SMEs, research labs and 
Universities worldwide



NLP4SW @ LREC 2010 5

In short…

GATE includes:

• components and plugins for language processing, e.g. parsers, 
machine learning, summarisation, stemmers, IR tools, IE 
components for various languages...

• tools for visualising and manipulating text, annotations, 
ontologies, parse trees, etc.

• various information extraction tools

• evaluation and benchmarking tools

We have used it to develop further applications for:

• opinion mining, summarisation, terminology extraction, ontology 
generation, relation finding, and so on.
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GATE: the Swiss Army Knife of NLP

• Has an attachment for almost every 
eventuality

• Some are hard to prise open

• Some are useful, but you might have 
to put up with a bit of clunkiness in 
practice

• Some will only be useful once in a 
lifetime, but you're glad to have them 
just in case.

• There are many imitations, but 
nothing like the real thing.
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History of GATE

• early 1990s: you want me to write that all over again?

• 1995-7: first GATE (and "large-scale IE") project

• 1996: GATE 1: Tcl/Tk, Perl, C++, ...

• 2002: release of completely rewritten version 2, 100% Java

• 2009: mature ecosystem with established community

– Tens of thousands of research users

– 25,000 downloads per year

– commercial users getting serious



NLP4SW @ LREC 2010 8

GATE is very eco-friendly!
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GATE commercial users

Typical commercial uses:

• dynamic search and indexing of repositories

• finding relations between elements in distributed repositories

• aggregating information from different text sources

• populating repositories

• fact finding from distributed knowledge sources

Typical users:

• Pharmaceutics, news, intelligence (business, competitor, 
government, etc.), manufacturing, telecommunications 
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Semantic Annotation

•  Adding information to documents that is usable by machines 
to enable better presentation, navigation or searching, e.g. 
Perseus:
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Semantic Annotation for Business Intelligence

• This application from the EU Musing project demonstrates 
how we can make use of ontology-based information 
extraction for real-life business intelligence

• Risk analysis, e.g. which companies make good 
investments, mergers etc.

• Region selection, e.g. where is the best place for 
internationalisation efforts (import and export, setting up a 
call centre, company mergers etc) 
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Extracting Company Information 
• Identify Company Name, Address, Parent Organization, 

Shareholders.. 

• These associated pieces of information should be asserted as 
property values of the company instance

• Statements for populating the ontology need to be created 
– “Alcoa Inc” hasAlias “Alcoa”

– “Alcoa Inc” hasWebPage “http://www.alcoa.com”
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Region Selection Application

• Idea is to find automatically where the best location is for a 
particular type of business internationalisation

• The user specifies various facts about the business and 
goal, e.g. export, direct investment, alliance, company size 
and type

• A number of social, political, geographical and economic 
indicators or variables about the regions are collected by the 
system, e.g. surface area, labour costs, tax rates, population, 
literacy rates, etc.

• These then are fed into a statistical model which calculates a 
ranking of the most suitable regions for the business
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From NLP to the Semantic Web

• By now you should be able to see the usefulness of the 
Semantic Web for NLP, and vice versa

• But how do we get from one to the other?

• Traditionally the two fields have been worlds apart

• They use their own language

• And even use our terms to mean different things!

• But fear not, help is at hand!
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Ontologies can be scary monsters
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Querying them can look scary too....
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Making ontologies accessible to ordinary 
people

• For those who don't know anything about the Semantic 
Web, the whole concept can be rather confusing

• CLONE is designed to make the whole process of 
creating ontologies a bit less intimidating for the non-
expert user
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Controlled Language for Ontology Editing

• Aim to provide a controlled language for basic ontology-
editing (and later, querying) functions:
 easy to learn from examples and simple rules
 relatively easy to deploy (Java, GATE)
 unambiguous
 compact (e.g., create many classes or instances with 

one sentence)
 natural but grammatically lax
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What is it for?

• Creating formal data is a high initial barrier for small 
organisations and individuals wanting to create ontologies to 
benefit from semantic knowledge technologies

• CLOnE is aimed at ordinary people who don't know much about 
ontologies (and don't want to...)

• Allows user to create simple ontologies by typing plain text in a 
window, and seeing the output ontoloy in another window

• Tests showed people found it easier to use than complex 
ontology authoring tools such as Protege

• Starting point for more complex applications, e.g. access 
control policy management system (University of Kent) - users 
start from a template and can then easily see how to modify it
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Implementation

• Developed and tested in the GATE GUI, but deployable as 
a service

• GATE application using text as input to modify an ontology
• Based partly on standard NLP components and modified 

IE components, with manipulation of the GATE ontology 
API

• Formed the basis for later tools for more flexible ontology 
generation from text (SPRAT and SARDINE)
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CLONE interface

text input by user different views
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Generated ontology
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Ontology in more detail
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Implementation



NLP4SW @ LREC 2010 37

How does it work?

• User inputs text in the controlled language

• Text is analysed in GATE and either accepted as valid or user is 
informed about errors

• A valid sentence is one that is matched by a rule in GATE

• If the text is valid, the ontology is modified according to the rules 
matched:

 Create and delete classes, subclass relations and 
instances

 Create and instantiate datatype and object properties

• Ssentences consist of keyphrases (fixed pre-determined 
expressions and punctuation) and chunks (free text)

• Rules are implemented in JAPE, the pattern-matching rule-action 
language used in GATE
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Rules and Actions

• There are agents and documents.

[Create new classes for “agent” and “document”]

• Universities and persons are types of agent. 

[Create subclasses of “agent” called “university” and “person”]

• “The University of Sheffield” is a university.

[Create an instance of “university” called “The University of Sheffield”]

• Deliverables and conferences have dates as deadlines.

[Create appropriate properties and values]

• Forget that Hamish Cunningham is a person.

[Delete the instance “Hamish Cunningham” from the ontology]
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Example JAPE rule

• Create an instance of a class, eg. “Spot is a dog”.

(
  (ChunkList):instances
  ({Lookup.majorType == "CLIE-InstanceOf"}):keyphrase
  ({Chunk}):class
)

Matches the following sequence:
• a list of one or more NPs 
• an entry in a list of “is a” terms
• a single NP
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Usability

• Evaluation on different groups of users (naive and 
expert ontologists) 

• Both groups found it easy to learn the syntax of the 
controlled language

• Most people found it easier to use than more complex 
ontology editors, especially for simple tasks

• Limitations in functionality

• Most NLP tasks (semantic annotation etc) do not 
require complex ontological structure
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Representing linguistic information

• Ontology Localization is a part of the ontology development 

process

• Involves adapting an ontology to a concrete language or culture 

community 

• Results in some kind of multilingual ontological system

• Users requiring ontology-based applications don't always speak 

the same language or have the same cultural background
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Representing the label information

 Ontologies are conceptual constructs without linguistics

 Concepts are abstract notions whose labels are arbitrary

 Lexicalizations that function as labels for this concepts are only 
considered to be evocative of the ontological meaning of the 
concepts

 Implicit mapping assumption between lexical and conceptual 
knowledge: intensional senses from a lexical model are mapped 
to extensional interpretations on ontology elements
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Summary

 Introduced GATE for NLP

 Some examples of how it can be used for basic Semantic Web 
applications, for non-experts in SW technology

 Introduced CLONE: a tool for generating simple ontologies for 
the non-expert

 Representation of linguistic information in ontologies for e.g. 
localisation

 Next session will introduce more complex technology: making 
the transition from traditional to semantic annotation in GATE, 
and how to evaluate the results
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