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3. From Traditional to Semantic 
Annotation
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Topics covered

• How do we move from traditional to semantic annotation, 
and what does that mean?

• Examples of semantic annotation in GATE

• Evaluation: moving beyond traditional IE measures
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Information Extraction for the Semantic Web

 Traditional IE is based on a flat structure, e.g. recognising 
Person, Location, Organisation, Date, Time etc.

 For the Semantic Web, we need information in a hierarchical 
structure

 Idea is that we attach semantic metadata to the documents, 
pointing to concepts in an ontology

 Information can be exported as an ontology annotated with 
instances, or as text annotated with links to the ontology
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John  lives in London  .  He works there for  Polar Bear Design  .

PERSON LOCATION ORGANISATION

Traditional NE Recognition
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John  lives in London  .  He works there for  Polar Bear Design  .

PER LOC OR
G

Co-reference

same_as
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations

PER LOC ORG

live_in
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (2)

PER LOC ORG

employee_of
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (3)

PER LOC ORG

based_in
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Richer NE Tagging

 Attachment of 
instances in the text 
to concepts in the 
domain ontology 

 Disambiguation of 
instances, e.g. 
Cambridge, MA vs 
Cambridge, UK
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Ontology-based IE

John  lives in London. He works there for Polar Bear Design.
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Ontology-based IE (2)

John  lives in London. He works there for Polar Bear 
Design.
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How does ontology-based IE help with IE?

• We can make inferences about all kinds of things once we 
have the annotations linked to an ontology

• We now know that cities can have airports, and people have 
phone numbers

• Since John is a man, we know he can have a wife

• If we know that the London John lives in is in England, we 
know that Polar Bear Design is also in England and not 
Ontario
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Ontologies are useful for encoding the 
information found

• Enable us to define the concepts we're trying to find in texts

– e.g., aircraft accident, industrial action

• As well as particular instances of these

– e.g., Qantas flight XYZ crashed on ..., BA cabin crew 
strike between March 20-23, 2010

• And the relationships between them

– e.g., the plane that crashed belonged to Qantas and 
crashed on a specific date
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Using knowledge from the ontology

• The ontology tells us that

– Industrial action involves airport or airline staff and has a 
start and end date

• It gives a clearly defined schema to annotate against

– if you annotate an instance of a strike, then you know this 
also requires you to annotate the airport/airline affected 
and the staff on strike

• Extra knowledge about the different kinds of risks and the actors 
involved can help to improve system performance

• Backbone for other processes, for example visualising results 
on a timeline
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Text mining and semantic annotation

• Extract structured data from text by

– Linking references to entities 

– Linking entities to their semantic descriptions

• Automatic semantic annotation based on IE technology

• Attaches metadata to documents, which makes them more useful 
and more easily processable

• They can then be used for searching and hyperlinking, 
categorising, and monitoring

• Adds value to content of libraries, enabling user interaction with 
content

• Enhanced capability for cross-referencing and dynamic document 
classification
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Some Terminology
 Semantic annotation – annotate in the texts all mentions of 

instances relating to concepts in the ontology
 Ontology learning – automatically derive an  ontology from 

texts
 Ontology population – given an ontology, populate the 

concepts with instances derived automatically from a text
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Semantic Annotation vs Ontology 
Population
 Semantic Annotation

 Mentions of instances in the text are annotated wrt 
concepts (classes) in the ontology.

 Requires that instances are disambiguated.
 It is the document which is modified.

 Ontology Population
 Generates new instances in an ontology from a text. 
 Links unique mentions of instances in the text to 

instances of concepts in the ontology.
 Instances must be not only disambiguated but also co-

reference between them must be established.
 It is the ontology which is modified.
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Ontology Population
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Linking Open Data 
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Magpie: semantic annotation in use

 Developed by the Open University
 Plugin for standard web browser
 Automatically associates an ontology-based semantic layer 

to web resources, allowing relevant services to be linked
 Provides means for a structured and informed exploration of 

the web resources
 e.g. looking at a list of publications, we can find information 

about an author such as projects they work on, other people 
they work with, etc.
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MAGPIE in action
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MAGPIE in action
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Semantic Annotation in GATE

 GATE supports ontologies as part of IE 
applications - Ontology-Based IE (OBIE)

 Supports semantic annotation and ontology 
population

 GATE has its own ontology API based on 
Sesame 2 and OWLIM 3

 Semantic annotation can combine learning and 
rule-based methods 

 Enables use of large-scale linguistic resources 
for IE, such as WordNet
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GATE Ontology Editor

Classes and Instances Properties Adding a new instance 
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Manual annotation with OAT



NLP4SW @ LREC 2010 26

Traditional IE in GATE
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Semantic IE in GATE
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Typical Semantic Annotation pipeline

Analyse document structure

Linguistic Pre-processing

Ontology Lookup

Ontology-based IE

Populate ontology

NE recognition
Corpus

Export as RDF

RDF
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SPRAT

Semantic Pattern Recognition and Annotation Tool

• Combination of semantic annotation, ontology population and 

learning

• Identifies

– existing classes and instances listed in the ontology and their 

morphological variants

– potential new classes and instances not listed in the ontology

– potential relations between the classes and instances, which can 

be encoded as properties in the ontology

• For the new entities found, it attempts to classify them in the 

ontology, based on linguistic information such as synonyms and 

hyponyms of existing entities, or to add new properties
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Augmenting the Ontology

The new classes found are linked to existing classes in the 
ontology

For existing classes, and new classes which we identified as a 

synonym or hyponym of an existing classes, the link is to an 

existing ontology class

When we don't identify a link to any existing class, we create a 

new class

The changes to the ontology are stored and can be verified later 

by human experts
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Recognising components from the ontology

• In addition to the standard IE components, we use some 
special ontology components.

• The OntoRootGazetteer enables us to match words or 
phrases in the text with classes, instances or properties in 
an ontology, as any morphological variant

• Morphological analysis is performed on both text and 
ontology, then matching is done between the two at the 
root level.

• Text is annotated with features containing the root and 
original string(s)

• When new elements are added to the ontology, these 
features can be used to regenerate alternative forms
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Modifying the ontology

• We use technology taken from CLONE, called NEBONE 
(Named Entity Based ONtology Editing) 

• CLONE is designed to create new classes, instances etc 
from raw (controlled) text generated by the user

• NEBONE enables changes to be made to the ontology 
based on IE from input texts (e.g. web pages) in natural 
language

• Morphological analysis enables both root forms and 
variants to be added to the ontology (as properties), along 
with other variants (e.g. capitalisation)
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Examples

 “species of shark, such as hornsharks, leopard sharks and 
catfish” 

c

-->

“hornshark”, “leopard shark” and "catfish” are added as 
subclasses of “shark”

“Google has begun experimenting with other markets, such as 
radio and print publications”

-->

“radio” and “print publication” added as subclasses of “market”
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Annotated Google wikipedia page
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Ontology from Google wikipedia page
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Generated “animal” ontology
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“We didn’t underperform. You overexpected.”

Evaluation of Semantic Annotation
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Performance Evaluation

2 main requirements:

• Evaluation metric: mathematically defines how to measure 
the system’s performance against human-annotated gold 
standard

• Scoring program: implements the metric and provides 
performance measures 

– For each document and over the entire corpus

– For each type of annotation
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Evaluation of Traditional IE

compare Key and Result in 
terms of Precision and 

Recall
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Evaluation for Semantic IE

• Traditional IE is evaluated in terms of Precision, Recall and F-
measure.

• But these are not sufficient for ontology-based IE, because 
the distinction between right and wrong is less obvious

• Recognising a Person as a Location is clearly wrong, but 
recognising a Research Assistant as a Lecturer is not so 
wrong

• Similarity metrics need to be integrated so that items closer 
together in the hierarchy are given a higher score, if wrong
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Augmented Precision and Recall

 BDM (Balanced Distance Metric) compares key and 
response concepts wrt a given ontology

 In the case of ontological mismatch, provides an 
indication of how serious the error is, and weights it 
accordingly

 BDM provides a score between 0 and 1 for each 
key/response match instead of a binary measure
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Augmented Precision and Recall

AP=
BDM
BDM + Spu r io u s

A R=
B DM
BD M +M iss in g

BDM is integrated with traditional Precision and 
Recall in the following way to produce a score 
at the corpus level:
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Examples of misclassification

Entity Response Key BDM

Sochi Location City 0.724

FBI Org GovOrg 0.959

Al-Jazeera Org TVCompany 0.783

Islamic Jihad Company ReligiousOrg 0.816

Brazil Object Country 0.587

Senate Company Political Entity 0.826
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Evaluation tools in GATE

• GATE has various tools for evaluation

• Annotation Diff - compares annotations on a single document 
(Precision, Recall and F) 

• Corpus Quality Assurance - compares annotations on a corpus 
using a variety of measures

• IAA - compares different sets of annotations (e.g. different manual 
annotators) on a corpus, using a variety of measures

• BDM tool calculates BDM between every class in an ontology

• IAA tool can use BDM scores as part of its evaluation
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IAA tool
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Summary

• Why semantic annotation? 

– Motivation for moving from traditional to semantic 
annotation

• How to do it? 

– Examples of practical applications in GATE
• Why evaluate semantic annotation differently?

– BDM measure
• How to do it? 

– Example of GATE IAA tool
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