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Abstract

A significant amount of spatial information in textual docemts is hidden within the relationship between events. g#nilmans have
an intuitive understanding of these relationships thaivallis to recover an object’s or event’s location, currentlyamnotated data
exists to allow automatic discovery of spatial containnretdations between events. We present our process for bgiklich a corpus
of manually annotated spatial relations between evententSvform complex predicate-argument structures that hibdeparticipants
in the event, their roles, as well as the temporal and spgittainding. In addition, events are not presented in ismiaith text; there
are explicit and implicit interactions between events thf&en participate in event structures. In this paper, weidoan five spatial
containment relations that may exist between events: AMES (2) CONTAINS, (3) OVERLAPS, (4) NEAR, and (5) DFFERENT. Using
the transitive closure across these spatial relationsintpécit location of many events and their participants ¢endiscovered. We
discuss our annotation schema for spatial containmertiaea placing it within the pre-existing theories of sphtiepresentation. We
also discuss our annotation guidelines for maintainingogation quality as well as our process for augmenting Sidatiavith spatial
containment relations between events. Additionally, wirne some baseline experiments to evaluate the feagilfitdeveloping
supervised systems based on this corpus. These resultatedhat although the task is challenging, automated rdsethce capable of
discovering spatial containment relations between events

Keywords: spatial relations, event relations, spatial reasoning

1. Introduction as well. In Example (2), understanding that tgyptian

i o Lo . columnsare spatially related t8inairequires understand-
Events in text implicitly convey spatial information. Im- g the spatial relationships between both coreferentidl a
plicit spatial inference occurs when no spatial informatio on_coreferential events. In this example, the event eorre
is explicitly associated with an event. For instance, in thesponding tce3 (retreated refers to a motion whose source
sentence The [bombing] victim [died] instantly we un- ig {he same location as the eves (attacked. Evented
derstand that the spatial bounds died happened within g coreferential with evere5 (i.e., they are botmentions
the spatial bounds obombing Yet this is not directly ¢ ihe same event). Furthee5 has the result everes
stated by the contextual evidence. Two further example?caused, which is located irSinai These two examples

of implicit spatial grounding are illustrated by: show that spatial containment relations between events can
be inferred by relying on many discourse phenomena, in-

(1) [Rafiq Haririlazmcieanr [Submitted, his resignation cluding coreference and temporal relations.

during a 10-minute [meeting] with the head of state
at the [Baabda presidential palac&lirion- Using these types of relations to determine the location
of events and their participants fits into the larger work
(2) As [Egyptian columnig.ercieat [retreatedds, Israel’s  of yecovering implicit information (Palmer et al., 1986),
aircraft[attackedks them, using napalm bombs. The  \yhere semantically relevant information is found outside
[attacks}s destroyed hundreds of vehicles and an object’s syntactic scope. The difficulty with a gener-
[causedks heavy casualties in [Sinacarion- alist approach to recovering long-distance semantic argu-
ments, however, is that there is no one set of relations that
describes how all implicit information can be recovered.
Rather, the method for recovery depends on the type of
information being sought. Temporal information, for in-
stance, can be recovered through a very different set of re-
ated withe2. While a temporal relation does not always lations than manner or purpose information. This WOIjk. Is
part of an effort to create one such method for acquiring

guarantee a spatial relation, in this case ac@®sioNdis- .~ . . ) .
. . . implicit spatial information through spatial containmest
course relation exists betweef ande2, allowing the spa- ;
lations between events. Currently, we are unaware of any

tial inference to be made as well. Since the temporal re;

Lo . linguistic resource of manually annotated spatial contain
lation indicates evert2 temporally contains evestl, the . .
. X ; ment relations between events. We expect the ability to au-
inference thak?2 also spatially contairsl may be made as

well. As E2 is contained within the locatioBRaabda presi- tomat|cal_ly_ identify spatial containment reIatlo_ns bme.
. . . R . events will improve the performance of generalized implied
dential palaceEl is also contained within this location by

the transitive property. This allows us to draw the infeenc semantic role labelers.
that E1’s participantRafiq Hariri is located at the palace In this paper, we describe our method for building such a

In Example (1), recognizingrafiq Hariri was located in
theBaabda presidential palade the evengl (submittedl
requires understanding the spatial relationship betveden
ande2 (meeting. Moreover, the temporal connectider-
ing groundse1 temporally within the time interval associ-
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resource. We consider five basic spatial containment rela- | pifferent
tions between events: Disconnected (DC) -
1. SaME: Two eventsel ande2 have indistinguishable Near
spatial bounds.
Externally
2. CONTAINS: Eitherel’s spatial bounds contai2 or Connected (EC) |
vice versa (this is a directed relation). m
) ) Tangential Proper
3. OVERLAPS. E1 andE2 share partial spatial bounds Part (TPP)
but neither is a sub-set of the other.
4. NEAR: E1 ande2 do not share spatial bounds but they Tangential Proper
are within relative proximity of each other. Part Inverse (TPPi) .
Contains
5. DIFFERENT. E1 ande2 have distinguishably different )
spatial bounds. Non-tangential O
Proper Part (NTTP)
Annotation of all five types of containment relations is per-
formed on SpatialML (Mani et al., 2008). .
. . . . Non-tangential Proper
The remainder of this paper is organized as follows. Sec- .
. . . . . o Part Inverse (NTTPi)
tion 2 outlines related work in event relations and implicit _
information recovery. Section 3 discusses our annotation =
schema, its strengths and weaknesses, as well as our guide- Partially Overlaps
lines for annotators. Section 4 describes the processdor th Overlapping (PO)
creation of our corpus, provides analysis of the annotated Sy —
documents, and describes the baseline experiments we per- Ve N\
formed to determine the types of linguistic processing nec- Equal (EQ) \ ) Same
essary for the automatic recognition of our spatial refedio NS -
Finally, Section 5 summarizes our work and proposes fu-
ture directions for research. Figure 1. Comparison of our spatial containment relations
with RCC-8.

2. Related Work

Event relations represent important knowledge that can be
distilled from documents, contributing to discourse and

semantic processing, as well as general comprehension _ . )
of textual information. Among the first to tackle inter- &€ disambiguated when necessary (e.g., to differentate b

event relation recognition were the researchers that deve]Ween Paris, France and Paris, Texas). Further, SpatialML

oped TimeML (Pustejovsky et al., 2003a) and its annotatedpCIUdeS two t_ypes ,Of relations. Thexi relation ex-
TimeBank corpus (Pustejovsky et al., 2003b). Many evenpressesa §pat|al trajectory (e._dndrthwest] ofthe Cap'ta'
relations follow from discourse theory (Hobbs, 1985b),[NeW Delhl]”)._The L'NK_ r(_elatlon EXpresses contalnment
yielding relations such as causation (Do et al., 2011) feore (€-9-» ‘@ [well] in [West Tikri]"). While the FTH relation
erence (Chen et al., 2009; Bejan and Harabagiu, 20105:,ould be used to descnb_e the spatial relqtlonshlp between
and temporal ordering (Chambers and Jurafsky, 2008 vents (e.g.,the [evacuations] were occurring south of the

Along with these types of inter-event relations, spatikd+e r'OI(Sj] Pl r:h's kind T’f _relat;]on IS not C(()jr_nmolnly enlcoun-
tions between pairs of events allow us to better understantfred- T € INK re atlo_n, JOWEVET, 1S Irectly analogous
the relations we studied in this research, and we compare

the knowledge that is derived from dependencies betwee _ ) . ;
events. In this work, we classify relations according tarthe tN€ types of containment relations in SpatialML to our own
inferred spatial relationships, which receive comparébly relation types below.

tle attention in discourse processing.

Several models of spatial representation in text have beeA comparison between our relations and the well-known
considered, such as ISO-Space (Pustejovsky et al., 2011RCC-8 specification (Randell et al., 1992) relations is
SpatialML (Mani et al., 2008), and STML (Pustejovsky shown in Figure 1. Notably, we combine four relations into
and Moszkowicz, 2008). However, the primary goal of CONTAINS and add a MAR relation. SpatialML makes
these models and their corresponding annotated corpora $milar simplifications, and is identical to our relationigtw

to capture spatial relationships explicitly stated in text the exception that it specifies an extended connection re-
the handling of specific sub-classes of events such as mdation similar toec from RCC-8. This, however, is com-
tion events. None of these models consider implicit spatiamonly expressed when two locations border each other
relations between events. (e.g., ‘the border between [Lebanon] and [Isra8l] Since
SpatialML in particular is designed to represent spa-the spatial boundary of an event is almost always under-
tial locations, largely geographic locations and cultiyral  specified, this relation is unlikely to be conveyed in imjplic
relevant landmarks referred to with theAZE tag. R ACES  eventrelations and we thus oreitfrom consideration.
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Figure 2: Spatial containment schema. Note that only tbei@INS relation is directed, all other spatial containment
relations are undirected.

3. Annotation Schema and Guidelines TRANSITIONAL sub-type indicates that the participant was
31. Definitions both present and remote, but at different times. This is com-
mon for motion events, where a participant may start within

We define anevent_u5|.ng the TimeML (Pustejovsky et o spatial bounds of the event but finish elsewhere, or vice
al., 2003a) convention: a situation that happens or 0CCUrg/arca  For example, in the following sentenseldier is

Eventmentionsare words or phrases that denote events irbresent only at the beginning of the event, whitglot is

natural language documents and are limited to tensed verbfﬁe event's theme and thus present for the entire motion):
event nominals, and stative modifiers. For brevity, we re-

fer to mentions simply as events unless the context requirg@) The [soldierpsgrricieant [SENtE7 his [ballotlarricipant

further clarification. for the [Maine] ocation [€lECtiOn]s.

For LocaTioNs, we follow the SpatialML convention, )

which includes both named (e.g., Japan) and nominal (e.g'.ljhe TRANSITIONAL sub-type itself has two further sub-
village) toponyms. As with SpatialML, ouracaTions — YPes: PR (present to remote) and-RP (remote to
could be extended beyond geographic entities to includ@resent).

other types of locations such as biological markers. Our . o

spatial relations would be valid for such domains as well3-3- Annotation Guidelines

However, our annotated corpus is limited to the newswireDue to the fact that spatial containment relations between
domain, so we focus on geographic locations. Note that nagvents are largely implicit, they often require some degree
all locations are necessarily event locations (e.g..tire“ of intuition about the spatial bounds of an event. Beyond
United States [fought] in AfghanistdnAfghanistanis a  being exposed to a limited number of examples, an annota-
L OCATION butUnited Statess a RARTICIPANT). tor must largely rely on his or her intuition about the spatia
We limit our definition of RRTICIPANT to persons, orga- bounds of an event. This is not entirely unprecedented in
nizations, and physical objects to guarantee all partitia natural language annotation, as Pan et al. (2011) asked an-
have spatial properties. To determine whi@RPICIPANTS  notators to provide their intuition for an event’s temporal
and LOCATIONS to associate with an event, we limit the an- duration. For an example of how the annotator is asked to
notators to the syntactic scope of the event. In other wordsprovide their intuition of an event’s spatial bounds, given

the scope expected by a semantic role labeler. the text ‘the [bombing] victim [died], the annotator must
determine the expected spatial bounds forltbmbingand
3.2. Schema diedevents, then determine if there is a relationship. This is

Our annotation schemais illustrated in Figure 2. Events ar@ighly intuitive (does one die immediately from a bombing,
linked to explicit locations in their syntactic scope. Téier or doesone’s location change first?). Obviously, the cantex
are 3 LOCATION sub-types: ©MPLETE, ORIGIN, and may aid in this tremendously. If the text above is followed
DESTINATION. The CoMPLETE sub-type indicates that by “in the hospitdl, one can reasonably assume the vic-
the location identifies the entire spatial bound of the eventtim died in a different location, so the events would have
it starts and ends at this location without leaving. Thea DIFFERENT relation (this relation is used as a negation
ORIGIN and DESTINATION sub-types indicate the event ei- of the four primary event relations when there is sufficient

ther starts or ends at that location, respectively. information to understand the events have non-intersgctin
A PARTICIPANT may be a person, organization, or physical spatial bounds). However, if the text above is followed by
object. There are 3ARTICIPANT sub-types: RESENT,  “instantly’, one can reasonably assume the victim died on

REMOTE, and TRANSITIONAL. The RRESENT sub-type the scene of the bombing. In this case the most appropri-
indicates the participant is physically present at the Jocaate relation is to say that th®mbingevent GNTAINS the

tion of the event. The BMOTE sub-type indicates that died event, since the spatial bounds for the bombing was
the participant is not physically present at the location oflikely larger.

the event, yet participates nonetheless. This is possiblAnnotating spatial containment relations is further campl
largely through figurative language such as metonymy ocated by the fact that a document wittevents has a pos-
metaphor (e.g.,the United Statesntered the wd). The  sible O(n?) number of event relations. We therefore pro-
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Wilson, an airplane mechanic whose unit is about to drive north into
Rafig Hariri submitted his resignation during a 10-minute meeting Irag for a one year tour of duty...
with the head of state at the Baabda presidential palace.

Rafiq
Hariri

location
(destination)

participant

participant contains location

Baabda

presidential
palace

overlaps

Example (1) Example (4)

As Egyptian columns retreated, Israel’s aircraft attacked them, using
napalm bombs. The attacks destroyed hundreds of vehicles and
caused heavy casualties in Sinai.

The rock concert was marred by fights between fans in the parking lot.

parking
lot

location

Egyptian
columns

participant

contains

participant

attacked

Example (5)

same

They broadcasted that particular football match due to its title
implications, whereas other simultaneous matches had little effect.

contains

They

participant

Example (2)

contains

The soldier sent his ballot for the Maine election.

ballot Example (6)

soldier

participant
participant i
(transitional P->R) location

The drone pilot targeted and destroyed the compound.

participant

overlaps
(remote)

participant

pilot compound

Example (3) destroyed

participant

targeted

Figure 3: Spatial containment relations for Examples {)-(

overlaps

Example (7)

vided annotators with guidelines to simplify the annotatio ples below are illustrated in Figure 3.
process. For example, annotators were only required toAs previously discussed, in Example (1) the inference that
look at the previous three sentences when searching for rRafiq Hariri was in theBaabda presidential palacéor
lated events. Since most long-distance relations will lee th evente1 (submittedican be drawn by connectim (meet-
result of event coreference, we feel this is areasonabie liming) to 1 with a CONTAINS relation. Similarly, in Exam-
tation. Furthermore, since spatial containmentrelatawes ple (2) the inference thaEgyptian columnsare spatially
transitive (i.e., if eventd contains evenB and B contains  related toSinaican be drawn with three separate relations,
eventC, then A containsC), there is no need to annotate as shown in Figure 3. Note that a strict interpretation of the
the transitivity, as this can be computed automatically. transitive closure of this graph does not placeEggptian
. columnsin Sinaj but only spatially related to it. We dis-
3.4. Additional Examples cuss this limitation as well as others in the next section.
Here we present examples to cover each type of relatiorExample (3) illustrates a HANSITIONAL PARTICIPANT
The three examples above as well as the following exam¢soldier, who is the agent of a motion event. The mo-
tion evente7 (senj) has an @ERLAPS relation with event
'For more information, see our annotation guideline: E8 (electior). Note that both Example (2) and (3) exhibit
http://www.hlt.utdallas.edw/kirk/spatialcontainmenistandard.pdf motion events retreatedand sen) intersecting with non-
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motion eventsgttackedandelectior). The notable differ- so neither is a subset of the other.

ence between these examples and why they merit differemMote that in many of these examples there exists the possi-
relations is the spatial bounds of the retreat is assumed ftoility of multiple valid interpretations. While this ceitdy
entirely encompass the spatial bounds of the attack (thusmakes annotation difficult, it also highlights the vague na-
CONTAINS), while the send event does not encompass theure of implicit spatial relations and reinforces our daris
entire election, assumed to take place across the entiee steor a relatively simple set of spatial relations.

of Maine (thus QERLAPS).

Example (4) also exhibits anv@RLAPS relation: 3.5.  Current Limitations

We believe the primary limitation of our relations center
around the lack of granularity in the evengyFTICIPANT,

and LOCATION relations. The choice of a level of gran-
ularity plays an important role in natural language infer-
ence (Hobbs, 1985a). When deciding the proper level of
Here, it is assumed that ever® (drive) will only cover  detail for our representation, we took a pragmatic approach
a subset of the spatial bounds of evef0 (tour). This based on two competing factors: (1) increasing granular-
example also exhibits a none®mPLETELOCATION. Since ity raises the level of difficulty of annotation, lowering-an
evente7 starts from outsidiag, the LOCATION is marked ~ notator agreement on an already difficult annotation task

(4) Wilson, an airplane mechanic whose [ugit}cipant iS
about to [drive}y north into [Iraq] ocarion fOr @ one
year [tourk;o of duty, put his finger on a problem that
has bedeviled the Pentagon for more than a year.

as the ESTINATION. and thus reducing the effectiveness of an approach based
Example (5) exhibits a NAR relation: on our data, and (2) decreasing granularity reduces inferen

tial power, reducing the effectiveness of an approach based

(5) The rock [concerth; was marred by [fights] on our data. We therefore chose to use a basic set of rela-
between [fanshzricieant in the [parking 10 ocarion- tions, with a few key exceptions as highlighted above. If

. automated methods prove successful on this data, the issue
Here, the spatial bounds of evaitl (concer) are assumed of granularity may be re-visited and the annotation revised
to be limited to the stage and audience area (e.g., a concc?(r){rgman of t¥1e fo)lllowin limitations
hall or field). Evente12 (fight9 is instead related with a Th y | : ? di d : indicator of th
NEAR relation. This allows us to rule out the incorrect in- ¢ € eﬁmp %slpriwtqusy fISCUSS? fglvle ?n N |ca:r otthe
ference that theoncertwas located in thearking lot strengihs and fimitations of our set ot relations, par C.M
Example (6) exhibits a BFERENT relation: as they relate to motion events. We integrated basic sup-
' port for motion end-points intoARTICIPANTS (through the

(6) [Theylarncirant [broadcasted] that particular TRANSITIONAL sub-type) and bcATioNs (through the
football [match}i4 due to its title implications, SoURCE and DESTINATION sub-types), but omitted many
whereas other simultaneous [matcheshad little of the other properties of motion from these relations. Fur-
effect. ther, we omitted motion properties from the event relations

entirely.

Here, eventE14 (matct) is marked as IFFERENT from  Eyample (4) illustrates how this lack of granularity may
eventelsS (matchey This example demonstrates both our yransfer into sub-optimal inferences. We would like to
primary motivations for including the BFERENTrelation:  ynow that eveni10 (tour) takes place ifrag, but that
(1) to provide examples where possibly coreferential event| 5cati0N is only attached to event9 (drive) as a
are both non-coreferential and do not share spatial boundggstinaTION. Using two relations instead of one would
and (2) to explicitly state that two events are not spatiallya|iow for the desired inference: (1) at the beginning of the
related. The spatial bounds of two events are not necessaiiyve motion event, the relation betwee8 ande10 would

ily DIFFERENTIf they cannot be connected by a transitive o DIFFERENT (or NEAR if indicated by the context), (2)
closure operation (instead, their spatial relationshgns 5t the end of thelrive motion event, the relation would
ply unknown), so the DFFERENT relation allows for such  pe thate10 CONTAINS E9. Sincelraq is a DESTINATION

an explicit statement when clear. LOCATION, we could then infer that at least part of tioar

Example (7) exhibits a ARTICIPANT classified as B-  \as located ifrag. Similar inferences could be made for

MOTE! Example (3) to determine that thallot's final LOCATION
was inMaine

(7) The drone [pilofrricieant [targetediis and

Other motion properties could be useful as well, such as
[destroyed]; 7 the [compoundhgricieant - brop

the path of a motion event. Instead of simply representing
Since thepilot is not present at theompound destruc- the SOURCEand DESTINATION, integrating arbitrary mid-
tion (instead, th@roneis present), he or she is considered points and directions (possibly including a temporal com-
REMOTE for evente1l7 (destroyedibut PRESENTIN event  ponent) would allow for additional inferences to be made.
E16 (targeted. This is based on the intuition that the target- In natural language text, however, such details about mo-
ing is done both locally (i.e., by the pilot and his/her cohtr tion events are usually omitted as the spatial properties of
center) and remotely (i.e., by the drone), while the destroyevents are almost always underspecified.
ing is done entirely by the drone and it's weapons systemdOther granularity limitations involve ARTICIPANT and
The events are connected via anERLAPSrelation as the LOCATION relations. Some ARTICIPANTS, such as the
pilotis not considered spatially part el 7 (destroyedl nor  Egyptian column# Example (2), largely define the spatial
is thecompoundaonsidered spatially part &fL6 targeted, bounds of the event (e.g., the spatial bounds of the retreat
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Document 123 of 426

Fetired nawy officer regrets involvement in bungled plot to protectOcalan
ATHENS, Greece (AF)

Acretired nawy officer facing life in prison ower a failed effort to

protect Kurdish rebel leader Abdullah Ocalan, told a court Thursday
he felt remorse far his part in the 1994 plot,

“*I have a guilty conscience,"
twa-hour testimany.

Andonis Naxakis said during his

Maxakis is one of 13 people on trial for bringing the fugitive

guerrilla leader to Greece. Ocalan was moved by the gowvernment 1o its
embassy compound in Kenya, where he was captured by Turkish
commandos.

The retired Greek officer said he had been trving to get Ocalan to
The Netherlands, home to a large Kurdish community,

He claimed he had been manipulated by the government.

“7) believe | was urwittingly used as bait for its disgraceful plan
an organized move by the gowvernment to hand Ocalan owver to
Turkey," he said.

Maxakis and two of Ocalan's Kurdish associates are being tried on
criminal charges of endangering national security. Ocalan, being
tried in absentia, was indicied for entering the country illegally, a
misdemeanor.

(calan, leader of the Kurdistan Workers Party, or PKK, is seving a
life sentence in Turkey for leading a 15-year insurgency against the
country that left 27,000 people dead.

He is being tried in Greece in absentia.

TODOs:

| Save Document
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Figure 4: Spatial containment relation annotator.

were defined by the locations of the retreating columns)formation. Many of the SpatialML documents are conver-
while other RRTICIPANTS form a small part of the over- sations and broadcast transcripts, which we do not expect
all event (e.g., thdallotin Example (3) is a small part of to contain a significant amount of spatial eventinformation
theelectionevent). Similarly, knowing how the@CATION  so our annotation effort has focused on annotating the 160
is spatially related to the event would be useful for infer-documents in SpatialML derived from newswire.
ence. For now, we simply assume the eveotNCAINS the  Annotators were provided with a custom annotation tool,
PARTICIPANT, while the LOCATION CONTAINS the event.  shown in Figure 4, for efficient annotation. This tool sim-
As with all the previously mentioned granularity issues, ou plifies the process of searching for related events and en-
primary goal with this data is to create a set of basic eventorces consistency in the annotations. To aid the annatator
relations conveying implicit spatial containment relatio we automatically annotated events using TARSQI (Sauri et
ships. If, in the future, automated methods can achieve sufl., 2005) and person/organization entities using BIOS
ficient accuracy on these basic relations, the granulafity oTo get a feel for the difficulty of the task, we gave a
our annotations can be increased to suit inference needs. brief overview of the task to our three annotators (without
showing them the annotation guideline) and asked them to
4. Corpus Creation and Analysis each annotate the same five documents. As expected, ini-
We chose to annotate our spatial containment relations ofi@l agreement was very low when evaluated with Fleiss’
the SpatialML corpus (Mani et al., 2008). SpatialML al- Kappa (Fleiss, 1971). Initial agreement on whether two
ready contains a wealth of spatial information, includingevents are related (without the relation type) was 0.23,
location mentions, their gazetteer normalizations, atad re Which falls into the “fair agreement” category from Lan-
tions between locations. Thus itis natural to use our spatia
event relations to augment the corpus’s existing spatial in

2http://www.surdeanu.name/mihai/bios/
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| Relation Exists (binary) |

spatial relations

| FeatureSet | P [ R [ F |

EW 13.7| 31.0| 19.0

EL 14.7 | 33.4| 20.4

lSame. WB 14.3| 57.9| 22.9

 Contains HN 179| 32.6 | 23.1

Overlaps EW + HN 19.7] 31.4] 24.2
B Near

‘ EL + HN 19.4| 31.5| 24.0

= Different WB + N 25.8] 39.9] 31.3

EW + WB + HN 27.8| 37.5| 31.9

EL + WB + HN 27.6 | 38.0| 32.0

| EW+EL+WB+HN [ 29.1] 35.5]| 32.0]|

Figure 5: Distribution of spatial containment relations in
our corpus. Table 1: Baseline experiments for whether two spatial

events are connected by a spatial containment relation.
dis and Koch (1977). Agreement on the relation type was= event wordsgL = event lemmasws = words between,
0.51 (“moderate agreement”). After providing the anno-HN = hypernyms.
tation guideline and reviewing disagreements, the annota-

tors proceeded to individually annotate approximately 12 | Relation Type (5-way)
documents each (depending upon length). On average, | Feature Set| % |
a SpatialML newswire document took an annotator ap- EW 58.3
proximately one hour to annotate. Next, three documents EL 57.7
were chosen to be annotated by all annotators, showing WEB 55 1
improved agreement. Agreement on whether two events Y 549

are related for these documents was 0.45 (“moderate agree-
ment”), while agreement on the relation type improved to
0.64 (“substantial agreement”). Because these relati@ns a
largely implicit and based entirely on the annotator’s spa- HN + EW 54.8
tial interpretation of the event, it is likely that near-fest ) . . .
sgroement s ot a pracical ol Afer s, we aveS1e 2, SSeine st o e e of ot o
proceeded with single-annotation for the remaining docui d '
ments. Currently, approximately half of the newswire doc- egend.

uments from SpatialML have been annotated by at least one

annotator. We plan to make an initial version of these anyye experimented with these features using a support vector
notations publicly available soon. machine implementation (Fan et al., 2008).
Figure 5 illustrates the distribution of spatial contaimhe The results of these experiments are shown in Ta-
relations in our annotated corpus. ClearlyaM& and  ples 1 and 2. These results indicate that while automatic
CONTAINS stand out as the most annotated relations, whilgecognition of spatial containment relations between ts/en
NEAR and OVERLAPS are rare. This is largely due to the s possible, a far richer set of semantic features is negessa
fact that these relations require more contextual justificaig poth automatically recognize and categorize these rela-
tion than the 8ME and QONTAINS relations. 3ME and  tions. Given that only around 10% of event pairs within a
CoNTAINS can usually be determined through an intuitive 3_sentence window are marked as having a spatial contain-
understanding of each event's semantics. ment relation, ar; -measure of 32.0 shows that even basic
To evaluate the difficulty of this task, we propose a few|exico-semantic methods can capture many cases of spatial
simple, supervised features to act as a baseline andétastr ~gntainment relations.
the importance of integrating more semantic componentsyhe pest-performing experiment for relation type classifi-
The four features are: cation uses only the words in the two events. Neither the
1. The two event words (e.g., the feature value forcontext words between the events or the use of hypernyms

the first event pair from Example (1) would be t0 generalize the events improve relation type classifica-

EL + EW 57.9
WB + EW 53.1

submi tted: : meeting). tion. However, the result using this feature is still quite
poor given that the most frequent class baseline is around
2. The two eventlemmas (e.gybmi t : : neeti ng). 50%. This suggests that the features in these baseline ex-

periments do not capture the relevant spatial information.

Given that thews (word between) feature performed so

poorly, it is likely that the lexical context offers littleve

4. The hypernyms of the events using a first-dence of the relation type. This validates our assertion tha
sense assumption (e.g.,refer::gathering, thistask is largely implicit and requires some combination
send: : gathering, ..., nove::abstraction, of discourse clues and world knowledge about the seman-
nmove: entity). tics of the two related events.

3. The words between the events (e.ghis,
resi gnation,during,a,10-mi nute).
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Upon analysis, it seems clear that in order for an automatidoseph L. Fleiss. 1971. Measuring nominal scale agree-
method to prove succesful on this task, it must incorporate: ment among many raters.Psychological Bulletin
(1) an understanding of event semantics to represent how 76(5):378-382.
pairs of events are related (such as using event scenariderry R. Hobbs. 1985a. Granularity. Btoceedings of the
(Bejan, 2008) or narrative schemas (Chambers and Juraf- Ninth International Joint Conference on Artificial Intel-
sky, 2008)), (2) event coreference to form chains of identi- ligence pages 432—-435.
cal events, (3) discourse relations that hold between syentJerry R. Hobbs. 1985b. On the Coherence and Structure of
and (4) a sense of the relative spatial bounds of events (e.g. Discourse. Technical Report CLSI-85-7, Center for the
events that happen at the level of cities and nations as op- Study of Language and Information.
posed to those that happen at the level of individual humag. Richard Landis and Gary G. Koch. 1977. The Measure-
interactions). ment of Observer Agreement for Categorical Dd#-
. metrics 33:159-174.
5. Conclusion Inderjeet Mani, Janet Hitzeman, Justin Richer, Dave Har-
In this paper, we have discussed our motivation and an- ris, Rob Quimby, and Ben Wellner. 2008. SpatialML:
notation schema for spatial containment relations between Annotation Scheme, Corpora, and ToolsPhoceedings
events, placing it within previous work in both event re- of the Sixth International Conference on Language Re-
lations (e.g., TimeML) and spatial representation (e.g., sources and Evaluation
RCC-8, SpatialML). We described our process for creatiMartha S. Palmer, Deborah A. Dahl, Rebecca J. Schiffman,
ing a corpus with these event relations and analyzed the Lynette Hirschman, Marcia Linebarger, and John Dowd-
current state of our corpus, which is still undergoing de- ing. 1986. Recovering implicitinformation. Proceed-
velopment. We performed a set of baseline experiments ings of the 24th Annual Meeting of the Association for
with simple lexico-semantic features in order to determine Computational Linguistigpages 10-19.
the feasibility of using these annotations for creatingan a Feng Pan, Rutu Mulkar-Mehta, and Jerry R. Hobbs. 2011.
tomatic system for detecting spatial containment rel&tion Annotating and Learning Event Durations in TeQom-
between events. In our analysis, we outlined several key putational Linguistics37(4):727—752.
components necessary to perform automatic recognition ofames Pustejovsky and Jessica L. Moszkowicz. 2008. Inte-
our event relations, including event semantics, eventfeore grating Motion Predicate Classes with Spatial and Tem-
erence, discourse relations, and approximate spatialdoun poral Annotations. InProceedings of COLING 2008
ing. For future work, we plan to integrate many of these pages 95-98.
approaches into an automatic approach for recognizing thgames Pustejovsky, José Castano, Robert Ingria, Roser
spatial containment relations between events. Sauri, Robert Gaizauskas, Andrea Setzer, Graham Katz,
f and Dragomir Radev. 2003a. TimeML: Robust Speci-
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