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Abstract

Speech-text alignment tools are frequently usespeech technology and research. In this paperrepope a GPL software CoALT
(Comparing Automatic Labelling Tools) for comparitrgp automatic labellers or two speech-text aligniteals, ranking them and
displaying statistics about their differences. Tingin feature of CoALT is that a user can defineoits criteria for evaluating and
comparing the speech-text alignment tools sinceaeired quality for labelling depends on the ésed application. Beyond ranking,
our tool provides useful statistics for each ladrelind above all about their differences and caphasize the drawbacks and
advantages of each labeller. We have applied dtwae for the French and English languages kaéritbe used for another language
by simply defining the list of the phonetic symbalsd optionally a set of phonetic rules. In thipgrawe present the usage of the
software for comparing two automatic labellerstomdorpus TIMIT. Moreover, as automatic labellingls are configurable (number
of GMMs, phonetic lexicon, acoustic parameterisatiove then present how CoALT allows to determireelibst parameters for our
automatic labelling tool.

Keywor ds. speech-text alignmep@utomatic labelling, speech processing

. Beyond ranking, our tool provides useful statisat®ut

1. Introduction each labeller and above all about their differerarescan
Speech-text alignment tools are frequently usexpeech  highlight the drawbacks and advantages of eachi¢mbe
technology and research: for instance, for trainarg  Of course, COALT can also be used to compute Sttis
assessing of speech recognition systems, the dmtrasf on only one automatic labeller but it was not desifor
speech units in speech synthesis or in foreignuagg  that since its aims are comparing and ranking two
learning. We propose the software CoALT (Comparing automatic labellers. The next version will handiey a
Automatic Labelling Tools) for comparing two autdina ~ number of automatic labellers.
labellers or two speech-text alignment tools, ragkhem,
and displaying statistics about their differenc&ur Another use of COALT is the tuning of an automatic
software will be available under GPL. labeller. Often automatic labelling tools are cgnofiable

(number of GMMs, phonetic lexicon, acoustic

The main feature of our software is that a userdefine parameterisation), by comparing them, our software
its own criteria for evaluating and comparing typeech-  allows to determine the best parameters according t
text alignment tools. These criteria may vary dejiem given task.
on the application task. For training speech reitimgn
systems, the most important is to find the exaqtieace ~ We have evaluated our software for the French and
of phonemes, but phoneme boundaries are of little English languages but it can be used for anotimgyuage
significance due to embedded training. By contrast, by simply defining the list of the phonetic symbaisd
foreign language learning, speech-text alignmenstmu optionally a set of phonetic rules. In this paperpresent
find accurate boundaries in order to compute atmost  results for the English language.
prosodic features for guiding the language learher.
post-synchronisation applications, the critical dimto The next section describes the CoALT software. Néamt
find very precise boundaries. present an example of its usage for comparing two
With CoALT, a user can give more importance toeith automatic labellings of the TIMIT test corpus. &tton 4,
phoneme labels or phoneme boundaries. Indeed, theve use CoALT to determine the best parameters of ou
COALT elastic comparison algorithm takes into acgou automatic labelling tool.
time boundaries.

Moreover, by providing a set of phonetic rulessar can 2. COALT Description
define the allowed discrepancies between the automa This tool compares the results of two automatie iy
labelling result and the hand-labelling one. tools to a reference manual labelling in ordemtakrthem.

The ranking is based on the computation of insestio
Another important feature of CoALT is that it actefhat deletions, substitutions, and shift between bourdar
some hand-labelled boundaries are fuzzy, thaths, t Besides ranking, the tool provides information abou
human labeller does not have criteria to place theerrors made by each automatic labelling tool and
boundary, for instance when /a/ is followed by iflRthe ~ emphasizes their differences (for instance insertio
same French syllable. CoALT doesn't take into aotou deletion).
shifts on fuzzy boundaries.
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2.1 Architecture + del[p], a deletion penalty for every phoneme

COALT consists of seven steps: phonemes with a weak penalty can be deleted more
« the conversion of the input labels, easily. For instance, in French, the mid-centraketo
« the application of equivalence rules, schwa can be omitted, the user can assign to éakevr

« the alignment of the results of each automatic deletion penalty;
labeller with the manual labelling,

e the application of phonological and
acoustic-phonetic rules,

e the merging of the results of the two previous
alignments,

» the scoring and ranking of the labellers,

» the extraction of statistics about the two automati
labellers.

e sub[p,g], a substitution matrix including the penalties
for making a substitution between two phonemes. For
instance, to avoid that the algorithm matches aelow
with a stop consonant, the user can define a larger
penalty for the substitution of a vowel by a stop
consonant than for the substitution of two vowels.

The following equations define the distamtdeetween the
211 Conversion of theinput labels reference labelling r{, i=1,..,n) and the automatic
Given Al (resp. A2) the result of the alignmentaf labelling @, j=1,....m).
sentence by the first (resp. second) automaticllinge
tool, and Ref the hand-labelling of the same samen
As the two labelling tools and the human labelleyrase
different sets of phonetic symbols, the user mefind a
common phonetic alphabet. He must also define et~ Where subt(r;,&) is the Manhattan distance between
of rewriting rules used by CoALT to convert thedibof ~ beginnings and ends of the two phonemed;anding
A1, A2 and Ref into the labels of the common algab are monotonically increasing functions of the phuae

di—qj-1+ W.sub[ri, aj] + Wt.subt(ri,a]-)
d; ; = min di_yj+ w.del[r;] + w;.del (1;)

dijq+ w ins[aj] + wy. inst(aj)

Examples: duration.
— the manual labelling of TIMIT makes a distinction
between the closure and the burst of a plosive but2.1.4  Application of phonological and
usually automatic labellers don'tdo it : acoustic-phonetic rules
tclt =t], To be general and to fit the requirements of ther,us
— automatic labellers don't manage the IPA: COALT needs to know the degree of similarity desiog

[e= E] for French language. the user between the automatic and manual labelling

More precisely, when the different labelling todis not
have the same level of acoustic-phonetic accuracy o
when the user wants some differences to be igndined,
user can define rules to allow some substitutions
(described asllowed further), insertions, and deletions.
The rules are applied on the results of the twgnafients
computed at the previous step. Whenever CoALT appli
a rule, it stores this information.

Some examples of rules are presented below.

2.1.2 Application of equivalencerules
If the user does not want to make a distinctiorwsen
two phonemes or allophones, he can define the
corresponding equivalence rules. Before alignmadit,
A2 and Ref are rewritten using these rules.
For instance, if the user is not interested indifierence
between the two phonemes /e/ and /E/ in Frenclaar /
and /ah/ in English, the rules will be:

- for French: [ e= E]

- for English: [ ax= ah]

2.1.3 Alignment of the results of each automatic Examples of allowed substitutions

labeller If the user does not want to rank the two automatic
In this step, we first perform two alignments: beén Al labellers according to the difference between tie t
and Ref and between A2 and Ref. The alignmentphonemes /e/ and /E/in French or /ax/ and /aBhuish,
algorithm is based on an elastic comparison algorit he can set:

(DTW) and takes into account the labels and thgiet — for French: [e= E][E = e]
boundaries. The user can configure the algorithm by  — for English: [ax=> ah] [ah—=> ax]
setting:

We can notice that using equivalence rules is wiffe

* w andw, weighting coefficients so that the algorithm from using allowed substitution rules. As equivaien
favours either the matching of the labels or therules are applied before the alignment algorithm e
closeness of the boundaries. This method is differe phonological rules after, the final alignment réswdan

from that implemented by Dobrisek & Mihelic (2011); differ. Moreover, the advantage of using phonolabic
rules is that the user can know when and how dfieg

+ indp], an insertion penalty for every phoneme;have been applied. CoALT displays the allowed
phonemes with a weak penalty can be inserted morsubstitutions applied and their number (cf. Tablén7
easily. For instance, the user can assign a weakeection 3.4.4).
insertion penalty for extra speech segments to thelp
algorithm to consider them as inserted labels;
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Examples of allowed deletions

- Automatic labelling tools seldom model the glottal
stop:
[g = O], O denotes the null symbol.

- Some words have different pronunciations
according to the phonetic dictionary:
[ija=i0a].

Examples of allowed insertions

— When two successive words start and end with the
same consonant, some speakers utter only on
phoneme.

For instance: “porte tournante”: [t t ]

- Non-speech events (pause, noise, breathing

between labellers. Some hand-labelling don't

discriminate non-speech parts of the audio signal:

[ sil xx = sil O ], xx denotes a noise.

When a rule is applied on a sequence of at least tw
phonemes, the internal boundaries of the sequerece a
tagged as fuzzy in the automatic (Al or A2) anémerfice
(Ref) labellings. For instance, applying the fulga =

i O a], results in three fuzzy boundaries: betweemd//j/;

/il and /a/; /il and /a/. The shifts are not congolubn fuzzy
boundaries.

215 Merging of the two previous alignments

As shown in Figure 1, we then merge both previous
alignment results (each automatic labelling witke th
reference) into a single alignment.

The symbol “*" in the reference means an insertigrat
least one automatic labeller.

The symbol “*” in an automatic labelling result nmsaa
disallowed deletion and the symbol “+”, an allowed
deletion.

Alignment between Al and Ref

Ref|sil [ xx| | |[ae| m| z | * |ay |V

Al | sil | + | |ae| m| z | hh| ae |V
Alignment between A2 and Ref

Ref | sil | xx | | ac | m| z |ay| Vv

A2 | sil |+ I ae | m | * | a | Vv
Merged alignments

Ref|sil [ xx| | |ae | m |z | * |ay| Vv

Al |sil | + || | a | m |z |hh|ae| v

A2 |sil | + || | ae | m|* ae | v

Figure 1: Example of alignment merging for the tstédir
the sentence “lambs have...”; xx denotes noise
216 Scoring and
labellers
After all the sentences of the reference corpug teeen
processed in the previous steps, an alignment ssore
computed for each automatic labeller. Therefoey tan
be ranked. The score of each automatic labellbaged

ranking of the automatic
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on all the deletions, insertions and substitutitives are
not allowed and the boundary shifts.

The boundary shifts are computed for the matching
phonemes if they are identical or if the subsiitatis
allowed by a rule. Moreover, in the case of a fuzzy
boundary, no shift is computed. We compute thel tota
number of boundary shifts (TNBS) that are gredtanta
threshold defined by the user.

The final score of each automatic labeller is adin
combination of all the deletions, insertions and
substitutions that are not allowed and the TNBS Uider
chooses the linear weights according to the impogde
gives to the type of errors.

Moreover, COALT takes into account the systemaitis b

cough...) are not modelled with the same accuracythat can occur between the reference boundarieshend

boundaries given by an automatic labeller. Forinst, a
labelling tool based on HTK puts the beginning of a
phoneme at the beginning of the analysis windowi fat,
COALT performs two passes. In the first one it comes
the average shift between the boundaries of alhehnes
that have been mapped by the alignment algorithms T
average shift is then subtracted from all the beuied
provided by the automatic labeller. In the secoadsp
COALT again performs all the steps including the
alignment.

We can notice that the computed score of each attom
labeller is not an absolute score. Indeed, theiegtfn of

a rule between one of the automatic labelling dmal t
reference labelling can generate fuzzy boundarigbe
reference labelling. Because the user can choss®nit
evaluating criteria by defining rules, it would befair to
compare independently each automatic labeller thieh
reference labelling. Indeed, if the comparisons doee
independently, the fuzzy boundaries generated & th
reference labelling could be different. Therefothe
number of boundaries which are taken into accoant t
compute the shifts will be different. This is whp&LT
compares the automatic labellers together. When a
reference boundary is set as fuzzy for one aut@mati
labeller, it is also considered as fuzzy for theeoteven if
no rule has been applied.

2.1.7 Extraction of statistics
In this last step, COALT displays for each automati
labeller:

the n phonemes which were most inserted
(disallowed insertions) ,

the n phonemes which were most deleted
(disallowed deletions),

the n couples of phonemes which were most
confused (disallowed),

the average shift of the beginning boundary per
phoneme and per left context,

the average shift of the end boundary per
phoneme and per right context,



« the n phonemes which were most inserted3.3 Scoringand ranking

(allowed insertions) , COALT provides an error score for comparing the two
+ then phonemes which were most deleted (allowedabellers. The lower the score, the better thellebis. We
deletions), can notice in Table 1, that L1 is better becausnakes

« the n couples of phonemes which were mostl€ss disallowed confusion, and disallowed insegion

confused (allowed).

Number of phonemesin

Some statistics are also computed per class ofgrhes . 57668
nd per class of contexts defined by the user the reference lablling
and per class of contexts defined by the user. Labdler 1 2
- disallowed insertions 1679 (2.9% | 2316 (4.0%
Above all, the tool extracts from the statistice tmost disallowed daletions 521 (0.9% 389 (0.7%

relevant differences between the two automaticllatse disallowed substitutions | 4625 (8.0% | 6247 (10.8%

This helps to highlight the drawbacks and advartage  ["peginning shift > 20ms 961¢F 960¢
each labeller. In the next section, Table 2 sh@ws [ o4 shift > 20ms 929¢ 9422
example of the statistics displayed by CoALT. score about TNBS 16.4% 16.5%
final score 28.2% 32.0¥%

3. Anexample Table 1: The final scoring for the two automatiodéers

We present in this sectlor] an exqmple of using@Ald 34 Examplesof satistics
to compare two automatic labellings of the TIMITsTe T
data. The reference labelling is the hand-labelling Ve present here some statistics computed by COALT.
provided with the TIMIT database. , )
Both automatic labellers L1 and L2 are based on HMM 34.1  Disallowed deletions _
acoustic models and on MFCC (Mel Frequency CepstralTable 2 shows the disallowed deletions found by the
Coefficient) parameterisation with a 10ms frameftshi ~ elastic comparison algorithm when CoALT compares th
The acoustic models were trained on the TIMIT Train results of each automatic labeller and the maraleiling
corpus. For the labeller L1, the training stagesuses of TIMIT. For every phoneme of the manual labellingr
sequence of phonemes given by the manual labeding tool counts the number of deletions made by each
the sentence. For L2, only the sequence of wordassed  gytomatic labeller (Nb1 and Nb2). It then sortsirthe
and the phonetic transcriptions of every word were yitterance (Nb1-Nb2) and displays thgreatest and the
extracted frpm the CMU Pronouncing Dictionary v.0.6  iajjest values. The first rows of Table 2 show the
The phonetic alphabet is the TIMITbet. . . . .
phonemes for which L2 gives an improvement; on the

As phonetic lexicon, L2 uses only the CMU Pronouagci
Dictionary v.0.6, while L1 uses in additon some other hand the last rows show the phonemes forhwit2c

pronunciation variants extracted from the TIMIT ifra  degrades. This kind of results can be useful,rfstaince,
corpus (more precisely, the pronunciation varigiing ~ When we want to test the impact of changing oneistoo

a coverage rate of 50%, as detailed section 4.3) . model used by the automatic labeller.
Nb1-Nb2 | Nb1 | Nb2 | Label in Ref

3.1 Theequivalencerules 36 65 | 29 ax
According to the section 2.1.2, we define the fwileg 33 150 117 il
equivalence rules. These rules are similar to those 24 51 27 ih
proposed in (Lee & Hon, 1989): 16 23 / d
[ux = uw] 8 39 | 31 hh
[axr = er] 6 7 1 eh
[em = m] 6 101| 95 t
[en= n] 6 16 | 10 y
[el=1]
[rx = n] 1 0| 1 ch
{g(n;'ﬂg] 1 3| 4 dx
[hv = hi R
[ax-h = ax] > 5 > in
32 Thephonological rules -7 9 | 16 ly

According to the section 2.1.3, we define the fallg Table 2: Disallowed deletions

phonological rules:

{Slz DD ]] COALT also sorts on Nb1 and Nb2 and thérst values
[dx = t] are displayed as shown in Table 3. This classical kf

[dx = d] results could be used to highlight that a phordiffecult
to detect by one of the labellers.
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Labeller 1 Labeller 2
Label in| Subst. . Subst.
Tg(l) '—akr’e' Nlblz7 '—abre' Nb1 | -2 oo | Nb2 [Labelinref| HOY
65 ax 31 hh 457 ax ah 118P ax ah
51 ih 29 ax 292 ax ih 250 er r
39 hh 27 ih 243 ih Iy 246 ih Iy
23 d 16 |y 201 ih axX 196 er uh
16 y 10 y 169 q t 170 ao aa
— 147 iy ih | 167 q t
Table 3: Top sevephonemes producing disallowed 127 ao aa 162 eh ae
deletions 125| eh ae | 142 iy ih
34.2 Allowed deletions 120 2 Z 130 h en
CoAlt performs the same calculations for the deteti Table 6: Top ten disallowed substitutidos each
allowed by the phonological rules defined in 3.2. labeller

According to these rules, allowed deletions caruofaor
only two phonemes. Therefore, in Table 4, the top
reduces to 2 and the user can know how many tihees t
rule was applied by the comparison tool.

The last rows of Table 5 show that adding pronuiuma
variants reduce the number of substitution errors.
Table 5 also shows a huge difference between L1.and

NDL label Nb2 label for the substitution between /ax/ and /ah/. Thellab L2
983 q 1010 q use the CMU dictionary which does not make a
544 S 599 S# distinction between these two phonentag:(/b ah t/ and

_ _ about: /ah b aw t /).
Table 4: Tom phonemes producing allowed deletions  |f the user is not interested in discriminating//ard /ah/,
he can add the phonological rule : [axah]. In this case,

343 Insertions _ the substitutions between /ax/ and /ah/ will bented as
CoALT displays similar tables for the disalloweddan gjiowed substitutions (cf. Table 7) but not in tfieal

allowed insertions made by the two automatic lasll score. L1 final score improves from 28.2% to 27 &%

o L2 final score from 32.0% to 30.2%.
3.4.4  Substitutions

In the same manner as for deletions, CoALT computes Labd in] Substituted Labd in] Substituted
statistics about disallowed and allowed substinsio Nbl ™" label Nb2 ™7 label
Table 5 shows the disallowed substitutions sortéth w 457| ax ah 1183 ax ah
respect to the difference (Nb1-Nb2) and Table fldised 294 dx t 675 dx t
the top-ten disallowed substitutions for each lkgel 188| dx d 228 dx d
48 ah ax
) Label Substituted 10 d dx
Nb1-Nb2 | Nbl | Nb2 in Ref label 5 n o
201 201 0 ih ax .
177 202 | 115 ax in Table 7: Top ten allowed substitutions
55 82 27 eh ih
48 48 0 ah ax
38 114 76 aa 20 345 Boundary shiftsabove a given threshold
34 55 21 q s# - . .
Statistics are computed about boundary shifts awgven
25 36 11 ae eh ) .
o5 5 ) ey h threshold defined by the user. For both automatiellers
- and for every phoneme of the manual labelling, toot
22 30 8 ah ih P
counts (for every left context) the number of begig
37 125 | 162 eh 2e boundaries whose shift is g_rea.ter than a threstdid
and Nb2). It then sorts their difference (Nb1-Niz2)
43 | 127 170) a0 aa displays then greatest and thesmallest values (cf. Tabl
5 62 116 or ah 8|)sp ays then greatest an smallest values (cf. Table
65 15 80 ].h Y It also sorts on Nb1 and Nb2 and the n first valaes
-86 43 129 ih ae i .
displayed as shown in Table 9.
176 74 | 250 o ' The soft tes th tatistics for the
184 12 196 or un ! e 30 ware computes the same statistics for e
732 | 457 | 1189 ax ah oundaries.
-877 553 | 1430 ih ah

Table 5: Disallowed substitutions
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Table 8: Shifts of the beginning boundaries forhepair
(left context, phoneme) in the reference labelling

Nbl left label | Nb2 left label
context context
226 s# d 203 s# d
182 ao I 182 ao I
175 aa r 169 aa r
153 t S# 153 q ao
152 y ih 151 y ih
143 q ao 140 t St
134 S# dh 132 q ih

Table 9: Top 7 shift of beginning boundaries with
corresponding pairs (left context, phoneme)

3.4.6

Average shifts of boundaries per phoneme

class

The user can define the class of phoneme and &iss of
context for which he wants to get the average sifithe

beginning (resp. end) boundaries. In this example,

define the following classes:
voiced stops: /b,d,g/
unvoiced stops: /p,t,k/
/ax,aa,ae,ah,ao,aw,ay,eh,er,ey,ih,iy,ow,

vowels:

oy,uh,uw/
affricates: /ch, jh/
fricatives: /dh,f,hh,s,sh,th,v,z,zh/
glides: /l,m,n,ng,r,w,y/
silence: /s#/

For the classes of context we gather voiced andioad
stops, and affricates and fricatives. Table 10 shaw
extract of the results for beginning boundaries.
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Nb1-Nb2 | Nb1l | Nb2 | left context | label L1 L2
65 68 3 ih er Average| ., | Average| o Left | phoneme
53 76 23 iy ih 1 2 context _
34 39 5 y er 39.7ms 244 | 40.1mg 244 | Stops Vot'“{d
33 33 0 ae jh VS _°P~d
23 25 2 jh er 78ms| 1839 80mg 1839 vowels o >
23 226 | 203 s# d VOiCF(; 5
21 132 111 r iy 16.2ms 296 | 25.1 mg 297 | fricatives stop:
20 74 | 54 ih z Voiced
............... 11.7ms 725 | 13.9ms 739 | dlides | .,
-19 5 24 k ok
19 37 | 56 W .Za 39.0ms 350 | 425mg 350 | silence \/Sot'ocgd
-23 46 69 n t \oiced
o5 T3 100 S 7 14.8 mg 3454 | 16.5 mg 3469 all stop:
gg :7 gg s:# aye Table 10: Average shifts of beginning boundarieas pe
35 16 51 ] ah phoneme and left context classes
-35 62 97 z St#

4. Tuning of parametersfor automatic
labelling

4.1 Introduction

We used CoALT to choose the best parameters of our
automatic labeller. This automatic labeller is lohem
HMMs and on a MFCC parameterisation with a 10 ms
frame shift. It needs a set of phoneme models and a
phonetic lexicon. We chose context-independent hsode
because it has been shown they provide betterraégh
(Toledano & Gomez, 2003).

For each sentence of the Test part of the TIMITpasy

the labeller provides the sequence of phonemeshemd
boundaries.

We have tested the number of pdfs and several phone
lexicons, and different sets of models,

For all the experiments, the HMMs were trainedtios
Train part of the TIMIT Corpus and the reference
labelling was the manual labelling provided withe th
TIMIT corpus. Unless otherwise stated, the rulesthose
presented in sections 3.1 and 3.2.

The shift threshold was set to 20 ms as a good
compromise. Indeed, Kawai and Toda (2004) have show
that in Japanese phoneme boundaries put by fouatium
labellers can differ on average up 20ms. Wesenizk a
Kipp (1996) have compared the labelling of 64 Germa
sentences by three human labellers and an automatic
labeller: they have shown that as much as 96% of
hand-labelled boundaries are within a range of 20 m

4.2  Tuning of the number of pdfs

In this first experiment, the acoustic models weathed
using only the sequence of phonemes provided by
hand-labelling of the TIMIT Train corpus. The phtioe
lexicon was the CMU Pronouncing Dictionary v.0.6e W
assessed our labeller with respect to several nigrdfe
pdfs: 1, 2, 4 and 8. Increasing the number of gdfgades

the quality of the alignment. We have got the saesellt

as that obtained by (Toledano & Gomez, 2003) fan20
shift. The best results were obtained with 1 od&@nd



the difference between them is not significant. l&atl

shows that increasing the number of pdfs incretises
number of boundary shift errors.
For the following experiments we kept the phoneme

models with one pdf.

Number of phonemesin

thereference labelling 57668

Labeller with 1 pdf with 8 pdfs
disallowed insertions 2302 (4.0%) | 2307 (4.0%
disallowed deletions 37C (0.6%) 316 (0.5%)
disallowed substitutions | 619¢ (1C.7%) | 6421(11.1%)
beginning shift > 20ms 9572 1025¢
end shift > 20ms 929¢ 9932
score about shifts 16.4% 17.5%
final score 31.7% 33.2%

Table 11: Final scoring for 1 and 8 pdfs

4.3 Influence of the phonetic lexicon

For this second experiment, we investigated tHeemnice

of the pronunciations available for each word. A8a3of

all the occurrences of the TIMIT Test words beltmghe
Train corpus, we wanted to evaluate how adding
pronunciation variants observed in the manual latuel
of the Train corpus influences the quality of tlwoanatic
labelling.

The baseline lexicon was extracted from CMU
Pronouncing Dictionary v.0.6. It contains 2379 wsathd
2890 pronunciations (i.e. 1.2 variants per wordg. hilt
the other lexicons by adding the pronunciation asats
observed in the manual labelling of the Train caerfiim

et al., 2011). For that, for each word of the Treanpus,
we sorted the variants by their number of occumsnc

Then, for each word, we selected as many variasits a

necessary to achieve at least a given coveragdeof t
pronunciations. We chose the following coveragesat
50%, 75%, 90% and 100% (ALL) which correspond
respectively to 7967, 9170, 10355 and 11220
pronunciations. As CoALT compares the labellinglsoo
two by two, Table 12 provides the results achielbgd
COoALT when it performed pairwise comparison of the
five automatic labellers according to the different
lexicons.

We can notice that adding frequent pronunciatiaiaws
improves the quality of the alignment but addinigtiad
phonetic variants degrades the alignment. Indéedgess
common variants often correspond to atypical
pronunciation and add noise to the automatic lebell

LUL2 Labeller L2

+ 50% +75% +90% ALL
— |CMU (31.7/28.2 31.7/28.4|31.7/29.1 31.7/32.7
-
. +509% 28.2/28.4/28.2/29.1 28.2/32.7
% +75% 28.4/29.1 28.4/32.7
— 1+90% 29.1/32.7

Table 12 : Pairwise comparison scores in % accgrttin
the phonetic lexicon
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4.4 Influence of the training of the phone

models
With CoALT, we compared two automatic labellersngsi
two ways to train the acoustic models on the Tcaipus.
For the labeller L1, the training stage used tlipisace of
phonemes of a sentence given by the manual laggtlie
set contained 43 models. For L2, only the sequerfce
words was used and the phonetic transcriptions/eifye
word were extracted from the CMU Pronouncing
Dictionary v.0.6; the set contained 3 acoustic notiss
than for L1: /qg/, /dx/ and /ax/.
Both automatic labellers used the phonetic lexicon
including the pronunciation variants providing aerage
rate of 50%.
Using manual labelling for training models improvks
automatic labelling score by 0.6% (from 28.8% ta228).
This improvement is significant but weak considgrihe
costly and time consuming effort required by manual
labelling. As the labeller L2 did not contain theahel /ax/,
we added the phonological rule [a&ah], as expected
the gap between the two comparison scores reduces,
(respectively 27.9% and 27.5%).

45 Summary

With CoALT, we have tested several parameters of ou
automatic labeller for English. We can concludet tha
increasing the number of pdfs of the acoustic model
not useful and even degrades the performance. ©n th
other hand, adding common pronunciation variants
improves the labelling performance. Moreover the
manual labelling is not useful for training acoostiodels
but for extracting relevant pronunciation variants.

5. Conclusion

In this paper, we presented a tool that comparestbults

of two automatic labelling tools to a reference man
labelling in order to rank them. The ranking is ézh®n
the computation of insertions, deletions, substing,
and shift between boundaries.

Besides ranking, the tool provides information abou
errors made by each automatic labelling tool and
emphasizes their differences (for instance insertio
deletion).

The main feature of our software is that a userdefime

its own criteria for evaluating and comparing two
automatic labelling tools.

Moreover, CoALT can be used for different languages
provided that the user defines the phonetic alphabé
the optional rules. CoALT will soon be availableden
GPL.
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