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Abstract
In this paper, we present the founding elements of a formal model of the evaluation paradigm in natural language processing. We
propose an abstract model of objective quantitative evaluation based on rough sets, as well as the notion of potential performance
space for describing the performance variations corresponding to the ambiguity present in hypothesis data produced by a computer
program, when comparing it to the reference data created by humans. A formal model of the evaluation paradigm will be useful
for comparing evaluations protocols, investigating evaluation constraint relaxation and getting a better understanding of the evaluation
paradigm, provided it is general enough to be able to represent any natural language processing task.
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1. A Set Model of Objective Quantitative
Evaluation

To our knowledge, no formal framework exists for studying
the evaluation paradigm; we propose to lay the foundation
for such model based on the mathematical notion of “rough
sets”(Skowron et al., 2002), particularly adapted for reason-
ing about ambiguity in natural language. Natural language
is ambiguous for a large part and an extra amount of am-
biguity is brought by the evaluation paradigm where, a ref-
erence data, created by humans, is compared to hypothesis
data, yielded by a computer program.

We propose to consider the notion of potential perfor-
mance space, for describing the performance variations cor-
responding to the ambiguity present in the hypothesis data.
A formal model of the evaluation paradigm will be useful
for comparing evaluations protocols, investigating evalua-
tion constraint relaxation and getting a better understanding
of the evaluation paradigm, provided it is general enough to
be able to represent any natural language processing task.
With the evaluation paradigm, a computer output is com-
pared to a reference dataset of human origin. The underly-
ing hypothesis is that similarity of the two datasets of suf-
ficiently large size should be considered as a proof that the
computer computer model is a faithfull emulation of the
human processing.

In our terminology, the “control task™ is the information
processing task whose performance we wish to assess,
when done by some computer system. For instance in In-
formation Retrieval (IR), given a set of documents and a
query, the control task is the identification of the documents
which are relevant with respect to the given query.

Control tasks can vary greatly in nature. Identifying ob-
jects or classes of objects present in the input data is one
of the most straighforward control task, e.g. POS tagging
(Paroubek, 2007) or named entity recognition (Nadeau and
Sekine, 2007). In some cases, the instances of objects of in-
terest are identified and the systems has only to identify the
class they belong to (e.g. IR or Word Sense Disambiguation
(Edmonds and Kilgarriff, 2002)). But the control task can
also be much more complex in nature, for instance when
the aim is to identify objects, primitive relations holding

between objects and higher level relations holding between
primitive relations, like for parsing (de la Clergerie et al.,
2008), anaphoric resolution (Vilain et al., 1995) or image
recognition (Unnikrishnan et al., 2007). In other cases, we
are only interested by the final product of the transforma-
tion of the objects and relations identified in the input data,
like in Machine Translation.

A control task is thus a process that links test data units
produced by a segmentation of the input data to output data
units, possibly organized in a hierarchy. Output units can be
seen as annotating the input units, which caused their cre-
ation what ever their nature, e.g. in a translation task from
French to English, “The” can be considered as annotating
“Le” in the sentence “Le restaurant est fermé” (The restau-
rant is closed.) and in a parsing task, the syntactic depen-
dencies can be considered as annotating the input sentence.
Assuming that the test data is the result of a segmentation
process of an input medium (character stream, speech sig-
nal, etc.) represented by S = {s;/0 < i < N € N}, and
the set of annotation labels by A, the m layers of relations
graphs p resulting from the annotation process can be ex-
pressed as follows':
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po represents the first layer of annotation of the test data and
p; the successive layers of annotations, which can address
other annotations from any layer.

Note that while the annotation graph model from LDC
(Bird and Liberman, 2000) encodes the direct relationship
between annotations and events from the various linear in-
put streams, we represent in our model the potentially re-
cursive structure of the annotations.

"In formula 1, P(x) is the set of all subsets of x.
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For quantitative evaluation, when comparing the set of re-
lations identified by the computer H (hypothesis data) with
the one identified by humans R (reference data), the per-
formance result is obtained by computing some measure
defined over the two previous sets of relations. The result
of evaluation, a measure p X p — R, is a function of S the
segmented test data, whose role in linking reference and
hypothesis data is essential for the computation of the eval-
uation result. It may happen that the system under test uses
relations p’, whose semantics differs from the one of the
reference (but nervertheless remains mappable to). It may
also happen that the input data is modified by the tested sys-
tem because of noise, data corruption or specific normaliza-
tion, or that the segmentation function used by the system
is different from one that was used to process the reference
data, or both. With S’ the new segmentation function, the
hypothesis can then be better described by :

H = LnJ H]‘,TLEN
=1
q
Hi= U {S#SA4+#ArcPE)rxA)}
k=1
H= U {rcP{(SUH.) - x(S"UH,,)
k=1
XA/),I’k < Z}
(2)

In addition to the mapping p from relation annotation labels
A’ provided by the system to the reference labels A, one
then must be able to find a “reasonable” mapping M be-
tween the segmentations S and S’ to be able to compute an
evaluation result. Here, reasonable means a mapping that
maximizes the global similarity between the reference and
hypothesis data with respect to a particular similarity func-
tion o, e.g. using dynamic programming to find the map-
ping that minimizes the edit distance between two slightly
different versions of the same text to compare their POS tag
annotations (Paroubek et al., 1998).

M = argmax Y, , o(m(h), ),

m e P(S") — P(S), ®)
o:P(S) x P(S) —[0,1]

Often in an evaluation campaign, the organizers define sev-
eral measures in conjunction and use the vector space cor-
responding to the measurement tuples to synthesize the per-
formance comparison with euclidian distance.

2. Enumerating Events

A quantitative objective evaluation results is a function of
the assessment of the relative similarity (/dissimilarity) be-
tween the annotations produced by the system under test
and the gold standard. In the most general case, a similarity
measure is a function of the three subsets: TP = RN H,
FN = R\(RN H) and FP = H\(R N H), true pos-
itive, false negative and false positive annotations (Man-
ning and Schiitze, 2002). As measure we often use: “accu-
racy”’(Labatut and Cherifi, 2011), “error” (eq. 4), the Jac-
card coefficient (eq. 5), or the F-measure (eq. 6) which
combines precision and recall.

X H R

Figure 1: Subset support of quantitative evaluation (Man-
ning and Schiitze, 2002).
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In the end, independently of the evaluation protocol and its
annotations, all performance measures are function of the
cardinal of the subsets: TP, FP,FFN and T'N.

3. A Rough Set Model of Ambiguity

As we have seen, the results depends on the criteria for de-
ciding whether an annotated item from the gold standard
is the same as the corresponding annotated item of the hy-
pothesis data, i.e. on the equality relations defined over the
p; (see eq. 1). Sometimes a strict equality relation is con-
sidered a too strict criteria and one would prefer to have
more a gradual decision function, considering several an-
swers as acceptable, possibly with different degree of ac-
ceptability. As evaluator, we can :

e authorize the systems under test to give alternative an-
notations for a test item instead of a single one (Resnik
and Yarowsky, 2000), i.e. use an equivalence relation
instead of an equality relation. Its classes are defined
by extension in the reference data.

e incorporate in the evaluation protocol an equivalence
relation instead of an equality relation (Paroubek et al.,
2006).

Taking into account ambiguity in our model requires to shift
from a classical set theory model to the rough set model
(Skowron et al., 2002) of Zdzistaw Pawlak (Pawlak, 1982),
which fits perfectly the situation of hypothesis (and refer-
ence) annotations with ambiguity (see Figure 2). In the
classical set theory, the boundaries between sets are crisp,
i.e. there is a clear cut distinction between its inside and its
outside. In a rough set, there is a boundary region between
the two, made of the elements that could belong to the set
under certain conditions. The boundary region of a rough
set is made of the elements that validate some of the pred-
icates defining the inside, but not all the predicates. The
elements that do not validate any of these predicates consti-
tute the outside. Rough sets make explicit the granularity of
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information associated to the definition of a set 2. A rough
set can be numerically characterized with the accuracy of
approximation coefficient (Komorowski et al., 1999).

Let A = (U; A) be an information system (i.e. a subset
of U x A)yandlet B C A and X C U. X can be ap-
proximated with the information contained in B, by con-
structing the B-lower and B-upper approximations of X :
BX and BX respectively, where BX = {z/[z]p C X}
and BX = {x/[z]p N X # (}*. With this notations the
accuracy approximation coefficient is:

_ |BX]|

~ |BX| @

OéB(X)

H and R defined in section 1. are information systems. In
the evaluation process, if we consider an equivalence re-
lation =~ instead of of an equality relation, H (and R if
it contains ambiguous annotations) approximate the theo-
retical hypothesis (and reference) sets with respect to the
equivalence criteria ~. The accuracy approximation coeffi-
cient can serve to quantify the amount of change induced in
the performance space by using an equivalence relation in-
stead of an equality relation (see section 3.2.). For instance,
among all the previous measures of section 2., if we con-
sider precision p (cf eq. 6), its value p, will be as follows:

p-(1-ax(H)) <px <p.(l+ax(H)) B

Figure 2: Rough sets and quantitative evaluation with am-
biguity.

3.1. Measuring Ambiguity

A corollary to introducing ambiguity in the evaluation pro-
tocol is the wish to gauge how much a systems uses this
possibility to improve its performance value. One will want
to know whether the system has clearly identified problem-
atic annotation cases, difficult even for human annotators
or whether its simply tried to improve its chances at find-
ing a correct answer by providing a larger number of an-
swers. This can be evaluated by the measure of decision,
proposed (Paroubek et al., 1998) to assess the level of an-
notation disambiguation, by measuring the average number
of tokens completely disambiguated. The resulting value

2See http://chc60.fgcu.edu/EN/HistoryDetail.aspx?c=12  for
history and tutorials on rough sets

3x]  denotes the equivalence class of the B-indicernibility re-
lation for element z, i.e. the subset of X made of all the elements
indiscernible from x according to the attribute set B.

is located in the interval [0, 1] and provides a uniform mea-
surement for both complete and partial tagging disambigua-
tion schemas (Pak and Paroubek, 2010).

In more general terms, decision D is then the ratio between
the number of all the equivalence classes of size 1, over the
total number of equivalence classes defined by the equiva-
lence relation over the annotations.

p = He/llell =1} _ [{z/[z]~ = {z}}]
|H/~| |H/~|

The decision measure will give us the means to quantify
how far we are from a fully deterministic system.

3.2. The Potential Performance Space

Relaxing the task constraints or modifying the reward func-
tion (or both) necessarily leads to modification of the mea-
surements takens, and if ambiguity annotation is allowed,
the hypothesis data may contain ambiguous annotations, it
is then legitimate to ask oneself, what would have become
of the performance of the considered systems, if it had at-
tempted full disambiguation, what is the limit performance
range defined by failures or successes at disambiguating the
remaining (partially) undecided annotations. In that con-
text, the possible variation range of the evaluation parame-
ters defines what we call the potential performance space.
The measure space Sy is the structure formed by the col-
lection of vectors constituted by the different measures of
an evaluation process. For example, the combined preci-
sion/recall values form a two-dimensional euclidian space.
Inside this space Sy, the potential performance space PPS,
is the subspace formed by the collection of possibly acces-
sible vectors, with respect to the given evaluation protocol
defined by its equivalence relation.

The amount of variability in performance associated with
partially disambiguated hypothesis data can be quantified
with the accuracy approximation coefficient defined in for-
mula 7 of section 3. for rough sets. The set of true positive
hypothesis items is then approximated by its lower and up-
per approximations as defined by the reference items and
the ambiguity resolution applied to ambiguous hypothesis
items (see figure 2).

_ 180l

| Ripl
For evaluations where the order of annotation units is im-
portant, and/or where decision on some units has conse-
quences on choices concerning other units, the “decision”
dimension (or “time” as decision order dimension) is im-
portant and should be considered through the different pos-
sible ways to explore the potential performance space. Fig-
ure 3 shows the evolution of the PPS of a precision measure
on a basic annotation task, as decisions are made. PPS can
have very different slopes when annotations are not inde-
pendent from each other. In this case, making a single de-
cision can lead to more or less choices about further depen-
dent annotations, thus distending the potential performance
space. Considering this potential performance space is in-
teresting for the evaluator because it sheds some light on
the precision of the evaluation measure itself and it is in-
teresting for the participant, because it can provide hints at
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Figure 3: Evolution of Potential Performance Space (PPS)
of precision measure according to decisions.

potential performance limitations or improvements. In par-
ticular, information about the boundaries of the space, what
is the best or worse performance, reachable from a given
measure point if ambiguity would be fully resolved.

Reward function Depending of its aims, an evaluation
can be more or less strongly related to a particular applica-
tive context. As a results, it is sometimes needed to bias
the performance measures to take into account some speci-
ficity of the applicative context, for instance privileging re-
call over precision in security-oriented information retrieval
by acting on the value of the 3 parameter of the F-measure.
This is a notion of reward function in the process of evalua-
tion performance computation. While the equality or equiv-
alence relation defined by the protocol tells us which items
are correct annotation items, the reward function tells us
what bonus do we get by finding the correct annotation, or
finding an annotation that is a “reasonable” approximation
of the correct one. Both modifying the equality relation
or the reward function has an impact on the performances
measured, but the implications are different. While the
equality function is a technology-oriented (intrinsic evalua-
tion), the reward function is a user-oriented (extrinsic eval-
uation). It has no theoretical link with the operational se-
mantics of the control task or its representation. Changing
the reward function does not change the comparisons re-
sults between reference and hypothesis data.

4. Applying the Model to Real Evaluations

In this section, we show that our model can represent well
known evaluation protocols from different domains of nat-
ural language processing (Paroubek et al., 2007).

4.1. Classification

For this kind of task, the purpose is to segment a data set
in order to highlight parts of this set that belong to specific
classes (predefined or not), and possibly to provide rela-
tions existing between these parts.

[=]

. non-relevant document
E relevant document

Figure 4: Classification of the set of documents among two
parts (relevant and non relevant) for each query: for @,
DI, D4, D8 and D9 are relevant; for 02, D2, D4 and D10
are relevant.

We take the examples of information retrieval, named entity
recognition, temporal annotation and parsing.

Information retrieval Classical information retrieval
aims at finding full documents that are relevant to a given
query ). The document collection C' is the input data (the
retrieval unit is the entire document level). Here we con-
sider a simplified instance of the general model presented
in the previous section, in a sense that the segmentation of
the test data into units to be annotated is provided, it is made
of the documents themselves, see Figure 4.

This is a classification task, since the aim is to produce
a partition of the collection, between relevant and non-
relevant documents, with respect to the query. In practice
the evaluation data contains several queries, but since in
general they are considered independent of each other, the
evaluation resolves to a series of single query evaluation.
In other words, variables introduced in Section 1. are in-
stanciated in the following way:

S : the structuration corresponds to the exist-
ing document boundaries,
A . asetof two labels: relevant for the query
or not relevant for the query
p=p1 : asingleton made of one unary relation that

tag the relevance of each documents.

Named entity recognition The following steps can be
identified concerning named entity recognition:

1. Identification: finding which data units of the test set
need to be annotated.

2. Categorization: finding the appropriate relation to an-
notate a data unit from the test set, e.g. tagging word
sequences with labels for locations, persons, organisa-
tions, etc.

A normalization step can be added, as for example at
the Temporal Expression Recognition and Normalization
(TERN) Task of EVALITA (Magnini et al., 2008), where
temporal expression should be associated with a universal
representation of the expression. All NE types can be con-
cerned by this normalization, for example person names,
since they exhibit often many variations in their realiza-
tion: “Barack Obama”, “B. Obama”, “President Obama”,
“Barack H. Obama”.
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Figure 5: Classification of the sets of characters consider-
ing the named entity types (here, organizations, locations,
dates, none).
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Figure 6: Classification of the sets of characters considering
the named entity types and relations to normalized entities
in a separate knowledge base.

Note that for named entity recognition, the segmentation
function of the test data into elementary units is generally
not provided by the evaluation organizers. This is not the
case for the following example: TempEval.

S . the segmentation of NE types, at character
or word level
A : the set of NE class labels
p=p1 : asingleton holding the unary relation link-

ing the NE to its class label.

Temporal annotation Temporal annotation as defined
by TempEval evaluation campaign (Verhagen et al., 2007)
consists in the following: given a set of test texts for which
sentence boundaries are annotated, as well as all tempo-
ral expressions and events in texts, the control task goal
is to link events to other events, or events to time expres-
sions (see Flgure 7).

S : the segmentation of the token stream into
temporal expressions, signals, and events.
A : the set of temporal expression signal and

event class labels, as well as temporal rela-
tions labels.

1/ the relation that links a temporal expres-
sion, signal or event to its class label, e.g.
kipnapped is an event.

2/ plus all the labeled time relations be-
tween the temporal elements e.g.  kid-
napped is before rescued.

pP=p1

Parsing The aim of automatic parsing is to provide a
complete/partial structural analysis of a sentence expressed
in terms of:

e chunks,
meaning,

sequences of words with some syntactic

. e

- temporal expressions

Ingrid Betancourt FARC
DURIN AFTER
on e was Colombian

security forces six and ahalf years'later

Figure 7: Temporal annotation.

e constituents, sequences of words which function as a
single units within a hierarchical structure,

e dependencies, relations linking a particular word (the
head) and one of its dependents,

e links, relation between pairs of words whithout neces-
sarily referring to a tree hierarchy,

e grammatical relations, i.e. relation/head/dependent tu-
ples (Watson et al., 2005),

e derivation/derived tree (Schmitz and Le Roux, 2008)
describing the construction of the syntactic parse tree,

e ctc.

Since theories and annotation schemes are quite numerous
and diverse in parsing, we present here only a few anno-
tation schemes which have been used for evaluation: the
PennTreebank (Marcus et al., 1993) for constituent analysis
of English and PASSAGE (Vilnat et al., 2010) for chunks
and grammatical relations in French. The PennTreebank
example is the first example of annotation scheme in this
article which exhibits both relations between annotated el-
ements (words) and their class label (e.g. the relation be-
tween NP-SBJ and “I”’), as well as relations between anno-
tations themselves (e.g. the toplevel relation between S and
the constituents NP-SBJ and VP).

comp

~such as‘ cotton ‘soybean‘ and ‘ nce‘

mod-n coord coord

Figure 8: Example of PASSAGE annotation

The Penn Treebank constituent annotation model:
the segmentation into words units of the in-

put stream

A : the set of constituent labels

p1 . relations between words and their deepest
layer of constituent label

p; - relations between words and constituent

labels, or between constituent labels of
deeper levels

p Upj,meN

The PASSAGE annotation scheme has only one layer
of non-recursive syntactic chunks and grammatical rela-
tions defined between words and/or chunks (cf Figure 8).
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Element of comparison between the passage annotation
scheme and PARC, SD and GR, three other syntactic an-
notation schemes used for English parsing evaluation are
provided in (Paroubek et al., 2009).

The PASSAGE annotation model:
S the segmentation into words units of the in-

put stream
A : the set of chunk and relation labels
p1 - the relations between words and their

chunk labels, or relations for which at least
one argument is word (e.g. coordinating
relation for whose coodinating conjunction
argument is always a single word not in-
cluded in any chunk, see Figure 8)

p2 . the relations linking chunks only

p i prUp2

4.2. Transduction

Lastly, a very different type of applications is the set of ap-
plications producing an output that is not an enrichment (or
annotation) of an existing test set, but a new object ob-
tained by transformation from or in response to another
object. Examples of transduction applications are: ma-
chine translation, speech synthesis, automatic summariza-
tion, language generation (Koller et al., 2010) or machine
dialogue.

For all these examples, 7" is a document seen as a sequence
of characters to be either translated, synthetized, summa-
rized, etc. S is the existing segmentation into language
units, while A is the result of the operation: the translation
of a language unit into the target language, the synthesis of
a language unit into sound generation instructions, etc. R
is the set of links between language units in the test set and

elements from A.
the segmentation of the input stream into

transduction source units

A . the corresponding transduction target units
labels
p=p1 relations between source and target units

Note that we can consider multilingual alignment tasks
(chuang Chiao et al., 2006) to be degenerate cases of trans-
duction task, where the target labels are provided as input
data and the systems under test need only to identify the
relation between source and target units.

5. Conclusion

We have first proposed a model of objective quantitative
evaluation for natural language processing based on rough
sets, distinguishing the annotation equivalence relation (in-
trinsic criteria) and the reward function (extrinsic criteria),
second we presented the notion of potential performance
space to describe the effect that resolving the remaining
ambiguity of the hypothesis data would have on the per-
formance range. We have also shown that the accuracy
approximation coefficient used to quantifies the level of
“roughness” of a rough set can be used to describe the
amount of variability of the potential performance space
corresponding to the ambiguity present in the hypothesis
data. Our future work will concern using and refining our
model in order to obtain, from the formal representation,

results that help compare, design and validate evaluation
protocols.
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