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Abstract

Manual annotation of large textual corpora cands-prohibitive, especially for rare and under-tgsed languages. One potential
solution ispre-annotation: asking human annotators to correct sentenceshtha already been annotated, usually by a machine.
Another potential solution igorrection propagation: using annotator corrections to dynamically imgrow the remaining
pre-annotations within the current sentence. Teeareh presented in this paper employs a contrabed study to discover under
what conditions these two machine-assisted anoottgchniques are effective in increasing annotgieed and accuracy and thereby
reducing the cost for the task of morphologicatyatating texts written in classical Syriac. A préhary analysis of the data indi-
cates that pre-annotations improve annotator acguvhen they are at least 60% accurate, and amncjaeed when they are at least
80% accurate. This research constitutes the fystematic evaluation of pre-annotation and coroecpropagation together in a

controlled user study.
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1. Introduction

Morphological analysis of Syriac involves segmegtin

The current success and widespread use of daterdriv word into its constituent morphemes and labelinghea
techniques for processing human language make anno@ccording to its grammatical form(s). For our pegs a

tated corpora an essential language resourcensiance,

many popular natural language processing (NLP)-algo

rithms require significant amounts of high quaktyno-
tated training data in order to perform effectivelyso,
annotated text can be useful in its own right esans of
exploring the language and the culture that produte
For example, one might use syntactic annotatiostuidy
discourse patterns, or topical annotations to trimk
movement of important ideas through time and space.

Scholars at the Center for the Preservation of émici
Religious Texts (CPART) of the Neal A. Maxwell Iist
tute for Religious Scholarship at BYU and at thée®tal
Institute at the University of Oxford are jointlyonking
on a project called the Syriac Electronic Corpuish the
goal of creating a comprehensive, labeled corpudasf
sical Syriac. Classical Syriac (‘kthobonoyo’) is an-
der-resourced Semitic language of the Christiarr Heat
and a dialect of Aramaic. It was largely replacgdiloa-
bic as a spoken language by the end of the ninttucg
and is now primarily a liturgical language. Manylific
authors wrote in Syriac. The goal of the SyriaccElmic
Corpus project is to annotate all of these texth wior-
phological information to facilitate systematic dyuof
Syriac by historians, linguists, and language leegn
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Figure 1. The Syriac word token LMaLK'K,uON “to
your king” and its related forms.
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word token consists of a prefix, a suffix, andem, which
we define as the remaining text. The dictionarat@n
form (or baseform) and, where applicable, the rarat
identified from the stem (Figure 1).

In contrast to English, where searching for a femnfs of

a word is often sufficient for discovering patterefiect-
ing the word’s usage and meaning, in Semitic laggaa
search and discovery are not so straightforwardvdf
could search Syriac texts on citation forms or ewen
roots, we could search for and discover patterreaaiy
as in English; however, Syriac roots are altered by exten-
sive inflectional and derivational morphologicabpess-
es such that numerous surface forms correspondyto a
given root. As a result, searching Syriac texhéeffective
since one must either limit one’s query to a sinigle
flected surface form or use heuristics to expaediytnery,
buying higher recall at the price of lower precisio

A morphologically annotated digital corpus of asks
studied language lends itself to search and therefm
careful study in a way that formerly only expertauic
attempt based on long years of familiarity. Suchctated
corpora enable scholars to study and discover dh&rie
butions of and trends in historical documents. ©ue
standing example of such a corpus is the Dead &edS
Electronic Library, assembled by CPART scholarsv(To
2007). The Syriac Corpus will be an artifact of i&am
value to linguists, Syriac students, and schola&yoac,
the Near East, and Eastern Christianity.

Unfortunately, creating annotated corpora can be ex
tremely time-consuming. The Way International Faamnd
tion, a Biblical research, teaching, and fellowshimis-

try, spent 15 years labeling the Syriac New Testdme
with morphological annotations (Kiraz, 1994). Thei&c
New Testament consists of approximately 100,00@sor



Similarly, two Syriac scholars we worked with dyyithe
course of this research informally report taking tyears
to label about one fourth of the Old Testament.cByg-
trast, the Syriac Corpus will encompass over 1Q@ID
words. To achieve this goal in a timely mannerilt ke

necessary to increase the speed of annotation.

Pre-annotation, also known as pre-labeling, hasptie
tential to reduce annotation cost by using NLP @iigms

to automatically annotate each instance (i.e. sep)e
before it is presented to an expert annotator. Exp®0-
tators then need only review and correct the pregos
annotations, which can potentially be done muchemor
quickly than annotating from scratch.

Kristjannson et al. (2004) describe an enhancert@nt
pre-annotation for multi-part annotation tasks wahtieey
call correction propagation. Correction propagaton-
sists of triggering a pre-annotation update whenewe
annotator corrects a pre-annotation. The ideads tthe
machine annotator can use the correction to impisve
guesses regarding other decisions to be madedatetm
currently being annotated (e.g. sentence). Krisgan et
al. give the example of identifying contact infoitioa in
free text. In this case, correcting a pre-annotajiedn
name might allow the automatic annotator to colyect

Solutions are chosen by running a beam search aver
the hypotheses in the pipeline, allowing decisitmbe
made in a global context without incurring the cafsfull
joint inference. Syromorph first segments each wotal
its parts: prefix, stem, and suffix. Syromorph tipeedicts
a baseform, or dictionary citation form, for thesrat
Finally, Syromorph predicts the grammatical attrésuof
the stem and suffix.

Pre-annotation has been evaluated on a varietgs®t
Marcus et al. (1993) evaluated pre-annotation using
interface embedded in the GNU Emacs Editor to |&iel
Penn Treebank with English Part-of-speech (POS3.tag
They manually timed four annotators and reporteat th
pre-annotation more than doubled annotation speed a
also increased accuracy and inter-annotator agrgeme
Chiou et al. (2001) timed two annotators using aspe-
cied tool and reported a 70% increase in annotapeed
using pre-annotation on a Chinese Treebank anootati
task. Baldridge & Osborne (2004) present severaicels
rather than the single best for a parsing taskrapdrt a
74% reduction in cost. Similarly, Ganchev et aD(?2)
present a set of candidate pre-annotations to aturst
doing named entity recognition. They manually releor
the time of a single annotator and reported a nioae

identify a corresponding surname and address. To be0% increase in speed. Brants & Plaehn (2000) egbpli

clear, correction propagation does not involveaiaing a

model using the new data. Rather, it involves mgldn
multi-part prediction in a hypothesis space thatas-

strained by a partial annotation.

Both pre-annotation and correction propagation irecg
model capable of supplying automatic annotatioms] a
correction propagation additionally requires théitgtto
constrain and update automatic annotations. Howewer
noted earlier, many NLP algorithms for building lsu
model require previously annotated training datar F
tasks and languages without already existing ressuyr
one must therefore begin the annotation processlont
quality pre-annotations and periodically retraine th
pre-annotator as more data is labeled. Although
pre-annotation and correction propagation attengpt t
increase annotator efficiency, it is conceivablat tinac-
curate predictions could reduce annotator speextou-
racy. Because of this, before building annotatega in
domains with little labeled data, it is desiraldehive a
sense of how accurate a model must be in orderateem
pre-annotation and correction propagation helpfsig¢ad

of harmful. This research constitutes the firsttsymtic
evaluation of pre-annotation and correction propiaga
together in a controlled user study.

2. Related Work

In order to generate pre-annotations and corregiop-
agation updates for Syriac morphological analygesuse
Syromorph, a probabilistic morphological analyzer f
Syriac described by McClanahan et al. (2010). Syro-
morph is an n-best pipeline of classification arehs-
duction tasks. Each task in the pipeline proposgst-
eses based on the data and the results of allu®tasks.
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pre-annotation to parse tree labeling. In ordemtake
pre-annotation effective for parse tree labelinigeyt
found they had to alter their pre-annotation appinoay
creating an interactive parse tree where annotatarspt
or reject suggestions starting at the parse tteaises and
working their way to the root.

Correction propagation has been evaluated on faerfe
tasks than pre-annotation. As has already beendnote
Kristjannson et al. (2004) applied correction piggiaon
to the task of information extraction, interactiv@lssist-
ing users to fill in database fields. They evaldathe
performance of correction propagation in simulatoml
showed that automatic annotator accuracy signifigan
increased after even a single correction. Theysiisaed
that correction propagation significantly reducdue t
expected number of user interactions with a hypathle
graphical user interface.

These results are encouraging, but it is uncleachwtif
any, of the previous pre-annotation or correctioopp-
gation results apply to Syriac morphological anialySor
one thing, because of the differences between Syria
morphological analysis and the tasks evaluatedrbyip
ous work, pre-annotation and correction propagatiost
be implemented differently. Most importantly, atepi-
ous work evaluates the effectiveness of only tlyndst
possible quality pre-annotations and correctiorppga-

! In accordance with the current needs of the SyEiac
pus project, the original Syromorph (v1.0) has beexdl-
ified slightly so that it no longer predicts a rdorm
(current version is 2.1). The reason for this cleaisghat
the ultimate goal of the project is to link eacken to a
baseform dictionary entry, and the root form corfoas
free with this linkage.



tion. However, in many under-resourced language do-

mains little annotated data is available. In suchadins,
data-driven predictive models necessarily start witit
poor accuracies and gradually improve as annotagoe

1871).

When constructing a gold standard, it is important
acknowledge that there are some difficult casesseban
experts have difficulty agreeing on (Klebanov, 2009

pre-labeling and correction propagation acrossatiu-
racy levels.

3. Methodology

This section describes the conditions under whieldata
was collected; a preliminary analysis of the data is de-
scribed in Section 6.

This section will proceed as follows: sub-sectiohd@ves
an overview of the usemwly layout; 3.2 describes the
training and evaluation of the automatic annotatimd-
elsused in the study; 3.3 shows via simulation that cor-
rection propagation has the potential to incredfeetive
pre-annotation accurac$.4 explains our method of as-
signing experimental conditions to participgariss de-
scribes the user study paipants; 3.6 describes the

cated that only around 20 of the 1289 decisionkeruser
study were difficult. This rate is low enough titathould
not greatly affect our results.

3.2 Model Training and Metrics

We trained Syromorph models on various random gsbse
of the Syriac New Testament data assembled by Kiraz
(1994) and augmented with suffix data by McClanadian
al. (2010), consisting of approximately 100,000elad
tokens. We calculated model accuracy against the 30
Judas Thomas sentences in the study’s gold stantaisd
slight mismatch between model training and test dat
caused model accuracy to suffer. Thus our mostratzu
model, trained on all of the New Testament dathieased

an accuracy of only slightly above 90%. In ordeoliain

framework used to conduct the study and the study’smodels with given target accuracies, we trainedoSyr

graphical user interface.

3.1 User Study Overview

We designed a web-mediated user study using CCASH,

an open source web application framework for lisgai
annotation tasks (Felt, 2010). In the study, arntnogaook
a survey, received a brief training, and then wdrke
through four practice sentences. After each pracén-
tence, participants received feedback on how tuaio-
tations differed from the annotation guidelinesytheere
given. They were required to achieve a high level®
curacy on the final practice sentence before pitioge
Finally, participants annotated 30 sentences uadse-

morph on random subsets of the training data until
model was found which achieved the desired accuracy
+0.01% measured against the gold standard.

In a multi-part annotation task like Syriac morpbgital
analysis, accuracy can be calculated on the sentewel,
the word level, or the decision level. These aacyra
metrics are highly correlated, but not identicalrther-
more, since decisions can be partitioned into elmsg-
cording to their sub-task, it is possible to cadteldeci-
sion-level accuracy either as a macro-average oa as
micro-average across decision types. A macro-aeeisag
computed by first averaging the decisions for atsusl,
then averaging the resulting averages. A microayeis

guence of randomly assigned experimental conditions computed by averaging the decisions for all sulkstad

explained in Section 3.4. For each word in the wtud
CCASH recorded the time each annotator took totspen
well as the number of correct and incorrect denisibey
made.

The choice to have all participants annotate tmeesa0
sentences does not limit our ability to collectgkar
amounts of data and identify statistical trend®eaissed
with different annotation conditions. It does lintte
applicability of our results to new data; however, that is a
problem inherent in any focused study.

A gold standard annotation was constructed by tpee
Syriac linguists who completed the study, then wuised
and resolved all disagreements in their annotatitins
should be noted that annotated Syriac text alrexdsts:
The Syriac Peshitta New Testament has been lab&tled
morphological information (Kiraz, 1994). Howeveef+
erence copies of this data have been publishedhwhic
could bias the results of our study. Accordinghe 30
sentences for the study were selected uniformigratom
from The Acts of Judas Thomas, an apocryphal texttis
similar, but not identical, to the New Testamentrigivt,

2 http://ccash.sourceforge.net
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once. Decision-level accuracy using a micro-aversga
appropriate accuracy metric since it is computeet the
exact set of choices that an annotator must makke wh
annotating. All accuracies mentioned in this paper
decision-level micro-averages calculated against3a
sentence gold standard set.

3.3 Simulated Correction Propagation

Before conducting a user study to test whetherection
propagation reduces annotation effort in a sceniario
volving real users, we ran simulations to verifattioor-
rection propagation has the potential to incredfeetive
pre-annotation accuracy.

In the first series of simulations, referred td-igure 2 as
“Without Correction Propagation,” Syromorph models
trained on increasing amounts of data were qudned
labels a sentence at a time. In the second sefrgma-
lations, referred to in the figure as “With Corient
Propagation,” the same models were queried fordade
decision at a time, constrained by a correct ddatigeling

of all previous decisions in the sentence. This suess
the accuracy of the pre-annotations an infallilbleatator
would encounter working sequentially through theide
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Figure 2: Syromorph’s accuracy with and without corection propagation.

sions of each sentence, where the model was alldeved sures that each sentence will be encountered ez
update the sentence’s pre-annotations after eaibiol® condition roughly the same number of times. Howgver
Figure 2 shows that correction propagation allowsiets ~ this parameter assignment scheme has an impofgant f
at all quality levels to improve the accuracy dditideci- ~ @nnotators encounter sentences of steadily inoigasi
sions by a modest amount. These simulations irelitatt ~ quality. Such an apparent trend may affect the thay
correction propagation has the potential to inaeas annotators interact with the pre-annotations. phablem
pre-annotation accuracy in practice. This increasediS resolved without sacrificing the nice propert@sthe
pre-annotation accuracy could also conceivablyeiase ~ @ssignment matrix by first permuting the rows o¢ th

usually be easier to correct. countered the study’s sentences in a fixed ordguader
every experimental condition, but without an easiiy-

3.4 Experimental Conditions cernible pattern.

Pre-annotations were supplied to annotators atfdhe

lowing accuracy levelsnone, 25%, 35%, 45%, 55%, Prt1 |Prt2 |Prt3 |Prt4 |... |Prtl6

65%, 75%, 90%, and 100%. In th@one case, no Stl1 |0 25 25+C |36 . 1100

pre-annotations were given. In the 100% case, gold St2 125 25+C 136 36+C 0
standard annotations were given. In all intermedéats-

es, Syromorph models trained to the indicated aogur St3 |25+C |36 36+C |47 |25
provided pre-annotations. The accuracy levels betwe - e [
25% and 90% inclusive were chosen to span the rahge St16 (100 |0 25 25+C ... |90+C
accuracies achievable by Syromorph trained on the P
shitta New Testament.

Additionally, participants annotated sentences twaith
and without the assistance of correction propagabiote
that correctin propagation requires a model; conse-
guently it cannot be applied to thene or 100% cases. In

al. there are timing data. We dealt with this | i ffact
our timing data. We dealt wi is learning effettwo

|{none, 1003}| + [{25,36,47,58,68,79,90} x {+CP, ~CP}] ways. First, the training and practice at the beigig of
or 16 parameter combinations to test. We referathe  the study allowed participants to become accustotmed
parameter combination as experimental condition. the task and interface. Second, the parameterrasein
It is convenient to assign experimental condititmpar- scheme ensured that the sentences annotated under a
ticipants and sentences using the matrix in FiGundnere given experimental condition include approximately
Prtl is the first participant to take the stu@. is the first equal numbers of sentences annotated early anieh ldite
sentence in the study, and cell values indicate aannotation process.
pre-annotation quality (25-100) and the optionaisgnce
of correction propagation (+C). 3.5 User Study Participants

This matrix can be duplicated indefinitely to thght and Nine Syriac experts, invited by colleagues assediatith
the bottom. That is, Annotator 17 can be assigneithe CPART and the Oriental Institute at the University
same column as Annotator 1, and Sentence 17 can b@®xford, successfully completed the study. Theimars
assigned to the same row as Sentence 1. This parame to the survey at the beginning of the study indidathat
assignment scheme has some nice properties. laguar all participants consider themselves reasonablfigieat
tees that each annotator encounter each experimentdn Syriac and comfortable using of computers.
condition roughly the same number of times. It age

Figure 3: Experimental condition assignment scheme

It may be expected that annotators will begin toctate
slowly then move more quickly as they grow usethto
task this could potentially have a confounding effect on
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Figure 4: The graphical user interface for Syriac morphological analysis used in the study.

3.6 Graphical User Interface

The graphical user interface used to conduct Syriac mor-
phological analysis, implemented in CCASH, is an im-
portant part of this study since it affects annotation speed
and also the applicability of this study to other tasks.
Some time was spent refining the interface with Syriac
experts to make sure it is reasonably efficient.

Annotators work through a sentence at a time. The sen-
tence being annotated, along with some text preceding
and following, is shown on the left side of the screen (see
Figure 4A). Annotators navigate from one word to an-
other in the sentence either by using clicking on the de-
sired word, or by holding down control on the keyboard
and navigating with the arrow keys. Within each word,
annotators begin by segmenting prefixes and suffixes
using either mouse clicks or a keyboard shortcut in Fig-
ure 4B. Then a grammatical category is chosen in Fig-
ure 4C (in the example, NOUN), after which a set of stem
and suffix tags appear in Figure 4D that are applicable for
the chosen segmentation and grammatical category. An-
notators set tag values either by clicking on them with a
mouse and selecting a value from the resulting drop-down
list, or else by typing them using a keyboard. For annota-
tors who choose to type, the text is autocompleted for
them based on the values that are applicable to that field.
Finally, annotators may input Syriac text either by using
their mouse to click keys on a virtual keyboard, or by
using their keyboard directly in Figure 4E.

Once an annotator changes a field value, that field’s
background changes color. When correction propagation
is active, each time the annotator changes a field, the
model is queried for a new prediction constrained by all of
the decisions that the annotator has made so far in the
sentence. In the scope of the word currently being anno-
tated, if the new pre-annotation differs from the old pre-
annotation, the new value is displayed as a hyperlink to
the right of its target field as shown in Figure 4F. For all
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other words in the sentence, pre-annotation values are
simply updated in place.

As annotators proceed, CCASH records detailed infor-
mation about each word including accuracy, the time each
element spent in focus, mouse clicks, and the number of
keystrokes. To ensure that timing information is accurate,
participants are instructed to press the pause button on the
bottom left of Figure 4 whenever they take a break.
Whenever the task is paused, the screen is also obscured.

4. Preliminary Analysis

Annotations produced under the same experimental con-
ditions are treated as samples and used to test the various
hypotheses of the experiment. In this section, we describe
the data and its analysis in more detail.

4.1 The Data

Although participants labeled a sentence at a time, it is
problematic to do time analysis on the sentence level
because the length of each sentence clearly affects its cost,
making annotation time difficult to compare across sen-
tences. Controlling sentence length could alleviate this
problem, but introduces a new problem since the
length-controlled sentences are not representative of the
data as a whole. We avoid these difficulties by doing
analysis on the word level.

To estimate word annotation times, we record the time
that each word was in focus in the GUI. This time is not a
perfect stand-in for the time an annotator spent actually
working on each word, since it is possible for an annotator
to consider a word that is not actually selected. Also, the
first word of each sentence will naturally tend to be se-
lected longer than other words in the sentence as an an-
notator orients herself by reading the sentence and con-
text. However, given sufficient data, these times should be
an acceptable approximation for the true time spent an-
notating each word.
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Figure 5: Box plots representing the data collected so far at each level of pre-annotation. Data gen-
erated using correction propagation are not included here.

We compute a word’s annotation accuracy by calculating
the accuracy of the decisions applicable to the word, as
explained in Section 3.2.

The study’s 9 participants each annotated 30 sentences, or
152 words, resulting in 1,368 word-level data points both
for annotation time and accuracy. Since there are 16 ex-
perimental conditions, each condition has roughly 85 data
points. Figure 5 uses standard box plots to summarize the
data collected under each pre-annotation condition. Cor-
responding plots for correction propagation are not shown
due to space constraints. Notice that for each condition
there is considerable variance in both the accuracy of
words annotated (5a) and the time required to annotate
each word (5b).

4.2 Hypothesis Tests

Our goal is to use data gathered in the study to determine
when pre-annotation and correction propagation improve
accuracy and increase speed. A simple way of doing this
is by comparing the means of various groups of data and
testing whether they are significantly different using null
hypotheses. We pose three pairs of null hypotheses.

The first pair of null hypotheses is that annotator speed
and accuracy are not significantly different for words
annotated with and without pre-annotations. Testing these
hypotheses at each of the eight pre-annotation accuracy
levels indicates when the pre-annotation ought to be used.

The second pair of null hypotheses is that annotator speed
and accuracy are not significantly different for words
annotated without assistance and those annotated with the
combination of pre-annotation and correction propaga-
tion. Testing this hypothesis at each pre-annotation accu-
racy level indicates when combined pre-annotation and
correction propagation ought to be used.

The third pair of null hypotheses attempts to tease apart
the effects of correction propagation and pre- annotation:
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assuming pre-annotations are being used, annotator speed
and accuracy are not significantly different for words
annotated with and without correction propagation. Test-
ing this hypothesis at each pre-annotation accuracy level
indicates when correction propagation ought to be used
above and beyond pre-annotation.

Each null hypothesis is tested using both a standard
two-sided Student’s t-test as well as a permutation test
(Menke, 2004). The Student’s t-test is used since it is
widely understood and used. A two-sided #-test is appro-
priate since there is the possibility that accuracy and an-
notation time will either increase or decrease. The per-
mutation test is used since it does not rely on assumptions
about any underlying distribution. Note that with 48 null
hypotheses being tested, we expect a few spurious rejec-
tions. This can be seen by recalling that if we draw two
sets of data from the same process, we expect a standard
t-test with a p-value threshold of 0.05 to incorrectly reject
the null hypothesis one time in twenty. However, if
pre-annotation and correction propagation do indeed
improve annotator time or accuracy, there should be clear
trends in the rejections.

4.3 Results

Table 1 shows the difference between the mean annotator
accuracies (a) and times (b) of words annotated under the
control condition and of words annotated under the test
condition at various levels of pre-annotation quality.
Increases in accuracy are good and decreases in time are
good. Removing outliers has little effect on the outcomes,
so we leave them in for all analyses.

In the first row of Table 1a, which compares the accuracy
of words annotated without pre-annotations to those an-
notated with pre-annotations, there is a clear block of
significant results. It appears that pre-annotations gener-
ated by models of quality 60% or higher increase average



(a) Change in Mean Word Accurac)

Control Test Pre-annotation model quality (as measured against gold standard)
Condition | condition [25% |36% | 47% | 58% | 68% | 79% |90% | 100%
none PA +2.6 +0.3 +2.5 +54 +4.8 +4.6 +5.8 +7.8
none PA + CP +3.1 +2.8 +1.9 +1.9 +3.8 +4.7 +5.4 NA
PA PA + CP +0.5 +2.5 -0.6 -3.5 -1.0 +0.1 -0.4 NA
(b) Change in Mean Word Time (sec)
Control Test Pre- annotation model quality (as measured against gold standard)
Condition | condition |25% | 36% | 47% | 58% | 68% | 79% | 90% 100%
none PA +5.4 -9.9 +11.1 | +154 |-71 -20.0 |-104 |-27.6
none PA + CP -7.0 +5.0 +3.1 -8.0 -11.2 -3.9 -29 NA
PA PA + CP -125 +149 |-8.0 -234 |-41 +16.1 -7.5 NA

Table 1: The difference in the mean accuracy (a) ahtime (b) of words annotated under two experimenta
conditions: pre-annotation (PA) and correction propgation (CP). Statistical significance at or belowhe 0.05
level is indicated by underlining for the two-sided-test and bolding for the permutation test.

annotator accuracy by 5-7%, and that increaseuallys
greater than can be explained by the natural veiarf
the data. This is an encouraging result for thasgem-
plating using pre-annotation on similar tasks. aitgh
60% appears relatively high in the range of modela
racies that we have presented, it is actually daitefor a
reasonable predictive model. That is, 60% accureté-
els can be attained with relatively little data filoost tasks
(in our case roughly 50 annotated sentences),tirggpith
a low barrier to entry for those wishing to employ
pre-annotation on similar tasks.

The second row in Table 1a shows a similar positized
for the combination of pre-annotation and correctio
propagation, but with weaker significance. It isciaar
whether this trend is explained entirely by thespree of
pre-annotation, or whether correction propagatisn i
playing a role in helping or hurting accuracy. Tthed

row of Table 1a shows mixed signs with no statidtic
significance, preventing us from drawing any strong
conclusions about the effect of correction propagat
above and beyond that of pre-annotation.

The first row in Table 1b shows the differencetia mean
time required to label words with and without
pre-annotations. Pre-annotations generated by madel
quality 80% or better decrease average word ariontat
time by around 10-20 seconds, and that decreassuis
ally greater than can be explained by the variandbe
data, although this trend is still noisy in ourremt data.
Since most words take between 10 and 70 seconds to
annotate (see Figure 5b), 10-20 seconds is ancipple
improvement. Pending additional evidence to sttegryt
the outcome, it is reasonably clear that moderagelyd
pre-annotation reduce the time required for aniwtat

One natural way to attempt to anticipate the effafct

(a) Change in Mean Word Accurac)

Control Test Pre-annotation model quality (as measured against gold standard)
Condition | condition |25&36 |36&47 |47&58 |58&68 |68&79 |79&90 | 90 & 100
none PA +15 +14 +4.1 +5.1 +4.7 +5.2 +6.8
none PA + CP +3.0 +2.3 +19 +2.9 +4.2 +5.1 +5.4
PA PA + CP +1.4 +0.9 -2.3 -2.3 -0.5 -0.2 -15

(b) Change in Mean Word Time (sec)
Control Test Pre- annotation model quality (as measured against gold standard)
Condition | condition 55836 [36&47 47858 58868 |68&79 | 79890 |90 & 100
none PA -1.8 +0.8 +13.6 +4.9 -12.9 -14.9 -19.2
none PA + CP -1.1 +4.1 -2.5 -9.6 -7.9 -34 -29
PA PA + CP +0.7 +3.3 -16.1 -14.5 +5.0 +11.6 +16.3

Table 2: Identical to Table 1 after grouping instartes more coarsely in order to account for current ata scar-

city.
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additional data is to group data points from siméano-
tation conditions. In Table 2 we do this and tast oull
hypotheses again. It is worth noting that the tesid
Table 2 are less applicable to most real world &atiom
situations than Table 1, since they involve commathe

times and accuracies of words annotated with no
pre-annotations (theone case) with the times and accu-

racies of words annotated with a mixture of twded#nt

models. However, since the models being mixedrarset

of similar quality, these results should give usidesa of
what our data will look like if present trends donte.

The trends that we noted in Table 1 are slightyacr in

learning may be used to reduce the cost of learhigly
quality pre-annotation models (Haertel et al., 20@8t-

hough active learning shows theoretical promiserethis
still a large need for evidence that it can redcmst in a
practical setting.
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