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Abstract
The overall goal of this project is to evaluate the performance of word sense alignment (WSA) systems, focusing on obtaining examples
appropriate to language learners. Building a gold standard dataset based on human expert judgments is costly in time and labor, and
thus we gauge the utility of using semi-experts in performing the annotation. In an online survey, we present a sense of a target word
from one dictionary with senses from the other dictionary, asking for judgments of relatedness. We note the difficulty of agreement, yet
the utility in using such results to evaluate WSA work. We find that one’s treatment of related senses heavily impacts the results for WSA.
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1. Introduction

As is well-known, different word sense inventories con-
tain non-trivial mappings between them. As one example,
(Palmer et al., 2000) discuss the various problems in align-
ing the senses of shake in Hector (Atkins, 1993) with those
in WordNet (Fellbaum, 1998), such as the TREMBLE and
MOVE distinctions in Hector being conflated in WordNet.
Such differences arise from the different purposes of sense
inventories, e.g., for lexicography, computational disam-
biguation systems, or relevance to language learners. Each
inventory also has its own particular design, with some in-
cluding hierarchical information, some having illustrative
examples for senses, some based on thesaurus information,
and so forth.

Partly owing to these differences, there is a need to align
senses between inventories for a number of applications,
such as, e.g., building large-scale lexical databases for ma-
chine translation which combine sources of information
(Knight and Luk, 1994); comparing the performance of dif-
ferent natural language processing (NLP) systems charac-
terizing lexical semantics (Nastase and Szpakowicz, 2001);
or reducing the granularity of an inventory for NLP (Nav-
igli, 2006). This last case is particularly important, as
aligning senses to coarser-grained ones can lead to high-
performance word sense disambiguation (WSD) systems
(Navigli, 2009; Navigli et al., 2007). Indeed, increasing
the scale of sense inventories is an ongoing task, especially
for newer resources such as Wikipedia and Wiktionary (see,
e.g., (Meyer and Gurevych, 2011) and references therein).

Our starting point comes from a different perspective yet.
We intend to map word senses between two sense inven-
tories, to link up state-of-the-art automatic WSD systems
employing WordNet with a sense resource containing ex-
amples more appropriate to display for language learners,
namely a resource like the COBUILD dictionary (Sinclair,
2006). COBUILD is a dictionary specifically designed for
learners of English, and, although proprietary, it is used by

learners around the world.1 We are developing an online
system to provide vocabulary assistance to learners of En-
glish, allowing them to click on unfamiliar words and see
examples relevant to that usage (cf. (Nerbonne and Smit,
1996; Heilman et al., 2006)). To do this, we need to de-
velop a system which automatically maps from WordNet
(output from an automatic WSD system) to something like
COBUILD (for displaying examples).

This is a much different goal than much of the other align-
ment work, in that we do not need to expand a resource and
make it bigger, but instead map consistently from one to the
other. Further, this mapping between the inventories needs
to be reliable, as false mappings can lead learners astray—
i.e., are worse than no mapping at all.

Thus, in this paper, we investigate the upper bound on au-
tomatic word sense alignment (WSA) accuracy by testing
human accuracy. Additionally, we need evaluation data
for WSA; as far as we know, no such database exists for
the types of inventories we are interested in, though other
databases exist, predominantly for ones linking WordNet
and Wikipedia or Wiktionary (Meyer and Gurevych, 2011;
Niemann and Gurevych, 2011; Wolf and Gurevych, 2010;
Fernando and Stevenson, 2010; Toral et al., 2009). We want
to develop a gold standard of alignments between the in-
ventories of interest, and we provide a methodology here
which allows us to do so. Specifically, we explore pooling
judgments from semi-experts—i.e., linguistic students and
faculty. While this has the potential to speed up annotation
efforts, we employ this methodology mainly to get a better
grasp on how much people with linguistic knowledge can
agree on meaning similarity.

The main contributions of this paper are to: 1) explore
alignments between two resources which have not been ro-
bustly investigated (WordNet and COBUILD); 2) add to the
line of work allowing for gradable judgments for lexical se-
mantics (Erk and McCarthy, 2009; Erk et al., 2009); and 3)
test the effectiveness of using semi-experts to provide sim-
ilarity judgments.

1e.g., http://endic.naver.com
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2. Related work

Our work is intended to be useful for word sense align-
ment (WSA), so we first review some of that literature, fo-
cusing on which inventories are aligned and what evalua-
tion data is used (see also (Meyer and Gurevych, 2011) for
a good overview of WSA work). To start with, (Ide and
Véronis, 1990) combine dictionaries (the Collins English
Dictionary (CED) and Oxford Advanced Learner’s Dictio-
nary (OALD)) to create a comprehensive knowledge base.
(Knight and Luk, 1994) construct a large-scale knowledge
base for machine translation by merging existing resources
(WordNet and the Longman Dictionary Of Contemporary
English (LDOCE)). (Kwong, 1998) is similar, but incorpo-
rates Roget’s Thesaurus and further organizes the resource.
In some of these cases and others (Ruiz-Casado et al., 2005;
Nastase and Szpakowicz, 2001), the evaluation seems to
have been done by manual evaluation by a single annota-
tor (or was not specified). Much recent work has focused
on having multiple annotators perform this task, to better
gauge levels of agreement (Meyer and Gurevych, 2011;
Niemann and Gurevych, 2011; Navigli and Ponzetto, 2010;
Navigli, 2006).

To take one recent example, (Meyer and Gurevych, 2011)
align between WordNet and Wiktionary, following a long
line of work on mapping between WordNet and either
Wikipedia or Wiktionary (e.g., (Navigli and Ponzetto,
2010; Ruiz-Casado et al., 2005; Toral et al., 2009)). Inter-
estingly, they ask for judgments on 2,423 sense pairs about
whether the senses have the same meaning or a different
meaning. Our approach, on the other hand, allows for some
graded notion of meaning, i.e., a related meaning category.
This is in line with what (Meyer and Gurevych, 2011) note
in their error analysis about mis-alignment, where one of-
ten wants to link senses with related meanings: “Future
work could distinguish between sense alignments sharing
the same meaning and sharing a highly related meaning.”

Turning from word sense alignment, similar in spirit to our
work is work comparing judgments on word senses across
different contexts. Prominently, (Erk and McCarthy, 2009;
Erk et al., 2009) explore graded word sense judgments, i.e.,
allowing annotators to select the degree of similarity for a
word sense on a given task, not just restricting the task to
selecting a single sense.

(Erk et al., 2009), for instance, performed two experiments.
In the first, WSsim (Word Sense Similarity), they asked
annotators to read sentences and, for every WordNet sense,
assign a similarity score, between 1 (completely different)
and 5 (identical). This allows annotators to grade all senses,
instead of making a binary choice for each sense or even se-
lecting a single sense. In the second experiment, Usim (Us-
age Similarity), annotators were given pairs of sentences
and ask to rank how similar in meaning the two usages of
a given word were (using the same 5-point scale). What
they found was that “[t]he annotators made use of the full
spectrum of ratings.”

Our experiment is similar in spirit and design with the
USim, in that we ask annotators to compare two potentially
distinct usages (in our case, dictionary defintions) and rate

how similar they are. Because we use non-expert annota-
tors, we switch to a 3-point scale; similar to (Erk et al.,
2009), we also offer an option of not being able to decide.

3. Methodology
3.1. Pooling semi-experts

Developing a gold standard with expert annotators can be
costly. An alternative for annotation for various NLP tasks
is to collect non-expert annotations, i.e., crowdsourcing
(Madnani et al., 2011; Wang et al., 2009; Snow et al.,
2008), but the task of assigning sense mappings may be
beyond the ability of most non-experts, even with training.
We therefore pursue the strategy of collecting judgments
from semi-experts, namely (computational) linguistics fac-
ulty and students at our universities (Muhonen and Purto-
nen, 2011). By surveying linguistics faculty and graduate
students to align word senses, we thus target people who
have at least a basic knowledge of semantics. We incur no
costs, as participants are volunteers, and we thereby also
mitigate the crowdsourcing problem of obtaining noisy an-
swers (Laws et al., 2011), while at the same time being able
to gather a number of annotators for a given sense.2

One limitation is the smaller potential pool of respondents
than with crowdsourcing, more strictly limiting the amount
of data that can be gathered. As an experiment into how re-
sources align, however, the method is straightforward. One
can use this methodology to develop a small data set, and/or
to provide a platform for developing an experiment with
crowdsourcing of non-experts or, in the other direction, to
develop guidelines for expert annotators.

Our experiment sheds light on two questions: 1) How re-
liable are semi-experts at providing information pertinent
to evaluating WSA systems? 2) How difficult is it to align
WordNet and COBUILD? In both cases, we are interested
in how much variability there is among respondents.

3.2. Word selection

We begin with basic words, relying on the Academic Word
List (AWL). The AWL consists of 570 word families oc-
curring most frequently over a range of academic texts,
namely over 100 times in a 3.5 million word academic cor-
pus.3 These word families are indexed by a particular head
word, e.g., interpret heads a list containing interprets, inter-
preter, interpretation, etc. Students who master the AWL
thus greatly expand their vocabulary usage.

We select words with at least 3 WordNet (WN) senses, in
order to obtain enough complexity to get a grasp on the gen-
eral properties of alignment. We pick three types of words,
representing a range of different COBUILD (CB) senses:
1) less senses than in WordNet; 2) (roughly) the same num-
ber of senses; and 3) more senses.4 This gives us different

2More annotators can of course reduce any idiosyncracies aris-
ing from one person’s data; see, for example, the discussion in
(Erk and McCarthy, 2009).

3http://www.victoria.ac.nz
4We only have one instance of this (indicate.v); in general,

COBUILD is less fine-grained than WordNet.
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degrees of alignment skewedness, increasing the chances of
seeing both zero/null mappings (i.e., where a sense in one
inventory maps to nothing in the other) and multiple map-
pings. Despite being a small set, this break-down to some
extent allows us to get a handle on word alignment across
a diverse set of cases (cf. (Meyer and Gurevych, 2011)),
just as (Erk and McCarthy, 2009) use eight lemmas to eval-
uate graded word sense assignment.5 The nine selected
words are in Table 1. In total, there are 63 WordNet and
35 COBUILD senses, incorporating both nouns and verbs.

Word WN CB

Balanced
area.n 6 6
indicate.v 5 6
policy.n 3 3

Skewed

community.n 6 3
involve.v 7 5
job.n 12 4
process.v 6 2
require.v 4 2
section.n 14 3

Table 1: Words selected for our experiment, including num-
ber of senses in each inventory

3.3. Survey design

Taking the 63 WordNet senses, the study consists of
seven individual surveys with nine multiple-choice ques-
tions each. Each question is a WordNet sense, and the
nine different words are distributed across the surveys. The
question choices consist of all the COBUILD senses of a
word (with examples), as in Figure 1. Each question in-
cludes examples of the sense; adding examples to the def-
inition helps participants to more readily understand the
sense. As shown, there are four options for each choice:
same meaning, related meaning, no relation, and unable to
determine. The last category is important, as it allows us to
see how often participants had extreme difficulty in making
a decision; such cases are the ones which would likely be
the ones most in need of explicit guidelines.

We considered subdividing related meaning into specific
cases, such as hyponymy, but kept it simple, to reduce cog-
nitive load. Furthermore, we also considered not includ-
ing related meaning at all, so as to better model a yes/no
judgment task; however, this seemed not to match our own
intuitions about the nature of the alignments, namely that
they may be gradable (Erk and McCarthy, 2009; Erk et
al., 2009) or may contain non-exact similarities (Meyer and
Gurevych, 2011).

We use the WordNet sense as the question and the
COBUILD senses as choices since we are ultimately inter-
ested in working in this direction, i.e., from a WordNet-
based WSD system to COBUILD examples. However,
alignments derived from the surveys can in principle work

5In the future, one can ensure selection across further criteria,
including the so-called Unique Beginner of a word and location
within the WordNet taxonomy (Niemann and Gurevych, 2011).

in either direction. In addition, presenting senses in a dic-
tionary format (i.e. as definitions) is based on the purpose
of the current study, in which we try to map sense defini-
tions between dictionaries.

The final question of every survey is a question about par-
ticipant confidence for all questions, using a Likert scale,
as shown in Figure 2. In addition to the unable to deter-
mine cateogry, this helps us determine annotator ability and
reliability for semi-experts.6

The surveys were administered to Linguistics faculty and
students in the Departments of Linguistics and related fields
at Georgetown University and Indiana University. Volun-
teers completed and anonymously submitted the surveys
online. The surveys were administered via a free web ser-
vice.7 While this makes implementing such experiments
feasible for researches in almost any context, there are dis-
tinct limitations, such as no being able to track the same
user across different surveys.

4. Evaluation

Before delving into detailed evaluation, we can look at an
example set of responses, as in Table 2. This is for the
first WordNet sense (W1) of the noun section, which has
3 possible corresponding COBUILD senses. Sense 2 (C2)
is a favorite, but C1 is also likely; C3 is divided, leaning
towards not related.

This variability is typical of the responses, as we can see
in Figure 3, where we sum the counts for each type of re-
sponse for each word. We can also see the differing num-
bers of annotators in this graph, with job.n, for example, re-
ceiving more responses than policy.n in our experiment. For
a word like job.n, the number of responses for no relation
predominate, but for community.n, there are more related
meaning instances. Most notably, as with the study in (Erk
et al., 2009), respondents are clearly using not just the ex-
treme categories (same/different), but are making great use
of the related meaning category. Indeed, in total, no rela-
tion was the most popular answer (866 responses), followed
closely by related meaning (828) and then same meaning
(472); Unable to determine (146) was the least popular
choice, but still accounted for 6.3% of the responses.

Turning to how well respondents agreed on their answers,
when we calculate Fleiss’ kappa to test interannotator
agreement, we obtain a value of 0.18; according to (Landis
and Koch, 1977), this is only “slight” agreement. This lack
of agreement is not surprising if we look at participants’
confidence in Table 3. Around 50% of WordNet senses re-
sult in confidence scores of 3 or below.

Part of the difficulty seems to lie in the fact that within each
inventory, senses are related in complicated ways, some-
times causing confusion for annotators in mapping between
them. For community.n, for example, the three COBUILD
senses are:

6Based on user feedback, for future surveys, we are placing a
confidence rating directly after each question.

7http://www.surveymonkey.com/
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Figure 1: An example of a question and choices for one sense of indicate.v

Figure 2: Confidence Scale

section (n) : a self-contained part of
a larger composition ...

Same
meaning

Related
meaning

Unable to
determine

No relation

1. A section of something is one of
the parts into which it is divided ...

38.5% (5) 53.8% (7) 7.7% (1) 0.0% (0)

2. A section of an official document
... is one of the parts into which it is
divided ...

76.9% (10) 15.4% (2) 0.0% (0) 7.7% (1)

3. A section is a diagram of some-
thing such as a building ...

0.0% (0) 38.5% (5) 7.7% (1) 53.8% (7)

Table 2: Response Analysis for one WordNet sense of section.n

1 2 3 4 5
0.21 0.97 1.98 1.63 1.70

Table 3: Average number of responses for each point on the
confidence scale (1=not confident, 5 = very confident)

1. The community is all the people who live in a particu-
lar area or place.

2. A particular community is a group of people who are
similar in some way.

3. Community is friendship between different people or
groups, and a sense of having something in common.

When asked to align the WordNet sense of common owner-
ship, then, this property can cut across all three defintions,
as it seems to be describing a different way at looking at
community completely.

Given the lack of agreement, an immediate question is: can
we use these results to evaluate WSA systems? And if so,
how? One answer is that the results should be used as
weighted scores. That is, when evaluating measures such
as precision and recall, instead of counting C2, for exam-
ple, as a totally correct alignment for W1 of section.n (cf.
Table 2), it counts as .769 of a correct alignment. One can
see (Madnani et al., 2011) for such a proposal using binary
crowdsourced data, and (Erk and McCarthy, 2009) for dif-
ferent measurements related to graded word senses.

An alternative is to seek whether we can obtain higher con-
fidence in the way that the classes are used. To address this,
we adjust our calculations by removing the unable to de-
termine cases and combining same and related meanings.
This reflects the fact that we may want to group them to-
gether for particular alignment uses; this gives a kappa of
0.24 (“fair” agreement). Again, the low agreement is not
terribly surprising, given the low confidence reported ear-
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Figure 3: Number of times each answer was used for every word

lier, and it can indicate at least two things: 1) the task was
not clear, or 2) these particular sense inventories are diffi-
cult to align. In the future, one may want to explore devel-
oping further guidelines, balancing this with the fact that
volunteers are being used.

4.1. Converting responses to scores

We convert the responses into scores for evaluation, in or-
der to quantify to what extent—according to the various
annotators—the senses from the two inventories express
the same meaning. Specifically, we assign a weight of
1 for same meaning, -1 for no relation, and 0 for unable
to determine; thus, higher scores indicate a greater degree
of “sameness.”8 For related meaning, we test different
weights (α)—1, 0.5, and 0—reflecting differing degrees
of their contribution towards a correct alignment. For ex-
ample, for the W1-C1 mapping in table 2, we obtain: 12
(= 5+7∗1+0), 8.5 (= 5+7∗0.5+0), and 5 (= 5+7∗0+0),
respectively.

Participants were not required to complete all surveys, so
the number of responses per survey is different. thus, we
normalize the scores by the number of respondents: in this
case, with α = 0.5, the score for W1-C1 is 8.5

13 = 0.65. For
example, normalized scores for involve.v are in Table 4.

4.2. Evaluating a basic WSA system

A simple word sense alignment system consists of running
a basic WordNet-based WSD classifier on the COBUILD
example sentences and averaging the scores, in order to
find the best WordNet sense for a given COBUILD sense.
Because we are interested in mapping from WordNet to a
single-best COBUILD sense (see section 1.), we use these
scores to take the most likely COBUILD sense for each

8One could also use normalized judgment scores as in (Erk and
McCarthy, 2009). In our context, this means: same=2, related=1,
none=0, and normalized score = score

2
. Instead of ranging from -1

to 1, it ranges from 0 to 1, but shares the same basic intuition, es-
pecially for when α = 0, putting related meaning exactly halfway
between the others.

C1 C2 C3 C4 C5
W1 0.083 0.5 0.333 0.083 0.25
W2 -0.063 0.75 0.688 0.5 0.125
W3 1 -0.143 -0.286 -0.143 -0.429
W4 0.611 -0.111 -0.444 -0.056 -0.389
W5 0.893 0.679 0.25 0.357 -0.071
W6 -0.455 0.227 0.227 0.409 -0.318
W7 -0.571 -0.143 0.286 -0.214 0

Table 4: Scores for involve.v (α = 0.5)

WordNet sense (i.e., a 1-to-n mapping from WordNet to
COBUILD). One could explore more robust alignment al-
gorithms or take all senses above a given threshold to allow
for many-to-many mappings, but this gives us a good start-
ing point for testing evaluation data under the conditions we
are interested in. We implement this by running SenseRe-
late::AllWords (SR::AW) (Pedersen and Kolhatkar, 2009)
on the COBUILD sentences.

Using our scores, we perform two ways of counting dif-
ferent cases as correct alignments, namely counting: 1) all
positive scores (unshaded cells of Table 4); or 2) only the
top positive score for each WordNet sense (i.e., the high-
est score reading across a row). We could explore a graded
notion of what counts as correct to calculate precision and
recall (Erk and McCarthy, 2009), but we use our WSD sys-
tem as a categorical one, returning yes or no for each align-
ment link. Thus, for present purposes, we convert our gold
standard to categorical decisions; obviously, it can also be
used for non-categorical evaluation. After defining a set
of correct alignments, we calculate precision and recall of
alignments in the usual way. The results are in Table 5,
where we also report the number of senses which do not
align to the other inventory.

For example, the system outputs (W1,C1), (W2,C2),
(W3,C3), (W4,C5), (W5,C1), (W6,C2), (W7,C4) for in-
volve.v. If all positive scores are correct alignments, the
correct matches (for α = 0.5) are (W1,C1), (W2,C2),
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α = 1 α = 0.5 α = 0
AP TP AP TP AP TP

area.n P 0.67 0.33 0.33 0.33 0.17 0.17
R 0.21 0.33 0.18 0.33 0.14 0.20

community.n P 0.83 0.50 0.67 0.50 0.67 0.50
R 0.38 0.50 0.67 0.50 0.57 0.60

indicate.v P 0.60 0.20 0.20 0.20 0.20 0.20
R 0.16 0.25 0.09 0.25 0.14 0.25

involve.v P 0.71 0.14 0.57 0.29 0.29 0.14
R 0.20 0.14 0.21 0.29 0.18 0.17

job.n P 0.42 0.25 0.33 0.17 0.17 0.08
R 0.21 0.30 0.22 0.22 0.17 0.14

policy.n P 1.00 0.67 1.00 0.67 1.00 0.67
R 0.38 0.67 0.43 0.67 0.60 0.67

process.n P 0.50 0.50 0.50 0.50 0.50 0.50
R 0.43 0.50 0.43 0.50 0.60 0.60

require.v P 1.00 0.75 1.00 0.75 0.75 0.75
R 0.50 0.75 0.57 0.75 0.60 0.75

section.n P 0.86 0.50 0.64 0.36 0.43 0.21
R 0.57 0.50 0.56 0.42 0.55 0.38

un-aligned WN 4 5 8 8 19 19
senses CB 0 6 0 5 2 6

Table 5: Precision & recall of words using SR::AW (AP=all positives, TP=top positive), plus number of un-aligned senses

(W5,C1) and (W6,C2). Consequently, precision is 4
7 =

0.57 and recall 4
19 = 0.21.

With α = 1, related senses are counted fully correct, mean-
ing the system will match more, giving higher precision.
Likewise, α = 0 gives fewer alignments, producing gener-
ally higher recall and more unalignment between the inven-
tories.

These results do not indicate the best evaluation; they sim-
ply illustrate how the treatment of related senses affects the
results. The all positive (AP), α = 1 evaluation, for in-
stance, indicates how far off a system is from any correct
answer, while, on the other side of the spectrum, the top
positive (TP), α = 0 evaluation indicates how well the best
senses are being found. To display sense-specific examples
for learners, we will want evaluations across the spectrum
to know how often learners will be presented with related
examples, as opposed to exact matches.

5. Summary and Outlook
We have examined constructing a database of alignments
of word senses between two sense inventories, specifi-
cally WordNet and COBUILD, by pooling the judgments
of semi-experts. Using online surveys, we presented a
sense of a target word from one dictionary with senses from
the other dictionary, asking for judgments of relatedness.
Specifically, we have shown: 1) It is difficult for semi-
experts to agree upon correct alignments, showing that the
task is difficult, and it would seem to be infeasible for, e.g.,
crowdsourcing of non-experts. 2) Despite this, such data
can be used to gauge accuracy of WSA systems, depending
upon how much related meaning one wishes to capture in
the alignments.

Currently, we are obtaining more data from more surveys,
focusing on words which are relevant to the system for
reading assistance we are building. At the same time, we
are investigating different ways to use the annotator judg-
ments to evaluate WSA systems, building from work such
as (Erk and McCarthy, 2009).
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