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Abstract
Paraphrases are alternative syntactic forms in the same languagesmgrthe same semantic content. Speakers of all languages are
inherently familiar with paraphrases at different levels of granularitsi¢td, phrasal, and sentential). For quite some time, the concept
of paraphrasing is getting a growing attention by the research commumititsapotential use in several natural language processing
applications (such as text summarization and machine translation) is beigigated. In this paper, we present, what is to our
best knowledge, the first Turkish paraphrase corpus. The cispgleaned from four different sources and currently contains 1270
paraphrase pairs. All paraphrase pairs are carefully annotatedtivg murkish speakers with the identified semantic correspondences
between paraphrases. The work for expanding the corpus is stilt uage
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1. Introduction et al., 2007). Paraphrasing techniques have been leveraged
) ) ) by statistical machine translation systems (SMTSs) in
A semantic meaning can be expressed by different exgrger to improve the translation quality. One particular
pressions in a language. Variations in syntactic surfacgge \was to populate the set of reference translations
forms referring to the differences of texts with the same ofyiipy automatically generated sentential paraphrases of
almost the same meaning are usually called as paraphrasggiman-authored reference translations (Madnani et al.,
Paraphrasing is inherent to speakers of all languagesngz). in addition, several SMTs have benefited from para-
who can subconsciously use or recognize paraphrasegprasing to use the available translations of paraphrases
Paraphrases are frequently observed in natural texts & unknown source language phrases (Callison-Burch et
three different levels which correspond to different unitsg) 2006). Other common applications of paraphrasing
of language bearing similar meaning (ilexical, phrasal, jncjude query expansion (Jones et al., 2006), information

and sententig). ~ Lexical paraphrasing replaces words extraction (Sekine, 2006), and language generation (Power
within a phrase with other words such as synonyms (e.9.and Scott, 2005).

“Rich buysthe tickets from the box office” and “Riapets

the tickets from the box office”) and phrasal paraphrasin ]

substitutes phrasal fragments by other phrases (e.g., * if‘ the last decade, four different types of corpora (Mad-
mentorwrote that book.” and “My mentowas the author ~Nani and Dorr, 2010) have been used by data-driven para-
of that book”). On the other hand, sentential paraphrasing"rasing approaches: i) single monolingual corpus consist
rephrases entire sentences. For example, the sentiiage “ N9 of a very large coIIectlon_ of document_s, ii) monlolln—

| borrow your textbook?can be rephrased by changing gual parallel corpus that consists of semantically eqaival

its modality as ¥ am wondering if | could borrow your (or almost equivalent) sentence pairs (e.g., multiplestran
textbook. lations of the same literary text), iii) monolingual paehll

corpus consisting of sentence pairs which overlap in the in-
formation or topic they convey (e.g., news articles aboeit th

Since exploring language variability and eliciting senrant ; ) . S
equivalences are critical for many natural language appli—same event published by different agencies), and iv) bilin-

cations, paraphrasing has been extensively studied in tr%“a' parallel corpu;that consists of semantically eqaivel
field (Androutsopoulos and Malakasiotis, 2010). In multi- parallel sentences in two (or more) languages (€.g., paral-

o . lel materials in in-flight magazines). There are a number
document summarization, paraphrasing has been show

to be of great help in avoiding redundancy in relevantor} publicly available paraphrase corpora for different-lan

sentences selected for inclusion in the summary (B(:lrzilaguages with varying levels of detail i.e., paraphrase an-

. : otations) and shortcomings such as (Dolan and Brockett,
and McKeown, 2005). A question answering (QA) system .
should deal with the linguistic variability of questions 2005) [5801 paraphrase pairs] and (Cohn et al., 2008) [900

and answers since the input question may be phrase%a'rs] for English, and (Fujita and Inui, 2005) [2301 pa_lrs]
. . . or Japanese. However, to our best knowledge, there is not
differently than its candidate answers. Unfortunately, QA . . . .

. . any available Turkish paraphrase corpus in the literature.
systems often return substantially different answers for
semantically equivalent input questions (Duboue and ChuThis paper presents our efforts aiming at building the first
Carroll, 2006). Previous research has demonstrated thdurkish paraphrase corpus on a large scale. We have cre-
taking paraphrases into account significantly improved theted the corpus by drawing parallel sentences from four dif-

performance of QA systems (France et al., 2003; Riezleferent sources. These were multiple translations of & liter
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ary text, two different subtitles of a movie, multiple ref- For the Turkish-English language pair, the BTEC 2004
erence translations of a parallel corpus, and human-writtecorpus contains 500 English sentences in the test set along
paraphrases of news sentences. Although we have collectedth 16 Turkish reference translations for each sentence.
a very large amount of paraphrase pairs, the current versiowe produced all possible Turkish paraphrases (i.e., 120
of the corpus contains 1270 paraphrastic sentences witparaphrase pairs) for each test sentence by pairing the
human-annotated word and phrase alignments. We argueference translations of that sentence and populated our
that our paraphrase corpus, which is continually expanded;orpus with those paraphrases.

will be of great use for the development and evaluation

of Turkish paraphrasing systems. The rest of this papewe finally collected paraphrase pairs from Turkish native
is organized as follows. Section 2. describes the sourcespeakers by asking them to paraphrase the given sentences.
that were used for collecting paraphrase pairs. Section J-or this, we assembled a corpus of Turkish news articles
presents the methodology that was followed for annotatingapproximately 29K) from the Southeast European Times
paraphrase pairs. Section 4. describes the representditionwebsite which publishes articles on daily events, business
the annotated paraphrases pairs. Finally, Section 5. comolitics, and sports from across and about the region in

cludes the paper and discusses future research. ten languages. Each collected article had 10-30 sentences
on average. We presented 12 native speakers with a set of
2. Collecting Paraphrases sentences randomly drawn from the collected articles and

We compiled our paraphrase corpus from four different2Sked them to paraphrase each sentence so that it remains
sources: i) Turkish translations of a famous novel, ji)the same information. The participants were told to use
Turkish subtitles of a foreign movie, iii) Turkish referenc ONIY the information contained in the sentence and not

translations from an English-Turkish parallel corpus, and® rely on commonse',-nse knowledge. A different set of
iv) Turkish articles from a news website. 20 sentences was given to each participant where each

set contained at most one sentence from the same article.
Our first source is a famous English novel “For whom After all, this s'Fudy produced 240 paraphrase pairs from
the Bell Tolls” written by Ernest Hemingway in 1940. thenews domain.

We gathered two Turkish translations of the novel which .
differ in the number of sentences (both have approxi-We had to ensure that all paraphrase pairs that we col-

mately 14K sentences) and groupings of these sentencéEted are semantically equivalent or contain almost the
into paragraphs. In order to save time and effort, wesame meaning in different wording. As a final step, we

first automatically sentence aligned (Moore, 2002) thefliminated paraphrase pairs from our corpus where one

translations to obtain a set of parallel sentences. Sinc@l the sentences implies the other, but not the other way
automatic alignments may be inaccurate in terms of th@round. Three PhD graduates with mother-tongue Turkish

semantic overlap between corresponding sentences, viid @ background in natural language processing addressed
asked a native speaker who has expertise in natural lariDlis task. Each |Qent|f|ed paraphrasg pair was examined

guage processing to carefully examine all alignments andly 2 of these native spgakers and a judgement was _made
eliminate sentence pairs which diverge semantically mord/hether the corresponding sentences should be considered
than some degree (i.e., those that most probably would n@S Paraphrases of each other or not. The agreement be-
be aligned by a native speaker). The remaining more ofween these speakers was moderate with a kappa of 0.416.

less semantically overlapped parallel sentences formed oJ N€ disagreements were resolved by the third speaker.

first set of paraphrase pairs. 3. Annotating Paraphrases
Subtitlers not only translate but also paraphrase theaéxtu We collected a very large amount of Turkish paraphrase
version of a movie in such a way that the viewers will un- pairs from different domains. Parallel sentences in those
derstand the movie. Thus, different subtitles produced fopairs convey the same (or almost the same) meaning in
the same movie are a rich source for acquiring paraphrasedifferent wording, thus should have parts (e.g., words
We collected two Turkish subtitles of the 1991 thriller or phrases) in correspondence. In order to identify such
movie “The Silence of the Lambs”. In this case, the biggestorrespondences and to annotate each pair accordingly, we
advantage is that sentence pairs are renderings of the sameveloped an easy-to-use annotation tool which is shown
semantic content by different subtitlers. Our second set oin Figure 1. The tool displays paraphrase pairs on the left
paraphrase pairs consisted of parallel sentences from thahd allows the user to select one pair at a time in order
already sentence-aligned parallel corpora. to mark semantic correspondences within the pair. The
user can click on a word or a sequence of words from
There exist a number of multilingual parallel corpora both sentences and select the strength of correspondence
used for developing machine translation systems fobetween the highlighted words (via a different color) by
different language pairs. Such multilingual corpora with pressing either the “certain alignment” or the “possible
multiple reference translations offer diverse examples oflignment” button. We offer two strength types in order
paraphrases. For extracting paraphrase pairs, we exploitéo enable users to differentiate sequences of words that
the Turkish-English conversational phrases of the BTEGare strongly in correspondence than those having a loose
2004 corpus (Basic Travel Expression Corpus) whichcorrespondence. The tool does not allow a word to be a
consists of a collection of tourism-related sentencespart of two different alignments. The “unalign” button
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SPEA% 2

- = i
. Sirtinizi ovdurmaya ne dersiniz= -

Sirt masajina ne dersiniz? =

. O, ikinci kosede kurulmus.
Onun ikinci késede kurulu oldt
Onu denize bakan bir odaile ¢
Bana onun yerine deniz manze

[ | Ne zaman binmeye baslayacac | Certain Alignment | | Possible Alignment |
Ne zaman yolcularn bindirmeys
Yarin 6gleden sonra tcte prov. Japon Biiyiikelciligi ile irtibata gegmek istiyorum.

Yarin 6gleden sonra Gcte prov.
. Saatim her gtin on dakika yave
Benim saatim her gtin on dakil
. Yerel yemek ya da bir seylerini
Yerel spesiyaliniz ya da onun g
Bu sehirde gidilecek ilging yerl
Beni bu sehirdeki gorilmesi ge

Japon Biiyiikelciligi'ni aramaya calisyorum.

. Yeni baslayanlar icin bile giivel
Sorun olmaz degil mi yeni bag
Bir muzikale katilmak istiyorun

(| >

Dir miimileal pavratmaun mitnaabl)|

[«

o — Y i T i3]

Figure 1: Word alignment tool.

enables the user to unalign previously aligned sequenceson alignment for that pair. The common alignment of a
of words in the selected pair. pair contains alignments of word sequences marked by at
least 4 participants (out of 7) that were presented with that
We asked 14 native Turkish speakers, who did not participaraphrase pair. If the same alignment was both annotated
pate in earlier studies, to annotate the presented pargphrawith certain and possible correspondences, the strength
pairs with word and phrase alignments. Prior to the studytype selected by the highest number of participants was
each participant was trained with an annotation guidelinaised. In cases of equality, the alignment was annotated with
describing what is expected in the study and how the took possible correspondence.
can be used for annotation task. The participants were told )
that three kinds of alignments (i.e., one to one, one to many, 4. Representing Paraphrases
and many to many) can be used to mark the semantic coffhe corpus provides two different representations for-para
respondences. The participants were also told that certaiphrase pairs. Each representation presents a paraphrase
alignments (if applicable) and smaller alignments (when-pair along with its common alignment in GIZA++ for-
ever possible) should be preferred. For example, a nummat. The first representatioXt_R) is a plain text rep-
ber of small certain alignments between parallel sentencagsentation whereas the second representakon _R) is
should be preferred to one big possible alignment where an XML-based representation. Consider, for example, the
long sequence of words in one sentence is aligned with arparaphrase pair shown in Figure 1:
other long sequence of words in the other sentence. More-
over, the participants were told to align as many words as
possible (ideally all words in parallel sentences). The par
ticipants were divided into two groups of seven and each
group annotated one half of the paraphrase pairs (i.e., 635 ¢ Japon Biyiikelciligi'ni» aramaya calisiyorum.
pairs) contained in the current corpus. Table 1 shows the | am trying to call the Japanese Embassy.
number of annotated paraphrase pairs from each sburce

e Japon Blyukelciligi, iles irtibatay gecmek
istiyorumy.
I'd like to contact the Japanese Embassy.

The TxtR and XmLR representations of that paraphrase

Source Number of Pairs pair are given in Figure 2. The common alignment of the
Literary Text 482 pair shows that the first two words of the first sentence
Subtitle 108 (Japon and Buylkelciligi) have certain correspondences
Parallel Corpus 440 with the first two words of the second sentendappn
News Articles 240 and Buyukelciligi'ni) respectively. On the other hand,

the fourth and fifth words of the first sentenddilfata
Table 1: Annotated paraphrase pairs in the corpus  gecmek are aligned to the third word of the second
sentencedramayg with a possible alignment. Similarly,

For each paraphrase pair, we finally examined all align-the sixth word of the first sentencstfyorun) is aligned to

o ) the fourth word of the second sentencal(siyorum with
ments produced by the participants and determined a cony possible alignment. The third word of the first sentence

The annotation task is in progress for the remaining para-(lle) is not aligned to any word of the second sentence.

phrase pairs.
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Txt_R Representation:

Paraphrase Pair (#1):
Source length: 6 Target length: 4

XmI_R Representation:

<Sentence Num="1">

Japon Biiyiikelgiligi ile irtibata gegmek istiyorum.
</Sentence>

<Sentence Num="2">

Japon Biiyiikelciligi'ni aramaya caligtyorum.
</Sentence>

<Alignment>

</Alignment>
</Paraphrase>

Sentence (#1): Japon Biiyiikel¢iligi ile irtibata gegmek istiyorum.

Sentence (#2): Japon Biiytikelgiligi'ni aramaya ¢alistyorum.

Alignment: NULL ({} CERTAIN) Japon ({1} CERTAIN) Biiyiikel¢iligi ({2} CERTAIN) ile ({})
irtibata ({3} POSSIBLE) ge¢mek ({3} POSSIBLE) istiyorum. ({4} POSSIBLE)

<Paraphrase Pair="1" Source length="6" Target length="4">

NULL ({} CERTAIN) Japon ({1} CERTAIN) Bityiikelgiligi ({2} CERTAIN) ile ({})
irtibata ({3} POSSIBLE) ge¢mek ({3} POSSIBLE) istiyorum. ({4} POSSIBLE)

Figure 2: The TxtR and XmLR representations.

NULL

Japon
Biiyiikelciligi
ile

irtibata

geemek

*
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istiyorum.
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Figure 3: Alignment matrix.

For each paraphrase pair, the corpus also provides an align-

lieve will trigger indepth studies on Turkish paraphrasimg
the future. The corpus contains 1270 paraphrastic sergence
drawn from four different sources. Each paraphrase pair is
annotated by native speakers with word and phrase align-
ments. All paraphrase pairs along with their common align-
ments are represented via plain text and XML-based repre-
sentations. For visualization purposes, an alignment ma-
trix is also provided for each paraphrase pair. We consider
other possible directions towards further developments of
this work. For instance, we currently work on extending
the corpus to other domains as well as enhancing the cor-
pus with semantically related but not paraphrastic seetenc
pairs. Such non-paraphrase pairs would be helpful for the
development of machine learning systems on this corpus.
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