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Abstract
Posting and sharing memes have become a powerful expedient of expressing opinions on social media in recent days. Analysis
of sentiment from memes has gained much attention to researchers due to its substantial implications in various domains
like finance and politics. Past studies on sentiment analysis of memes have primarily been conducted in English, where
low-resource languages gain little or no attention. However, due to the proliferation of social media usage in recent years,
sentiment analysis of memes has become a crucial research issue in low resource languages. The scarcity of benchmark dataset
is a significant barrier in performing multimodal sentiment analysis research in resource-constrained languages like Bengali.
This paper presents a novel multimodal dataset (named MemoSen) for Bengali containing 4368 memes with three annotated
sentiment labels positive, negative, and neutral. A detailed annotation guideline is provided to facilitate further resource
development in this domain. Additionally, a set of experiments are carried out on MemoSen by constructing twelve unimodal
(i.e., visual, textual) and ten multimodal (image+text) models. The evaluation exhibits that the integration of multimodal
information significantly improves (about 1.2%) the meme sentiment classification compared to the unimodal counterparts and
thus elucidate the novel aspects of multimodality.
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1. Introduction
Recently, the usage of social media platforms (i.e.
Facebook, Twitter, Instagram) has increased dramati-
cally due to the substantial evolution of the Internet
and various web 2.0 applications. These platforms
have become a place where people share their opinions
concerning business, politics, services, entertainment,
and other current affairs. Automatic sentiment analysis
of these conversations has grabbed increased attention
from the NLP researchers in recent years since it helps
to identify a user’s viewpoint or expression on a partic-
ular event or topic (Hossain et al., 2020b; Bakliwal et
al., 2013). To date, most of the researches have tried to
classify the textual sentiment into three classes: posi-
tive, negative and neutral classes (Mamta et al., 2020;
Mamun et al., 2022). However, the mode of informa-
tion in social media platforms is dramatically trans-
forming day by day. The recent surge in multimodal
(i.e., combination of image, text, and videos) content
in these platforms has brought a new direction in sen-
timent analysis research. One such multimodal content
is the meme which has become a popular form of prop-
agating information. Few pieces of researches (Pranesh
and Shekhar, 2020; Walińska and Potoniec, 2020) have
been conducted to analyze memes’ sentiment in En-
glish by combining visual and textual features. Joint
evaluation of features of multiple modalities is crucial
to accurately infer a meme’s sentiment. To the best of
our knowledge, no significant attempt has been made to
analyze memes sentiment in low-resource languages,
especially Bengali. People prefer to use memes in their
mother language. In recent years, an increasing trend

in using memes is observed in Bengali due to the rapid
growth of social media users in Bangladesh. Thus it is
crucial to identify the sentiment of the meme to miti-
gate the spread of negativity and understand the public
expression towards an event or topic. Therefore, to ini-
tiate research in this arena, this work aims to develop
a Bengali benchmark multimodal dataset for analyzing
the sentiment of memes.
However, developing an automatic multimodal memes
detection model is a complicated task. The most chal-
lenging task is to extract the embedded text from the
memes, as Bengali has no standard optical character
recognizer (OCR). Finding the appropriate sentiment
(positive, negative, neutral) of a meme is another chal-
lenging task for human annotators. Thus, determining
the underlying sentiment of the memes would also be
difficult for the machines and humans for several rea-
sons. For example, (i) most of the memes are context-
dependent, (ii) the visual and textual information are
often disparate (iii) sometimes the embedded text is too
short for machines to learn the context. Another ob-
stacle is extracting the code-mixed and code switched
text from the memes that the existing OCR’s cannot
obtain. Finally, when integrating the visual and textual
features, it is realized that these complex problems re-
quire more sophisticated models for providing accurate
inference.
This work developed a novel Bengali multimodal sen-
timent analysis dataset (named MemoSen) containing
4368 memes collected from various social media plat-
forms and then carefully annotated them into three
classes to address the above issues. Proper annota-
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tion guidelines are presented to mitigate the ambiguity
concerning the sentiment labelling. Moreover, several
state-of-the-art models are employed for benchmark-
ing and investigating their outcomes. The key find-
ings of the investigations are (i) multimodal features
are very effective than unimodal features (i.e., visual
or textual) for detecting the meme’s sentiment, and (ii)
the Word2vec features are more effective compared to
the BERT embedding when aggregated with the visual
features in multimodal evaluation. The significant con-
tributions of this work can be summarized as follows:

• Created the MemoSen, a multimodal sentiment
analysis dataset for Bengali consisting of 4368
memes annotated with Positive, Negative, Neutral
labels.

• Performed extensive experiments with state-of-
the-art visual and textual models and then syner-
gistically integrated features of both modalities by
utilizing different multimodal fusion approaches.

Reproducibility: The entire dataset and the source
code are available at https://github.com/eftekhar-
hossain/MemoSen. The appendix presents a few sam-
ples of the MemoSen, model hyperparameters, and an-
notation information.

2. Related Work
This section covers past studies on sentiment analysis
based on unimodal (i.e., image, text) and multimodal
contents.
Image based sentiment analysis: Despite being a no-
table research topic, sentiment analysis using visual or
multimodal information has received very little atten-
tion from the researchers compared to the text data.
Borth et al. (2013) introduced the visual content based
sentiment analysis with the SentiBank system that ex-
tracts semantic features from the images and utilizes
them to predict the associated emotion of the image.
Miller and Sinanan (2017) discussed the importance
of image data in determining the sentimental states of
users on social media. Both You et al. (2015) and
Kumar and Jaiswal (2017) proposed a domain transfer
technique using convolutional neural network (CNN)
for sentiment analysis of the Flicker image dataset.
French (2017) used metadata and images other infor-
mation for predicting the sentiment from social media
memes.
Text based sentiment analysis: Substantial studies
have been conducted on sentiment analysis using tex-
tual data for the high resource, and resource-constraint
languages (Li et al., 2019b). Most early works fo-
cused on the traditional feature engineering with var-
ious machine learning techniques such as Logistic Re-
gression (LR) (Hamdan et al., 2015), Support Vec-
tor Machine (SVM) (Zainuddin and Selamat, 2014),
and Naive Bayes (NB) (Hossain et al., 2021). Later,
researchers used several deep learning methods such

as Bidirectional Long Short Term Memory (BiLSTM)
(Hameed and Garcia-Zapirain, 2020), CNN (Liao et
al., 2017), and transformers (Islam et al., 2020). For
example, both Murthy et al. (2020) and Hossain et
al. (2020a) developed textual sentiment analysis frame-
work using BiLSTM network. Li et al. (2019a) pro-
posed an enhanced sentiment feature based deep neu-
ral network for sentiment classification. Alam et al.
(2017) also proposed CNN based approach to identify
the textual sentiment. Similarly, Naseem et al. (2020)
employed the transformer-based approach to classify
the positive, negative, and neutral sentiment of texts.

Multimodal sentiment analysis: In contrast to the im-
age and text-based analysis, few works have been ac-
complished on multimodal sentiment analysis, specif-
ically on internet memes. Moreover, the majority of
the tasks were conducted in the English language. For
instance, Pranesh and Shekhar (2020) proposed a mul-
timodal framework for meme sentiment classification
into positive, negative, and neutral classes. Behera et
al. (2020) also proposed a multimodal approach for
predicting the sentiment of the internet memes. Some
researches also focused on multimodal sentiment anal-
ysis but not precisely on memes. For example, Poria
et al. (2018a) studied the multimodal sentiment classi-
fication where the work explored deep learning-based
architectures for combining the image and textual fea-
tures. Similarly, Jiang et al. (2020) proposed a frame-
work that utilizes visual and textual information for
predicting the sentiment.

Differences with existing researches: The majority of
the past studies readily focused on meme’s sentiment
analysis considering unimodal information. Though
some works accomplished on multimodal sentiment
analysis for English language, in other languages most
of the sentiment analysis works based on the text
modality. In our exploration, none of the research
has been found on multimodal sentiment analysis for
low-resource languages like Bengali in the context of
memes. Though several researchers also explored mul-
timodal sentiment analysis, only a few works are ac-
complished on internet memes. Moreover, the existing
research analyses the memes embedded text written in
English. However, memes can contain texts in a code-
mixed and cross-lingual manner, which was overlooked
in past studies. Considering these shortcomings, the
proposed research differs from existing studies in four
ways: (i) develop a meme sentiment analysis dataset
for Bengali (i.e., MemoSen). This work is the first at-
tempt in Bengali as far as we are concerned, (ii) provide
a detailed annotation guidelines which can be followed
in other languages for resource creation (iii) consider
the memes that contain code-mixed (i.e., English and
Bengali) and code-switched (called Banglish-a written
form where the dialects of the Bengali language corre-
spond in English characters) and (iv) evaluated the de-
veloped dataset using several state-of-the-art models.
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3. MemoSen: a New Benchmark Dataset

As per our exploration, none of the datasets have been
constructed to date in Bengali to perform multimodal
sentiment analysis. This work developed MemoSen:
a novel multimodal sentiment analysis dataset in Ben-
gali. MemoSen is developed by following guidelines
illustrated by Sharma et al. (2020). This section briefly
describes the data accumulation process and annotation
guidelines with detailed dataset statistics.

3.1. Data Accumulation

To construct the dataset, memes are collected manually
from various social media platforms, such as Facebook,
Twitter, and Instagram. A set of keywords such as
Bengali Memes, Bengali Funny Memes, Bengali Troll
Memes, Bengali Celebrity Memes, Bengali Motiva-
tional Memes, Bengali Offensive Memes, and Bengali
Political Memes were used to search the memes. Sub-
sequently, memes were acquired from relevant social
media pages and public groups. Appendix B presents
a detailed summary of the various sources of collected
memes.
A total of 4700 memes were collected from February
2021 to September 2021. This work only considered
memes with captions written in Bengali, Bengali and
English (code-mixed) or in Banglish (code-switched)
manner. The accumulation process contained some in-
appropriate memes, which are discarded based on the
following bases: (i) memes that were unimodal (miss-
ing visual or textual information); (ii) memes whose
texts are not readable; (iii) memes containing cartoons;
(iv) repeated memes. Based on the above criterion
332 memes were removed and thus finished up with
a dataset of 4368 memes. Some sample memes are
presented in Figure C.1. Afterwards, we manually ex-
tracted the caption from the memes since no standard
OCR system exists in Bengali. Finally, the memes and
their associated captions are passed to the annotators to
complete the manual annotation.

3.2. Dataset Annotation

The MemoSen is constructed by the manual labelling
of the collected memes into three distinct sentiment cat-
egories: Positive, Negative, and Neutral. It is crucial to
follow a uniform definition to distinguish among these
categories, which reduces the annotation bias and helps
to ensure the quality of the dataset.

3.2.1. Definition of Categories
After exploring the existing works on multimodal sen-
timent analysis (Soleymani et al., 2017; Cambria et al.,
2018; Poria et al., 2018b), we differentiate the classes
like the following: Positive: A meme is considered as
positive if (i) it expresses affection, support, gratitude,
accolade, and motivation; (ii) it has a humorous con-
text that does not convey any covert intention to vilify,

contempt or mock an entity1.
Negative: A meme can be reckoned as a negative class
if (i) it intends to denigrate, insult, disregard an entity
based on its social, personal and organizational status;
(ii) it expressed inappropriate cogitation such as ob-
scene visual or textual content.
Neutral: A meme can be deemed as a neutral class if
the expressed intention of the memes can not infer as
positive or negative.

3.2.2. Process of Annotation
It is essential to have guidelines for the annotators to
ensure the quality of the dataset (Liao et al., 2021).
We asked the annotators to follow the class definition
during labelling. At first, determine whether a meme
expresses positive or negative sentiment. If yes, as-
certain the reasons behind choosing the specific sen-
timent. This reasoning will help the expert when a
disagreement arises between the annotators. A meme
is considered neutral if it has no potential reasons to
classify as positive or negative. To acquire quality la-
bels, we trained the annotators with examples and en-
sured they could distinguish between the classes with
proper reasoning. A manual annotation process was
carried out by four annotators (graduate students hav-
ing a computer engineering background). An expert
verified all labels (see Appendix C for more detailed
information of the annotators). Annotators were split
into two groups (two in each), and each group labelled
a different subset of memes. The expert decided the
final label in case of disagreement between initial an-
notators. Final labels are determined by following the
steps of Algorithm 1.
Investigation revealed that memes often use sarcastic
words, making it difficult for the annotators to infer the
sentiment correctly. For each meme mi, check the two
labels y1, y2 from the initial annotators. If they agree,
it is considered the final label and included in SL[].
Otherwise, the expert checks the reasons and set the
final labels upon discussion with annotators. Finally,
the inter-annotator agreement is computed using Cohen
(1960) Kappa coefficient to ensure data and annotation
quality. A mean kappa score of 0.674 is obtained, indi-
cating a moderate agreement between the annotators.

3.3. Dataset Statistics
The MemoSen is utilized to build the computational
models for multimodal sentiment analysis. Thus, to
perform the training and evaluation, the MemoSen is
partitioned into three distinct sets: train (70%), test
(20%), and validation (10%). Table 1 presents the
class-wise distribution of each set. Out of 4368 memes,
1349 and 2728 memes are respectively from positive
and negative classes, while 291 are from the neutral
class. The distribution indicates that the dataset is im-
balanced as the neutral class has only (≈7%) data com-

1Here, entity denotes an individual, a group/community,
an organization or the society.
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Algorithm 1: Sentiment label assigning process

1 Input: Set of memes with associated captions
2 Output: Dataset with sentiment annotation

3 M ← {m1,m2, ...,mn} (set of collected memes);
4 MemoSen← [] (Multimodal sentiment dataset);
5 SL← [] (final sentiment labels of the memes);
6 L[n][2]← {x1, x2, .., xm} (initial labels);

7 for miϵM do
8 y1 = L[i][1] (first annotator label);
9 y2 = L[i][2] (second annotator label);

10 if (y1 == y2) then
11 MemoSen.append(mi) ;
12 SL.append(y1) ;
13 else
14 1. expert resolve the issue;
15 2. decide final label and add it to

‘MemoSen’
16 end

17 i = i+ 1;
18 end

pared to the positive (≈30%) and negative (≈63%)
classes.

Class Train Test Valid Total
Positive 950 285 114 1349
Negative 2001 524 203 2728
Neutral 195 64 32 291

Table 1: Number of samples in train, test and validation
set for each class.

Captions of the training memes are further investigated
to acquire in-depth insights. Table 2 shows the detailed
statistics of the captions, which illustrates that the nega-
tive class contributed≈30K words whereas the positive
class contained ≈17K. In contrast, the neutral type has
approximately ten times fewer words (3k) than the pos-
itive class. Similarly, the negative class has the highest
(≈8.8K) while the neutral type has the lowest (2.7K)
number of unique words. On average, the positive class
contained a maximum of 15 words, while the negative
and neutral class consisted of ≈13 average number of
words per caption.

Positive Negative Neutral
#Words 16864 29443 3074
#Unique words 5745 8738 1702
Max. caption length 106 63 30
Avg. #words/caption 15.84 13.35 13.54

Table 2: Training set statistics for the captions of the
memes

Figure 1 depicts the caption length-frequency distri-

Figure 1: Histogram of the caption length of the memes
for each class

bution for each sentiment class. It is noticed that the
majority of the captions’ length in positive and nega-
tive classes lies between 7 to 25 words. Meanwhile,
the neutral class has no captions with more than 30
words, while other classes have a small number of
captions (<50) with a length greater than 30 words.
We also carried out a quantitative analysis of Memo-
Sen by measuring the Jaccard similarity index. Table
3 presents the similarity values, which are calculated
between the most frequent 400 words of each class.
The positive-negative pair obtain the highest similarity
value of 0.355. On the other hand, the negative-neutral
pair has approximately 1% more common words than
the positive-neutral pair.

Positive Negative Neutral
Positive - 0.355 0.213
Negative - - 0.228

Table 3: Jaccard similarity of 400 most frequent words
between each pair of classes

4. Methodology
Several computational models are investigated consid-
ering unimodal data (i.e., images, texts) and the combi-
nation of both modalities (i.e., image+text) to classify
the sentiment of the Bengali memes. For visual modal-
ity, state of the art pre-trained CNN networks (i.e.,
VGG19, VGG16, ResNet, DenseNet) are used. On
the other hand, several machine learning (ML), deep
neural networks (DNN), and transformer-based mod-
els are employed for the textual modality. Furthermore,
we exploit both visual and textual features to acquire
more robust inferences and develop several models us-
ing multimodal fusion approaches. Figure 2 shows the
abstract view of the overall multimodal sentiment clas-
sification system.

4.1. Data Preprocessing
Before feeding them into the network, preprocessing
the unimodal data (i.e., image, text) is required. On the
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Figure 2: Abstract view of the Bengali meme sentiment classification system

visual modality side, the images are transformed into
equal sizes of 150× 150× 3. Then we use Keras2 im-
age preprocessing function to make them suitable be-
fore driving into the CNN models. In the case of the
textual modality, DNN and transformer architectures
require inputs in a specific format. For DNN, we con-
vert the input texts into a vector of unique numbers by
using the Keras tokenizer function. Subsequently, the
padding method is applied to make the vectors of an
equal length of 30. The length is determined by analyz-
ing the caption length frequency distribution (described
in Section 3.3). Similarly, we follow the transformer
tokenization3 method and use encode plus function to
encode the input texts. This method generates two vec-
tors: unique Ids and attention masks, given as input to
the transformers.

4.2. Baseline Models for Visual Modality

This work employed convolutional neural networks to
classify the sentiment of the memes based on visual
features. Rather than implementing custom neural net-
works, we adopt the transfer learning (Tan et al., 2018)
approach. Several state of the art CNN architectures
such as Xception (Chollet, 2017), VGG19, VGG16 (Si-
monyan and Zisserman, 2015), ResNet50 (He et al.,
2016), and DenseNet121 (Iandola et al., 2014) are con-
sidered for the transfer learning. For sentiment classi-
fication, we keep the upper layers of the models non-
trainable and use the weights that are already learned
through training on the ImageNet (Deng et al., 2009)
dataset for 1000 classes. The top two layers of the
models are removed, and a global average max-pooling
layer is added, followed by a softmax layer for the clas-
sification. Finally, the models are fine-tuned on the
dataset.

2https://keras.io/
3https://huggingface.co/transformers/main

classes/tokenizer.html

4.3. Baseline Models for Textual Modality

Various machine learning and deep learning models are
investigated to obtain the features from the textual con-
tent. The architectures and parameters of the developed
models are discussed in the subsequent subsections.

4.3.1. Machine Learning Based Methods
For the initial investigation, several ML-based methods
such as LR (Hamdan et al., 2015), MNB (Hossain et al.,
2021), and SVM (Zainuddin and Selamat, 2014) have
been applied. We calculated the term frequency-inverse
document frequency (Tf-idf) (Tokunaga and Makoto,
1994) values for the unigram features of the texts. We
enabled the inverse document re-weighting technique
during the calculation and settled the maximum and
minimum document frequency value to 1.0. These Tf-
idf values of unigram features have been used to train
the ML models. The LR model is constructed with the
‘lbfgs’ optimizer and ‘l2’ regularization technique. In
MNB, the additive smoothing parameter is set at 0.05
while the prior class probabilities are determined based
on the number of instances in a class. Similarly, for
SVM, we use the ‘linear’ kernel along with the ‘l2’ pe-
nalizer. Further, the ‘tolerance’ of stopping criterion
and random state settle to 0.001 and 0, respectively.

4.3.2. Deep Learning Based Methods
Several popular deep learning-based models also inves-
tigated for textual sentiment classification task includ-
ing BiLSTM (Hossain et al., 2020a), CNN (Ouyang et
al., 2015), and the combination of BiLSTM and CNN
(BiLSTM+CNN) (Sharif et al., 2020). Word embed-
ding (Mikolov et al., 2013) features are used to train
these models. To generate the embeddings, keras em-
bedding layer is used which transforms each word into
a 64-element vector that holds the semantic meaning
of the words. Furthermore, the pre-trained transformer
models are also exploited to develop more robust mod-
els.
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BiLSTM: We construct a BiLSTM network of two
layers, each associated with 32 and 16 units, respec-
tively. Initially, the embedding features are propagated
to the BiLSTM network. Afterwards, the output of the
last BiLSTM layer is directly transferred to the softmax
layer for the sentiment classification.

CNN: A two-layer CNN architecture is constructed
that takes embedding features as input. The convolu-
tional layers consist of 64 and 32 filters with kernel
size (1 × 2). Max pooling operation is performed on
the convolved features with a window of size 1 × 2 to
extract more compact features.

BiLSTM+CNN: This method combined BiLSTM
and CNN networks with slight modifications. The em-
bedding features are passed to the BiLSTM layer that
generates sentence embeddings of 64-dimension. This
vector is propagated to the convolutional layer having
32 filters of kernel size 1 × 2. Following this, max-
pooling is performed for further down-sampling of the
features.
For all the models, the softmax layer utilizes the deep
layers’ features to obtain the models’ predictions.

Transformers: Recent studies reveal that trans-
former (Vaswani et al., 2017) models trained on mul-
tilingual settings achieved outstanding result in solv-
ing various NLP problems (Naseem et al., 2020; Yang
et al., 2020; Cao et al., 2020). As the task deals
with a dataset of low-resource language, this work uses
the monolingual, multilingual, and cross-lingual trans-
formers for the investigation. This work employed
three transformer-based models: (i) Multilingual Rep-
resentations for Indian Languages (MuRIL) (Khanuja
et al., 2021), (ii) Bidirectional Encoder Representa-
tions for transformers for Bangla language (Bangla-
BERT) (Sarker, 2020), and (iii) Cross-lingual version
of Robustly Optimized BERT (XLM-R) (Conneau et
al., 2020). The models are taken from the hugging-
face4 transformers library and fine-tuned on the devel-
oped dataset. We fetched the ‘muril-base-cased’, ‘xlm-
roberta-base’, and ‘bangla-bert-base’ models and fine-
tuned them using the textual content of the memes.
Transformer models take ‘Input Ids’ and ‘attention
masks’ as the input and generate contextualized sen-
tence embeddings of 768-element vector. This vector is
then passed to a fully connected (FC) layer of 28 neu-
rons accompanied by a softmax layer for the classifica-
tion. Before the softmax layer, we introduced a dropout
layer with a 1% dropout rate to reduce the overfitting
effect.

4.4. Multimodal Approach
In recent years, learning from multiple modalities (i.e.,
image, text, and speech) has proven effective in solving
several NLP tasks such as visual question answering
(Agrawal et al., 2015) and image captioning (Huang
et al., 2019). In this work, we employed two main

4https://huggingface.co/

multimodal fusion methods, namely early or feature
fusion (Natarajan et al., 2012) and late or decision
fusion (Trong et al., 2020) to classify the sentiment
of the memes by utilizing the multimodal informa-
tion. However, considering the computational issues,
for the multimodal experiments, we take one visual
model (ResNet50) and the five deep learning-based
methods (i.e., BiLSTM, CNN, BiLSTM+CNN, MurIL,
and Bangla-BERT) described in Sections 4.2 and 4.3.2.
The current work did not consider the XLM-R model
due to its poor performance during the validation phase.
The visual model is selected based on its outcome (i.e.,
Accuracy, f1-score) on the validation set. Therefore,
by utilizing the two fusion methods on these six mod-
els, a total ((1 × 5) × 2) = 10 multimodal models are
developed where each fusion approach contributed of 5
different models.

Decision Fusion Based Models: For decision fusion,
the softmax outputs of the visual and textual models
are aggregated to make a joint representation of the
multimodal features. These combined features are then
passed to an FC layer of 4 neurons followed by a soft-
max layer for the classification.

Feature Fusion Based Models: In the feature fusion
approach, at first, the softmax layer’s of the visual and
textual models are excluded and add an FC layer of 20
neurons at each modality side. Then concatenate on
the FC layer’s output of the visual and textual mod-
els. We passed these combined outcomes to another
FC layer of 8 neurons, generating a learned representa-
tion of both features. Eventually, the softmax operation
is performed to obtain the sentiment class prediction.

5. MemoSen: Benchmark Evaluation
A train set is used for the training, while the validation
set helps to tweak the model parameters. The details
of the hyperparameters are presented in Table A.1. Fi-
nally, the evaluation is performed with the unseen in-
stances of the test set. As the MemoSen is imbalanced
and consists of multiple classes, we chose weighted f1-
score (WF) as the primary metric for the evaluation.
However, other metrics such as precision and recall are
also considered for the comparison.

5.1. Results
Table 4 presents the outcome of the visual and textual
models for sentiment classification of the memes.
In the case of visual models, VGG16, VGG19, and
Xception showed varying WF ranging from 0.55 −
0.57, whereas DenseNet and ResNet50 obtained a WF
of approximately 0.60. However, in terms of preci-
sion and recall, only ResNet50 performed well and
thus, it is considered the best visual model. Mean-
while, the textual model showed slightly improved per-
formance. The MNB obtained the maximum weighted
WF of 0.628 among ML-based methods, while LR and
SVM got almost identical WF (0.608). Surprisingly,
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Approach Models P R WF

Visual

Xception 0.587 0.615 0.579
VGG19 0.588 0.543 0.563
VGG16 0.582 0.571 0.559
ResNet50 0.602 0.628 0.600
DenseNet 0.585 0.609 0.594

Textual

LR 0.617 0.663 0.608
MNB 0.643 0.663 0.628
SVM 0.670 0.653 0.608
BiLSTM (B) 0.587 0.604 0.594
CNN (C) 0.605 0.600 0.594
B+C 0.606 0.554 0.576
MurIL 0.624 0.640 0.631
Bangla-BERT 0.622 0.605 0.605
XLM-R 0.360 0.600 0.450

Table 4: Performance comparison of visual and tex-
tual models on the test set where P, R, WF denotes pre-
cision, recall and weighted f1-score, respectively.

deep learning-based methods (BiLSTM, CNN, BiL-
STM+CNN) performance are almost 3% lower than
the MNB’s outcome. However, the transformer model
(MurIL) obtained the highest WF of 0.631 amid all the
textual models.
After investigating the outcome of the unimodal mod-
els, we fused the information from both visual and tex-
tual modalities for getting robust inference. The results
of the multimodal models are reported in Table 5.

Models P R WF

FF R+

BiLSTM 0.625 0.633 0.626
CNN 0.575 0.591 0.582
BiLSTM+CNN 0.615 0.578 0.592
MurIL 0.525 0.392 0.419
Bangla-BERT 0.510 0.557 0.508

DF R+

BiLSTM 0.644 0.631 0.635
CNN 0.663 0.628 0.643
BiLSTM+CNN 0.566 0.592 0.575
MurIL 0.552 0.554 0.543
Bangla-BERT 0.504 0.394 0.329

Table 5: Performance comparison of multimodal mod-
els on test set. Here, (+) sign denoted the aggregation of
visual and textual models and R indicates the ResNet50
model. FF and DF denotes the feature fusion and deci-
sion fusion approaches.

Amid the feature fusion models, ResNet50+BiLSTM
achieved a maximum WF of 0.626 while other models
(CNN, BiLSTM+CNN) with ResNet50 obtained WF
less than 0.60. On the other hand, ResNet50+BiLSTM
got 0.635 WF with the decision fusion approach, which
is ≈ 1% higher than the best feature fusion based
model (ResNet+BiLSTM). Though the model got a
comparatively good outcome, it is the ResNet50+CNN
model which achieved the highest WF of 0.643 and
thus outperformed all the unimodal and multimodal
models. One surprising result is noticed in the
case of multimodal models developed with transform-

ers (ResNet50+MruIL and ResNet50+Bangla-BERT),
where the models did not achieve notable performance.
We infer that the choice of the learning rate for the com-
bined models is the possible reason behind this inferior
result. As transformer models are trained with some
specific ‘lr’ thus, when we aggregate the models with
ResNet50, it does not provide the expected outcome
with those ‘lr’ and thus degraded the overall perfor-
mance.

5.2. Error Analysis
The results showed that the multimodal approach is
more efficient in classifying the memes’ sentiment than
the visual and textual approach. A detailed error analy-
sis is carried out in quantitative and qualitative ways to
acquire in-depth insights about the model’s mistakes.
The best visual and textual models are also considered
for better demonstration with the multimodal model.

Quantitative Analysis: The quantitative error analy-
sis is performed through the confusion matrices shown
in Figure 3. Figures (a), (b), and (c) exhibited that, in
case of ‘Positive’ class, the visual and textual model
incorrectly classified 179 (Negative = 172, Neutral= 7)
and 133 (Negative = 113, Neutral= 20) instances re-
spectively amid 285 instances. However, when both
modalities information’s are fused, the number of mis-
classified instances get reduced to 105 (Negative = 79,
Neutral= 27). Similarly, in ‘Neutral’ class, multimodal
model misclassified 48 (Positive = 11, Negative= 37)
among 64 samples and significantly improve the per-
formance compared to the visual and textual models
where each incorrectly identified 58 (Positive = 7, Neg-
ative= 51) and 60 (Positive = 21, Negative = 39) in-
stances respectively. However, the multimodal model
did not improve with the ‘Negative’ class. Although its
performance (misclassified 171 instances among 524)
degraded with the ‘Negative’ class, the multimodal
model outperformed the unimodal models due to the
higher number of accurate predictions in ‘Positive’ and
‘Neutral’ classes.
The analysis revealed that the visual information is
more appropriate for predicting the negative sentiment
of the memes as only 88 instances from 524 are incor-
rectly classified by the visual model. Meanwhile, vi-
sual and textual information is required to get a robust
inference for the positive and neutral sentiment.

Qualitative Analysis: Figure 4 provides some exam-
ple memes that demonstrates how the multimodal ap-
proach captures information more effectively and thus
lead to better predictions in contrast to the visual and
textual models. For instance, in Figure 4 (a), the vi-
sual model predicts the meme as ‘Negative’ whereas
the textual model inferred it as a ‘Neutral’ meme. How-
ever, when the visual and textual information is jointly
fused, the multimodal model is correctly predicted as
a ‘Positive’ meme. A similar scenario is observed in
Figure 4 (b), the visual model reckon it as ‘Neutral’,
and the textual model is considered as ‘Positive’ meme.
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(a) Best Visual (ResNet50) (b) Best Textual (MurIL) (c) Best Multimodal (ResNet50+CNN)

Figure 3: Confusion matrices of unimodal and multimodal models.

(a) Visual Model: Negative (✗)
Textual Model: Neutral (✗)
Multimodal Model: Positive (✓)

(b) Visual Model: Neutral (✗)
Textual Model: Positive (✗)
Multimodal Model: Negative (✓)

(c) Visual Model: Negative (✗)
Textual Model: Negative (✗)
Multimodal Model: Positive (✗)

Figure 4: Example memes where aggregation of the visual and textual modalities yield better predictions. The
symbol (✓) and (✗) indicates the correct and incorrect prediction respectively.

Unfortunately, both predictions were incorrect and ac-
curately identified as a ‘Negative’ meme by the multi-
modal model. Meanwhile, Figure 4 (c) shows an exam-
ple where all the models provide incorrect predictions.
This outcome illustrates the problematic nature of the
memes. It indicates that there is still ample room for
improvement and proves the effectiveness of the joint
evaluation of multimodal information.

In summary, the error analysis reveals that the model’s
performance is more biased towards negative class.
Perhaps an imbalanced dataset is the main reason for
this inclination. Though the overall performance of the
multimodal model is improved, the performance across
the categories bring some observations that should
tackle in future to improve the model’s efficacy. One
of the profound reasons we found that a large num-
ber of words are overlapped between the classes, which
is also evident from the Jaccard similarity values (de-
scribed in Section 3.3). Moreover, the code-mixed and
code-switched words might make it more difficult for
the model to understand the semantics and overall con-
text. Finally, the consistent visual features (i.e., fa-
miliar person faces) across the memes of the different
classes also made it arduous for the models to differen-
tiate the appropriate category. Indeed, these significant
factors impose a barrier in the Bengali meme sentiment

classification problem.

6. Conclusion and Future Work

This paper presented a multimodal classification
framework for classifying sentiment from memes in
Bengali. For this purpose, this work introduced Mem-
oSen, a multimodal benchmark dataset consisting of
4368 memes with three sentiment classes (i.e., positive,
negative, neutral). Several computational models have
been explored to benchmark the MemoSen, consider-
ing only visual, only textual, and both modalities. The
key finding is that in classifying memes’ sentiments,
the incorporation of multimodal information provides
more robust inference than the unimodal information.
The error analysis revealed that all the models are suf-
fering in identifying the neutral memes, which indi-
cates that more sophisticated models are required to
solve this problem with higher accuracy. In future, we
aim to alleviate the model biases on specific classes by
employing state-of-the-art multimodal models such as
ViL-Bert, VisualBert, and CLIP encoder. Since these
models are well suited for English, the future attempt
will explore the intra-modal and cross-modal attention
techniques to improve the sentiment classification of
memes.
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Appendix
A. Implementation Settings and

Hyperparameters
For the experimentation, we use the Google colabora-
tory a GPU facilitated platform embedded with Python
3. The machine learning models are implemented using
the scikit-learn (0.22.2) packages, while we utilize the
TensorFlow (2.3.0) framework for deep learning mod-
els. All the models are compiled using the ‘sparse cat-
egorical cross-entropy loss function’ and trained with
an ‘adam’ optimizer for 40 epochs. The visual, some
textual (BiLSTM, CNN, BiLSTM+CNN), and multi-
modal models (ResNet50+BiLSTM, ResNet50+CNN,
ResNet50+BiLSTM+CNN) use learning rate of 1e−3.
Likewise, XLM-R and MuRiL models utilize a learn-
ing rate 1e−5 while other transformers (Bangla-
BERT) and multimodal models (ResNet50+MurIL,
ResNet50+Bangla-BERT) are trained with a learning
rate of 3e−5. All the models utilize a batch size of 32
except the transformer models (batch size = 16). We
employed Keras ‘callbacks’ method to save the best in-
termediate model during training. The optimum value
of the hyperparameters is determined by utilizing the
Keras Hyperband (Li et al., 2016) tuner. The summary
of the hyperparameters is provided in Table A.1.

Approach Models LR Batch
Size

Text

BiLSTM 1e−3 32
CNN 1e−3 32
BiLSTM+CNN 1e−3 32
MurIL 1e−5 16
Bangla-BERT 3e−5 16
XLM-R 3e−5 16

Multimodal R+

BiLSTM 1e−3 32
CNN 1e−3 32
BiLSTM+CNN 1e−3 32
MurIL 3e−5 16
Bangla-BERT 3e−5 16

Table A.1: Hyperparameter values for textual and mul-
timodal models.

B. Data Sources
Figure B.1 depicts the distribution of various sources
from where memes were collected. Most of the memes
were accumulated from Facebook, while only a frac-
tion of the memes were gathered from Instagram and
other sources. On the other hand, amid the collected
memes, an ample amount (31%) were found through
the Bangla Offensive Memes keyword, whereas about
42% were downloaded using the keywords of Bangla
Funny and Troll Memes.

C. Annotators Information
How to reduce bias and acquire correct annotations is
a critical question to answer while labelling a dataset

(a)

(b)

Figure B.1: Statistics of the MemoSen dataset: (a)
Distribution of the sources, (b) Percentage of memes
culled using the corresponding searched keywords.

(a) memes without visual
content

(b) memes without textual
content

(c) memes with cartoons (d) Non readable memes

Figure B.2: Few sample of memes that were removed
during the process of data collection

(Bender and Friedman, 2018). Several studies (Sap et
al., 2021; Röttger et al., 2021) have emphasized know-
ing the identity of the annotators since their experience
and perception influence the annotation. Therefore, rel-
evant information of annotators involved in dataset de-
velopment are briefly summarized in Table C.1. Four
annotators and an expert were involved in the labelling
process. Annotators’ ages were between 23-27 years,
having bachelor degrees in computer engineering and
1-4 years of experience performing research in NLP.
Three out of four annotators have prior knowledge of
annotating related sentiment samples. All the annota-
tors are native Bengali speakers and have experience
using Banglish, Bangla-English code-mixed language.
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Annotator-1 Annotator-2 Annotator-3 Annotator-4 Expert
Research-status Postgrad RA Postgrad RA Professor
Research area NLP NLP NLP NLP NLP, HCI, Robotics
Experience (in years) 1.5 3 1 4 21
Prior experience of annotation yes yes no yes yes

Age 23 26 24 27 46
Religion Islam Islam Hindu Islam Islam
Gender Male male Female Male Male

Table C.1: Research experience and demographic information summary of the annotators.

(a) meme shows affection (b) meme shows accolade (c) meme shows funny humor

(d) insult a person (e) denigrate a group of celebrities (f) shows obscene content

(g) memes with inherent sentiment (h) memes intention is incomprehensi-
ble

Figure C.1: Few example memes from MemoSen: here (a,b,c) are the positive memes, (d,e,f) are the negative and
(g,h) are the neutral memes.
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