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Abstract
Emotion Detection from text is a recent field of research that is closely related to Sentiment Analysis. Emotion Analysis aims to detect
and recognize different types of feelings through the expression of texts, such as anger, disgust, fear, happiness, sadness, surprise etc.
Identifying emotion information from social media, news articles and other user generated content has a lot of applications. Current
techniques heavily depend on emotion and polarity lexicons; however, such lexicons are only available in few resource rich languages
and this hinders the research for resource scarce languages. Also, social media texts in Indian languages have distinct features such
as Romanization, code mixing, grammatical and spelling mistakes, which makes the task of classification even harder. This research
addresses this task by training a deep learning architecture on large amount of data available on social media platforms like Twitter,
using emojis as proxy for emotions. The model’s performance is then evaluated on a manually annotated dataset. This work is focused
on Hindi language but the techniques used are language agnostic and can be used for other languages as well.
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1. Introduction
Due to the growth of internet, an unprecedented amount of
user generated content is available. This huge amount of
data has introduced several new challenges and opportuni-
ties in the research communities. One of them is identifying
user emotions and subjectivity in the text. Emotion Detec-
tion and Recognition from text is a recent field of research
that is closely related to Sentiment Analysis. Sentiment
Analysis aims to detect positive, neutral, or negative feel-
ings from text, whereas Emotion Analysis aims to detect
and recognize types of feelings such as anger, disgust, fear,
happiness, sadness, and surprise through the expression of
texts. It has many applications in real world, e.g. compa-
nies rely heavily on people’s perspective of their goods and
services, bloggers and content generators want to know the
opinion of their readers, since the mid-2000s, governments
around the world are paying increasing attention to the hap-
piness index, etc. Anger detection is a sub-task of emotion
detection which focuses on identification of text represent-
ing anger emotion. Reliable anger detection can be very
useful in various fields, e.g. automatic customer service
chatbots can use it as a signal of when humans should take
over, it can be used to detect mental stress in workplace
environment, etc.
Like many other NLP tasks, the biggest obstacle in emotion
detection is lack of labelled data in sufficient amount. Con-
sequently, co-occurring emotional expressions have been
used for distant supervision in social media sentiment anal-
ysis and related tasks to make the models learn useful text
representations before modelling these tasks directly. The
state-of-the-art approaches within social media sentiment
analysis use positive/negative emoticons for training their
models (Jan Deriu and Jaggi., 2016). Hashtags such as
anger, joy, happytweet, ugh, yuck and fml have also been
used similarly by mapping them into emotional categories
for emotion analysis in previous research (Jan Deriu and
Jaggi., 2012). Distant supervision on noisy labels often en-
ables a model to obtain better performance on the target
task. However, these pseudo-labels are noisy as they are
not always a direct label of emotional content. For instance,

a positive emoji may serve to disambiguate an ambiguous
sentence or to complement an otherwise relatively negative
statement. (FA Kunneman and van den Bosch, 2014) dis-
cusses a similar duality in the use of emotional hashtags
such as nice and lame. Twitter is a rich source of emo-
tional texts but using them directly is a challenge as of-
ten emojis are not correct in depicting the emotion associ-
ated with these texts. Nevertheless, based on empirical ob-
servation we believe that in general anger emojis are used
more reliably than others, meaning that the number of false
positives obtained, when using anger emojis as proxy for
emotion, are less when compared to using emojis for other
emotions. In other words, there are few cases where the
user will use an anger emoji when he/she is feeling some
other emotion. This paper poses the task of anger detection
as a binary classification problem where one class repre-
sents anger and other emotions are represented by the sec-
ond class. This research shows that using emojis as proxy
for anger on large dataset results can result in appreciable
performance on manually annotated dataset.

Classical machine learning algorithms like SVM, Logistic
Regression have performed reasonably well in various text
classification tasks however their principal drawback is that
for best performance they require manual feature engineer-
ing. Optimal set of features can vary both across languages
and across domains. Hence, building a classification sys-
tem for a new language is a cumbersome process and may
not be very effective for all languages. We need a model
which can train effectively on any dataset, irrespective of its
language or text characteristics, with minimal or no manual
adjustments across datasets.

Deep learning models have achieved astonishing results in
several fields like Speech Recognition and Computer Vi-
sion, and have shown promising results when used for sev-
eral NLP tasks. A major benefit of using deep learning
models is that they don’t require lot of feature engineering
and hence are suitable for building language agnostic tech-
niques for anger detection. A lot of research has been done
for text classification using different architectures such
as Convolutional Neural Networks (Kim, 2014), LSTMs



for tweet classification (Xin Wang and Wang, 2015) and
Recursive Deep Learning Models for Sentiment Analysis
(Richard Socher and Potts, 2013). This paper presents
a deep learning architecture which uses a Bidirectional
LSTM layer followed by an attention layer. A major ben-
efit of LSTMs is that we don’t need to worry about new
inputs destroying important information, and the vanishing
gradient doesn’t affect the information to be kept.
Related work is summarized in section 2. Training dataset
collection, pre-processing and properties are described in
section 3.1, and test dataset is introduced in section 3.2.
Model architecture is described in section 4. Experiments
and Results are shown in section 5 and the paper is con-
cluded in section 6.

2. Related Work
Most of the available techniques for emotion and subjec-
tivity analysis rely heavily upon emotion and polarity lexi-
cons like Emobank (Buechel and Hahn, 2017), opinion lex-
icon (Hu and Liu, 2004) etc. However, creation of these
resources is expensive and cumbersome process and hence
not feasible for a large number of languages. Consequently,
these type of language resources are available only for a few
resource rich languages. Lot of work has been done to over-
come this scarcity of resources mainly in the field sentiment
analysis. Most of the approaches depend on translation
between a resource scarce language and resource rich lan-
guage, e.g. (Balahur and Marco Turchi, 2012) used Bing,
Google and Moses translation systems for sentiment anal-
ysis in French, German and Spanish. (Balahur and Turchi,
2013) uses a English tweet sentiment classification system
to classify tweets translated into English from Italian, Span-
ish, French and German. These works however have sev-
eral drawbacks, the primary one being the unavailability of
good machine translation system for large number of lan-
guage pairs. Social media tweets in many resource scarce
Indian languages bring in more challenges as they are com-
posed of texts both in Roman and Devanagari scripts, con-
tain code mixed sentences and are often accompanied by
grammatical and spelling mistakes. We believe that the
effectiveness of translation based system is limited due to
these reasons.
In the field of opinion mining a small amount of work has
been done in Indian languages. Amitava Das and Ban-
dopadhya (Das and Bandyopadhyay, 2010a), developed
sentiwordnet for Bengali language. They apply word level
lexical-transfer technique to each entry in English Senti-
WordNet using an English-Bengali Dictionary to obtain a
Bengali SentiWordNet. Das and Bandopadhya (Das and
Bandyopadhyay, 2010b) devised further strategies to pre-
dict the sentiment of a word like using interactive game
for annotation of words, using Bi-Lingual dictionary for
English and Indian Languages to determine the polarity,
they also use wordnet and use synonym and antonym re-
lations, to determine the polarity. Joshi et al. (Joshi et al.,
2010) proposed a fallback strategy for sentiment prediction
in Hindi language. This strategy follows three approaches:
Using in-language resources for sentiment prediction. If
the data is not enough using machine translation to obtain
resources from a resource rich languages and if translation

is not accurate using senti-wordnet like resources to predict
the sentiment.
Using emotional expressions as noisy labels in text to
counter scarcity of labels is not a new idea (Read, 2005)
(Alec Go and Huang, 2009). Originally, binarized emoti-
cons were used as noisy labels, but later also hashtags and
emojis have been used. Most of these works base their
emotion classification on the theories of emotion such as
Ekman’s six basic emotions (Ekman, 1992) which divides
the emotion space into six basic emotions namely anger,
disgust, fear, happiness, sadness and surprise.
Deep learning NLP models require word representations
(containing context information) as input. One way to
achieve this is randomly initializing the word vectors and
trusting the emotion classification model itself to learn
the word representations, besides the network parameters.
However, this requires a large annotated corpus, which is
difficult to obtain in most languages. The other way is
to train a suitable deep learning model on a raw corpus
in that language and then use the obtained embeddings of
these in-language words as input to the emotion classifica-
tion model. The most widely used embeddings are GLove
(Pennington et al., 2014) and Google’s word-2-vec system
(Mikolov et al., 2013). Here, word embeddings generated
using Facebook’s Fasttext system (Bojanowski et al., 2016)
on Wikipedia Hindi dump have been used. The benefit of
using Fasttext embeddings is that it uses character n-grams
as input and so it can easily compute word vectors for out-
of-vocabulary words resulting in decent word vectors for
slightly misspelled words, which is quite often the case in
social media texts.
Recurrent Neural Networks have gained much attention be-
cause of their superior ability to preserve sequence informa-
tion over time. Unfortunately, a problem with RNNs having
transition functions of this form is that during training, the
components of the gradient vector can grow or decay expo-
nentially over long sequences. This problem with explod-
ing or vanishing gradients makes it difficult for the RNN
model to learn long distance correlations in a sequence.
Long short-term memory network (LSTM) was proposed
by (Hochreiter and Schmidhuber, 1997) to specifically ad-
dress this issue of learning long-term dependencies. The
LSTM maintains a separate memory cell inside it that up-
dates and exposes its content only when deemed neces-
sary. (Zhou et al., 2016) introduced BLSTM with atten-
tion mechanism to automatically select features that have a
decisive effect on classification. (Yang et al., 2016) intro-
duced a hierarchical network with two levels of attention
mechanisms for document classification, namely word at-
tention and sentence attention. This paper also implements
an attention-based Bidirectional LSTM model.

3. Dataset
3.1. Training Dataset
In many cases, emojis serve as a proxy for the emotional
contents of a text. Social media sites contain large amounts
of short texts with emojis that can be utilized as noisy la-
bels for training. For this paper, the data has been collected
from Twitter, but any dataset with emoji occurrences could



be used. Hindi language tweets in both Roman and De-
vanagari script have been used for training dataset. Proper
tokenization is very important for generalization over new
data. All tweets are pre-processed to replace URLs, num-
bers and usernames by placeholders. To be included in the
training set, the tweet must contain at least one emoji which
strongly signifies emotion.
Now, we define the mapping of emojis to emotions. We use
the definition of emojis present in Unicode’s dictionary of
emojis 1 to select the emojis which represent anger. Then
we define another set of emojis which represent positive
sentiment using the same dictionary. We hypothesise that if
a tweet truly represent anger emotion then it should not con-
tain any positive sentiment emoji. Therefore, we consider
tweets which contains anger emojis and don’t have any
emoji which depicts positive sentiment, as anger tweets.
This is done to reduce the number of false positives as much
as possible. However, this results in a skewed distribution
over tweets with only a small fraction of total tweets repre-
senting anger as shown in table 1.

Emotion Number of Samples
Anger 4487
Others(Happy, Sad, Fear etc.) 51447

Table 1: Samples in each class

We also observe that a large number of Hindi tweets are
written in transliterated Roman script. We leave them un-
changed and let the model learn these as separate tokens.
We do not introduce transliteration as it can potentially add
errors and also because transliteration systems are not avail-
able for many language pairs.

Number of Tokens 832409
Romanized Tokens 397348
Avg Length in words 14.18

Table 2: Properties of Training Dataset

3.2. Test Data
We collected a small dataset of tweets in Hindi. We want
to evaluate the predictive power of the model against all
emotions and not just positive sentiment tweets, hence we
made sure that the test dataset contains tweets representing
fear, sadness, disgust along with joy, surprise and anger.
The dataset was manually annotated by three different an-
notators. In case of disagreement in labels, the majority
class was taken as the final label. We measured inter an-
notator agreement score using Cohen’s kappa measure and
obtained a score of 0.782.

4. Model Architecture
This paper uses a variant of the Long Short-Term Memory
(LSTM) model that has been successful at many NLP tasks
(Hochreiter and Schmidhuber, 1997). Our model uses an

1https://unicode.org/emoji/charts/full-emoji-list.html

Sample Label Sample Count
Anger 49
Others 171

Table 3: Test Data Distribution

embedding layer with random initialization to project each
word into a vector space. A rectified linear unit activation
function layer is used to enforce a constraint of each embed-
ding dimension being greater than or equal to 0. To capture
the context of each word, a bidirectional LSTM layer with
128 hidden units (64 in each direction) is used. Finally, an
attention layer that takes all of these layers as input using
skip-connections is used (see Figure 1 for an illustration).
The attention mechanism lets the model decide the impor-
tance of each word for the prediction task by weighing them
when constructing the representation of the text. The output
of this attention layer is used as input to the final Softmax
layer for classification. We also added dropout layers for
better generalization (Hinton et al., 2012). The model is
implemented using Keras (Chollet and others, 2015) (with
Tensorflow (Abadi et al., 2015) as backend).

Figure 1: LSTM Model architecture

Another model is developed which has two channels for
embedding layer. This is done to utilize the knowledge rep-
resented in pre-trained word vectors. First channel consists
of an embedding layer which is randomly initialized and
is updated along with model weights during training. This
embedding layer is followed by a bidirectional LSTM layer
which captures the context of each word and remembers
the important features of input. Second channel has an em-
bedding layer which is initialized by pre-trained word vec-
tors obtained using Fasttext algorithm on Wikipedia Hindi
dump. The second channel embedding layer is frozen and
not updated during training. This second embedding layer
is also followed by a bidirectional LSTM layer. Both of
these Bidirectional LSTM layers and embedding layers are
then concatenated and passed to the Attention layer. This
is then followed by a softmax layer which makes the final
classification decision. Model architecture is illustrated in
Figure 2.



Figure 2: Multi-Channel LSTM architecture

5. Experiments and Results
5.1. Anger Detection
Our hypothesis is that training over large dataset of tweet
data labelled using emojis, though noisy, will produce a
good classifier for anger prediction. The performance of
our models trained on automatically annotated datasets is
evaluated on a manually annotated test corpus. F1 measure
is used as primary metric since the data is skewed and hence
accuracy would not be a strong measure of performance.
We also report precision and recall score as in some cases
false positives are considered more costly, in such cases we
would prefer a model with better precision and where we
need better coverage, a model with higher recall should be
used.
Traditional classifiers over large input spaces, such as the
the Bag of Words and Term frequency - Inverse Document
Frequency (tf-idf) feature space, often provide strong base-
lines for text classification. We have used Naive Bayes and
Logistic Regression in our experiments. Since the class dis-
tribution is highly skewed use change the class prior so that
heavier loss is incurred when an anger data point is misclas-
sified. As we observe from table 4, the results from these
classifiers are very encouraging and support our hypothesis
of using emojis as proxy for labels.

Model F1 Precision Recall
Naive Bayes 0.676 0.522 0.959
Logistic Regression 0.813 0.695 0.979

Table 4: Machine learning algorithm performance

We now compare best performing traditional machine
learning classifiers with the deep learning architecture de-

scribed in previous section. We use binary crossentropy
as loss function with more weight given to data points of
’anger’ class because of skewed data distribution. We split
the dataset into training and validation set and the model
is chosen based on the performance over validation set.
’Adam’ (Kingma and Ba, 2014) algorithm is chosen for
optimization. We use grid-search to choose model hyper-
parameters such as dropout, layer dimension etc. It can be
seen in table 5, a significant improvement in classification
performance over the traditional classifiers is observed.

Model F1 Precision Recall
LSTM 0.875 0.893 0.857
Multi-channel LSTM 0.889 0.88 0.897

Table 5: LSTM Model Performance

5.2. Model Analysis
We now analyze the predictions made by the model. Specif-
ically we want to observe which emotions are more confus-
ing for the model. Our hypothesis is that negative emo-
tions are closer to each other and model can sometimes
fail to differentiate between two negative emotions such as
anger-sadness, fear-anger. From the false negatives we ob-
serve that majority of incorrect observations require knowl-
edge of concept beyond the text, such as hostility between
countries, hatred of TV shows etc. This also exemplifies
the difficulty of detecting emotions and sentiment in gen-
eral. While most of the false positives were those exam-
ples which didn’t have clear majority in annotation, which
shows even humans get confused whether a text represents
anger emotion or is a comment on sad state of affairs.

6. Conclusion
In this work, it is established that, even without manually
annotated dataset, anger can be detected in social media
texts in a reliable fashion using a simple deep learning clas-
sification model, and easy usage of publicly available word
embeddings for Hindi language. The main idea of the pro-
posed approach is to develop a technique which can over-
come the need of annotated resources. The experimental
results show more than 88 percent F-score values. These
observations substantiate the viability of the proposed ap-
proach in handling the key issues of multilingual emotion
classification which are diversity of texts and scarcity of
datasets across languages.
One major advantage of using deep learning is it’s inherent
ability to transfer knowledge to a different setting. Word
embeddings are particularly useful as they learn the knowl-
edge in context of a classification problem and can be di-
rectly used as input in a similar setting. In this context,
words which denote anger should be, in some sense, near to
each other. This means that similar task such as sentiment
analysis might see an improvement using these embeddings
as additional inputs.
The paper targets binary emotion classification for Hindi
language. The paper shows that exploiting the embeddings
and proxy labels over large dataset can result in appre-
ciable performance over manually annotated dataset. This



work can further be extended to multi-class emotion classi-
fication problem which further distinguishes between other
emotions such as sadness, disgust, joy etc. Also, further ex-
periments can be conducted with other languages, publicly
available resources, datasets and tools as well as other deep
learning neural network configurations for emotion classi-
fication in resource scarce languages
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