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Abstract
This article describes a novel text corpora and sentiment lexicon for financial text mining. The text corpora comprises social media
messages, specifically, comments on stocks by Yahoo Message Board service users. The messages contains the user opinion and is
labelled by the user with an overall sentiment label. This novel dataset with 74,641 messages covering 492 stocks over a period of two
years is made publicly available. State-of-the-art methods are used to extract terms that convey positive and negative connotation from
each message of the corpora. Then, each message is represented as a vector of these terms and sentiment classifiers are trained. The
best combination of text representation weights and classifier model achieves 91.4% accuracy in the test set. We then use this sentiment
classifier to build a sentiment lexicon, which contains words associated with positive and negative sentiments. We show that this lexicon
is useful to extend previously proposed words lists, which were manually crafted from 10-K or 10-Q financial documents, and is able
to capture the sentiment of terms from the formal and informal language of financial stock markets. Our novel financial domain text

corpora and sentiment lexicon constitute valuable language resources to help advance the work on financial narrative processing.
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1. Introduction

The sentiment classification of texts is a Natural Language
Processing task that has increasingly attracted attention of
the research community in recent years. Broadly speak-
ing, we can group the sentiment classification into two ap-
proaches: On the one hand, those employing supervised
(Pang et al., 2002; |Pang and Lee, 2008; |Glorot et al., 2011}
Socher et al., 2013)) or semi-supervised machine learning
methods (Dasgupta and Ng, 2009; Zhou et al., 2013}; |Pono-
mareva and Thelwall, 2013)), and on the other hand, those
using unsupervised learning (Turney, 2002).

Lexicon-based sentiment classification is performed by re-
trieving information from sentiment word lists or sentiment
lexicon, i.e. a database of words with positive and nega-
tive annotations. The main challenge of this approach is to
compile the word list while avoiding any time-consuming
human intervention. In other words, the goal would be
to learn the sentiment words lists rather than compiling
it manually. The techniques developed to build a senti-
ment word lists can be arranged in three broad categories:
Dictionary-based, Corpus-based and Emoticon-based. The
former method starts with a seed of initial words that con-
tains at least one positive and one negative word. Then,
the seed is bootstrapped, e.g. using WordNet (Miller,
1995)) synsets as in [Hu and Liu (2004);Hassan and Radev
(2010);Rao and Ravichandran (2009). The Corpus-based
technique is similar to the Dictionary-based one, however,
it attempts to bootstrap the seed using a domain specific
corpus. This method largely exploits grammatical coher-
ence of a given language (see, for example, the early stud-

!Grammatical coherence can be understood as linguistic con-
ventions on connectives such as and, or and neither nor. To illus-
trate, from the text “The service is good and staff is friendly” we
could infer that “friendly” and “good” have the same sentiment
connotation even without knowing a priori the sentiment of each

ies in|Hatzivassiloglou and McKeown (1997) and posterior
advancements in |[Kanayama and Nasukawa (2006)). One
of the main drawbacks of this method is the limited occur-
rence of linguistic conventions in a given corpus. Finally,
the Emoticon-based methods are grounded on the fact that
Emotion icons (Emoticons), such as —), :) and : - ( have
an advantage of summarizing feelings. Therefore, they are
useful to automatically assign a sentiment label to a given
text. This method is employed in |Go et al. (2009) and in
Davies and Ghahramani (2011)).

As a matter of fact, many publicly available language re-
sources for sentiment classification, e.g. Sentiment140 (Go
et al., 2009), Bing Liu Sentiment Lexicon (Liu, 2012),
MPQA Sentiment Lexicon (Wilson et al., 2005), Harvard
Dictionary (the General Inquirer) (Stone et al., 1966) and
VADER (Hutto and Gilbert, 2014), are built based on three
fundamental methods discussed above, named Dictionary-
based, Corpus-based or Emoticon-based.

Although these resources are effective for sentiment clas-
sification in the general contexts of customer reviews, they
are of limited use for the financial domain corpora, such as
US 10-K/10-Q corporate fillings, conference press releases
or social media content related to stock markets. For in-
stance, as stressed in|Loughran and Mcdonald (2011): “Al-
most three-fourths of the words identified as negative by
the widely used Harvard Dictionary are words typically not
considered negative in financial contexts.”

This work focuses on building a sentiment lexicon specific
for texts from the financial domain. Three main contri-
butions are made to the existing literature. First, we pro-
pose a novel sentiment lexicon for words in financial con-
texts. This sentiment lexicon is learnt from user posts of
the Yahoo Message Board applying a supervised learning
approach. In this regard, our work is helpful to extend

word individually.



the manually annotated|Loughran and McDonald Financial
Sentiment Dictionary of [Loughran and Mcdonald (2011)).
Second, the method we propose to build a sentiment lex-
icon from a text sentiment classifier can be utilized as a
general method to similar problems, regardless the corpus
domain. Third, we make the sentiment annotated dataset
used to build the sentiment lexicon publicly available as an
additional language resource.

2. Financial Domain Dataset
2.1. Description and Characteristics

Until Yahoo’s recent acquisition by Verizon, the company
provided a financial message board service covering a
broad range of individual stocks. When discussing a given
stock, users could annotate their posts with one of the fol-
lowing fixed five sentiment labels: Buy, Strong Buy, Sell,
Strong Sell and Hold.

Aiming to make use of this sentiment annotation, we col-
lected raw HTML content from each stock message board.
Then, we parsed this content extracting tags that contain
relevant information. Finally, we converted the parsed
HTML content into open JSON| (JavaScript Object Nota-
tion) format. This step converted the unstructured message
board content (HTML) into structured data (JSON).

In total, we collected 4.9GB of Python serialized JSON ob-
jects by sending web requests through 8 parallel processes
during two consecutive Weekﬂ Messages published in
2014 and 2015 were collected for a list of 492 stock{’] Be-
low, we show two samples from the JSON dataset for IBM
and Exxon Mobil stocks (the field message_sentiment
describes the label):

{"is_reply ’: True,

"message_sentiment : ‘Buy’,

"message_title *: ’IBM profit machine
slows; layoffs planned’,

“timestamp *: 1366340436.652},

{’is_reply ’: False,

"message_sentiment : *Strong Sell ’,
"message_title *: ”“Bloomberg: Crude
Oil Erases Advance on OPEC’s

Reduced Demand Forecast”,
“timestamp *: 1421371595.252},

We aggregate the messages of each stock into three classes.
In the POS (positive) class, we group all messages orig-
inally labelled as Buy, Strong Buy. The NEG (negative)
class receives all Sell, Strong Sell messages. Finally, all
residual messages are assigned to the class NEUTRAL.

Our strategy to collapse the messages into the coarse-
grained classes POS and NEG, regardless whether it is a
Strong message or not, is grounded on the fact that without
the aggregation each class would be underrepresented and

2We relied on data parallelization techniques where each pro-
cess/thread took care of one stock independently.

3The list of stocks was compiled based on all constituents of
the Standard & Poor’s 500 Index (S&P500) as in 2017. Subse-
quently, stocks with no messages were disregarded, hence, reduc-
ing the initial universe of 500 stocks.

few labels would be left to discriminate, for example, be-
tween Sell and Strong Sell. The same follows to the Hold
messages, i.e. few samples would be left to discriminate
this specific class.

One interesting characteristic of the users’ behaviour is
their general optimism regrading the stock market. Based
on the distribution of POS, NEG and NEUTRAL labels
of Table [I] we see that our data has a strong bias towards
messages with positive tone. We perceive this bias as a be-
havioural manifestation of the overconfidence and exces-
sive optimism investors see in the stock markets, as de-
scribed in [Shiller (2000).

Label Number of Samples Percentage
POS 46,981 63
NEG 20,610 28
NEUTRAL | 7,050 9
total 74,641 100

Table 1: Dataset sentiment labels distribution.

Finally, a closer look at some random samples reveals a cer-
tain degree of noise in the annotated labels. For example,
the text: “All the cards on the table today!” is labelled by
the user as POS. However, without the label most anno-
tators would probably consider the message neutral. We
presume that this “labelling mismatch” happens because
some message board users tend to mistaken the message
true connotation for their own judgment about the future
performance of the company. That being said, potentially,
the user that posted this message was betting the market
would go up and not exactly the fact that, from a linguis-
tic viewpoint, “all cards on the table” is an utterance with
neutral sentiment.

2.2. Pre-Processing and Wrangling

Our pre-processing phase starts by filtering out all messages
with the following characteristics: duplicate title, without
any sentiment annotation and reply messages.

After this phase, we end up with 74, 641 messages that are
dumped separately to a JSON file for each stock ticker.
Before training the model described in Sec. [3.| we carry out
the following additional pre-processing steps:

1. A simple lexical normalization to convert Out-Of-
Vocabulary (OOV) words to its canonical form. The
normalization treats the following cases: Repeated
words (e.g. convert from “going up up up” to “going
up”). Repeated symbols (e.g. convert from “AMAZ-

and executed before the Part-Of-Speech (POS) tag-
ging task.

2. Spell checking using GNU Aspell. The words that are
still not recognized are filtered out.

3. We ignore terms that appears in less than three mes-
sage titles.
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3. Methodology
3.1. Document Representation

We use a sparse vector space model to represent each mes-
sage of our dataset. However, we expand each message in
a base of Semantic Orientatimﬂ (SO) occurring in it, rather
than the standard “bag of words” model, according to which
the message is represented by the set of words or n-grams
occurrences (weighted or not). Our sentiment classifier is
thus trained on what might be called “bag of Semantic Ori-
entation (SO)”.

The motivation to use the “bag of Semantic Orientation
(SO)” representation resides in two facts:

1. The SO keywords are Part-of-Speech (POS) tag pat-
terns that work as good indicators of explicit opin-
ions. For instance, the tag pattern JJ (adjective) +
NNS (noun) + <any tag> extracts “economic con-
cerns” from the message “Stocks tank on global eco-
nomic concerns”. Since we represent each text of our
corpora in this SO base, we can, at inference time, pre-
dict the sentiment of each SO keyword separately in
order to build our sentiment lexicon.

2. The SO tag patterns are handy to disregard messages
that do not convey any connotation and appropriate in
our context of binary sentiment classification, i.e. only
POS or NEG classes. In other words, the SO tag pat-
terns constitute a simple algorithmic way to filter texts
without explicit polarity out.

3.2. Semantic Orientation Tag Patterns
Extraction

To build the SO base representing each text described in
the subsection above, we extract the same Part-of-Speech
(POS) tag patterns proposed in [Turney (2002). Table [2]
replicates these tag patterns, and the respective TGrep2
(Rohde, 2001) expressions we used in our code.

The Part-of-Speech (POS) tagging is performed using the
tagger proposed in|Toutanova et al. (2003).

3.3. Sentiment Lexicon Learning and
Compilation

Up to this point, we have not made use of any sentiment
annotation of our dataset. That said, we could learn the
polarity of each tag pattern using a totally unsupervised ap-
proach. One such approach is the SO-PMI method pro-
posed by [Turney (2002)) and, for example, extensively dis-
cussed in[Taboada et al. (2011). This approach uses search
engines hit counts to calculate the Pointwise Mutual Infor-
mation (PMI) between a given “keyword” and two fixed
strong opinion words, such as “good” and “bad”, which are
expected to have opposite sentiment polarity. The SO-PMI
is the difference between the two PMI measures] Stick-
ing to our example, we would expect that the PMI between

“Semantic Orientation is a measure of subjectivity and opinion
of a given text: see the early works of |Osgood (1952) and a more
recent review in (Taboada et al., 2011).

Note that the measure will be negative if the PMI (“distance”)
between a given keyword and “bad” is higher than between the
keyword “good”. In simple terms, negative(positive) measures
are associated with negative(positive) sentiments.

Tgrep 2 expression POS Tag pattern

(JJ. (NN|NNS) ) JJ + NN or NS
(RB. (JJ!. (NN|NNS))) RB +J] +

not NN, not NNS
(RBR. (JJ!. (NN|NNS))) RBR +JJ +

not NN, not NNS
(RBS. (JJ!. (NN|NNS))) RBS +1J +

not NN, not NNS
(JJ. (JJ!. (NN|NNS))) J+1J+

not NN, not NNS
(NN. (JJ!. (NN|NNS))) NN +JJ +

not NN, not NNS
(NS. (JJ!. (NN|NNS))) NS +JJ +

not NN, not NNS

(RB. (VB|VBD |VBN|VBG) ) RB + VB or VBD

or VBN or VBG
(RBR. (VB|VBD | VBN | VBG) ) RBR + VB or VBD
or VBN or VBG
(RBS. (VB|VBD | VBN |VBG) ) RBS + VB or VBD
or VBN or VBG

Table 2: Extracted POS tag patterns using TGrep2 expres-
sions.

the word “bad” and “economic concerns” would be higher
than the PMI between the word “good” and “economic con-
cerns”’, what would make the text “Stocks tank on global
economic concerns” more biased to a negative sentiment
label than the positive one. Nonetheless, as pointed out in
Taboada et al. (2006)), search engines are living organisms,
subjected to a constant updating process, making the SO-
PMI measure highly unstable over time. Additionally, the
goal of this study is to learn a domain-specific lexicon but,
typically, search engines do not segregate queries to texts
from a specific domain, which is in our case the financial
markets domain.

As an alternative to unsupervised learning, we leverage
the sentiment annotation of our dataset and train three su-
pervised binary sentiment classifiers: Logistic Regression,
Linear Support Vector Machine and Neural Network. All
classifiers are trained to predict the probability of the posi-
tive sentiment label and except for the Neural Network clas-
sifier were implemented using the Scikit-learn library (Pe-
dregosa et al., 2011). The Neural Network uses the Keras
library (Chollet, 2015)) and is trained using an architecture
with one hidden dense layer and one final dense layer with
only one neuron.

Below, we provide a detailed explanation of all steps lead-
ing from the dataset messages to our proposed Sentiment
Lexicon compilation:

1. SO Tag Pattern Extraction: After performing the pre-
processing steps described in Sec. for each mes-
sage we extract all possible tag patterns (terms) de-
scribed in Table[2] We assign the set of all different tag
patterns extracted from our dataset as the vocabulary
set V. When performing this step we ended up with
a vocabulary with 1, 185 entries, which constitutes the
dimension of our sparse vector space model.



2. Instance Representation: We represent each message
in the base of terms V using three different weight
schemes: Term-Frequency (TF), Term Frequency-
Inverse Document Frequencyﬁ] (TF-IDF) and One-hot,
where the term representation is assigned to one if the
term appears in the text and zero otherwise.

3. Hyperparameter Selection: We randomly split 85% of
the data for hyperparameters optimization (training)
with the remaining 15% “left out” as test set. The
hyperparameter selection is performed in the train-
ing data using 10-fold cross-validation. The cross-
validation is implemented using greedy-search, which
to sweep all possible hyperparameters of the search
space for each of the three classifiers and selects the
best model for a given metric. Table [3| describes the
hyperparameters space for each classifier. In total this
step outputs 9 models, i.e. 3 (classifiers) times 3 text
representations per classifier.

4. Sentiment Lexicon Compilation: At this stage, our
models can be consumed to classify the binary sen-
timent of any text. However, in order to compile a
sentiment lexicon as a handy language resource, we
perform the following tasks:

e First, at inference time, we predict the POS la-
bel probability {pz}i:lls ® for all the entries of our
vocabulary V' using the One-hot models. Tech-
nically, this step is implemented passing though
our classifiers 1, 185 vectors. Each of these vec-
tors have zero elements for all dimensions expect
for the i¢th dimension corresponding to the lexi-

con V; which has entry one.

e Second, we introduce a cut-off probability for
the decision boundary, i.e. the cut-off probabil-
ity decides if a given term should be grouped
in the positive or negative word lists. Thus, all
terms V; with probability p; greater (less) than
0.60 (0.40) are classified as positive (negative).
The remaining terms are filtered out (0.40 <
pi < 0.60).

Classifier
Logistic Regression

Hyperparameters
regularization_type =
{I1,12} ,C_regularization
={0.10, 1, 10, 100}

Linear SVM C.regularization = {0.10,
1, 10, 100}

Neural Network hidden_layer_n_neurons
= {64, 128}

Table 3: Hyperparameters space.

The standard IDF weight scheme is employed in our work.
This weight will lower the total TF weight of any term V; € V that
appears frequently in all instances of the dataset. For example, a
term that appears in all instances (documents) will have a final
TF-IDF weight equal to zero.

Our proposed “bag of Sentiment Orientations” repre-
sentation address two main challenges. First, it fil-
ters out factual texts (neutral opinion).  Second, it
is our proposed solution to build a sentiment lexicon
straight from a binary sentiment classifier. We make
available the positive and negative word lists (senti-
ment lexicon) as a language resource, which can be
found in the files stocksenti-word-list-pos and
stocksenti-word-list-neg for the positive and
negative sentiments, respectively.

4. Results

Table [4] shows the Sentiment classifiers test set accuracy
for the 15% of our dataset samples that were “left out”.
The reported values are the accuracy for the best model se-
lected during the cross-validation phase (training set) for
each classifier.

Classifier TF TF-IDF | One-
Hot
Logistic Regression | 82.9 83.7 82.4
Linear SVM 82.8 83.0 82.7
Neural Network 91.3 90.8 91.4

Table 4: Test set accuracy for different classifiers and in-
stance representations.

Our best classifier is the Neural Network and, for this clas-
sifier, the performance remains even when different text
representations are used. For the other classifiers we can
see that the TF-IDF representation performs the best. Based
on these results, we selected the Neural Network model
with One-hot representation to compile the Sentiment Lex-
icon using the approach described in the previous section.
The final confusion matrix of the compiled Sentiment Lex-
icon can be found in Table

Predicted/Actual | POS NEG
POS 10,888 902
NEG 572 4,824

Table 5: Test set confusion matrix for the best classifier
consumed to build the Sentiment Lexicon.

To evaluate our learnt sentiment lexicon, here named Stock-
Senti, we perform two different strategies. To begin with,
we assess how far our word lists are able to capture the sen-
timent of terms commonly used in the financial parlance,
taking into account formal and informal language varia-
tions. In addition, we evaluate the effectiveness of our
sentiment lexicon as a potential tool to extend the man-
ually compiled |Loughran and McDonald Financial Senti-
ment Dictionary of Loughran and Mcdonald (2011), which
was built using exclusively corporate disclosures.

We provide many examples where our Sentiment Lexicon
thrives in learning terms related positive and negative po-
larity for stock market texts. To exemplify, the term next
resistance and strong support have high positive probabil-
ity (0.82). On the contrary, next support is highly nega-
tive (with probability equal to 0.21). Further, the keywords


http://www3.nd.edu/~mcdonald/Word_Lists.html
http://www3.nd.edu/~mcdonald/Word_Lists.html

short squeeze, short covering and too cheap are positive as
shorting opportunity, great short, too high, high price and
buy puts are negativ

Interestingly, our dictionary is able to capture some re-
lationships between the economic environment and stock
markets. For instance, cheap oil is classified as positive,
in agreement with the average negative correlation between
inflation and stock prices. Even phrases like bad weather
(0.2 probability) that are less obvious to gras;ﬂ were cor-
rectly classified.

Particularity, all the examples cited above are misclassified
by all publicly available dictionaries built using general cor-
pora (Sentiment140 (Go et al., 2009), Bing Liu Sentiment
Lexicon (Liu, 2012), MPQA Sentiment Lexicon (Wilson
et al., 2005), Harvard Dictionary (the General Inquirer)
(Stone et al., 1966) and VADER (Hutto and Gilbert, 2014))).
Regarding the effectiveness in extending the Loughran and
McDonald Financial Sentiment Dictionary, of |Loughran
and Mcdonald (2011) we grouped in Table [6]a few exam-
ples of words that are not present in this financial domain
dictionary and, thus, are potential candidates to extend the
same.

Positive Negative
solid quarter, extremely | strong sell-off, insider
undervalued, green day, | trading, unprofitable al-

buyback program, strong
cash, outperform rec-
ommendation, solid
company, major upgrade,
legislative inaction

location, expensive debt,
litigious fraud, profitless
resources

Table 6: Examples of terms part of our sentiment lexicon.

5. Conclusion

This work makes available to the research community a
novel text corpora and sentiment lexicon for financial text
mining. Indisputably, both language resources are valuable
to the studies of corporate disclosures, e.g. corporate press
releases, annual reports and so forth.

The sentiment classifier built on top of the sentiment la-
belled Yahoo Message Board service covers a broad range
of stocks and is effective in classifying the sentiment of
terms common to the stock markets parlance. We exten-
sively assessed different classifiers and text representations
and the best combination of text representation weights and
classifier model achieves 91.4% accuracy in the test set.
Additionally, we propose a method to build a sentiment
lexicon from a sentiment classifier by representing each
dataset instance (message) in a base of terms with high po-
larity, what we named “bag of Semantic Orientation”.

LLINT3 LLIT3

"The reader not familiar with the words “long”, “short”, “sup-
port”, “resistance”, “covering” and “put”/“call” derivatives instru-
ments is encourage to consult introductory capital markets books
to gain specific domain knowledge.

8A closer look at the dataset reveals that the bad weather
phrase was extracted from oil companies. In this case, the negative

hint is a consequence of damages caused by hurricane seasons.

We assessed the potential of our learnt sentiment lexicon to
be utilized to extend manually annotated sentiment lexicons
(crafted using 10-K or 10-Q financial documents). Not only
our sentiment lexicon is effective to extend financial senti-
ment dictionaries, but also it is able to capture the sentiment
of terms from the formal and informal language of financial
stock markets.
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