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Abstract
The paper discusses use cases and proposals to increase the flexibility and reusability of components for analysis and further processing
of analysis results in corpus query platforms by providing standardized interfaces to access data at multiple levels.
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1. Introduction
Compared to other disciplines that deal with big research
data, in linguistics it is on the one hand particularly impor-
tant and on the other hand particularly difficult to equip
research software with satisfactory functionalities for data
analysis. It is important because the research data usually is
not only too big to move, but also – due to IPR and license re-
strictions – often not allowed to move (Kupietz et al. 2010,
2014; Kamocki et al. 2016). For this reason, researchers
who want to analyse corpora cannot simply download the
data and apply their own software tools. Providing generally
satisfactory functionalities in central corpus analysis plat-
forms, however, has proven difficult. One reason for this
is that the question, how language data should be analysed,
depends very much on the research aims, and is itself a key
research field with rapid development. As a consequence,
provided functionalities will typically not cover all areas of
interest and will be outdated quickly. Finding solutions for
this dilemma is even more important as a quick and general
availability of methods for analysis and for the visualization
of analysis results, and accordingly a certain nudge towards
methodological canonicalization is likely to foster scientific
progress in disciplines that deal with language data.
In this paper we will review current approaches (including
our own approach with KorAP) to interoperable language
analysis and discuss their limitations. We then describe typ-
ical analysis use cases from which we derive the main data
structures needed for their support. On this basis, we outline
a basic API, and discuss the resulting data access require-
ments.

2. Previous work
2.1. CLARIN
A lot of valuable and groundbreaking work with respect to
the reusability of language resources and technology has
been done within the European Research Infrastructure for
Language Resources and Technology CLARIN. Apart from
corpus encoding standards, and best practices, particularly
relevant for the subject of this paper are the experiences
with the web-service orchestration and tool-chaining plat-
form for corpus processing WebLicht (Hinrichs, Hinrichs
and Zastrow 2010). WebLicht itself, however, is based on
a distributed network of web-services between which data

is transferred while analysis functions are immobile. Thus
the WebLicht approach does not address license and IPR
restriction problems, typical in corpus linguistics.
In general, the task addressed in this paper will complement
the work done in CLARIN, in the sense that CLARIN work
focuses on commonly used base infrastructures and existing
resources and technologies, while the task here is focussed
on a very specific class of use cases and applications.

2.2. KorAP
Increasing data reusability and accessibility for different ap-
plications using different methods was one of the key targets
of KorAP, the corpus analysis platform developed at the IDS
starting in 2011 (Kupietz et al. 2014). From the beginning
of the KorAP project, it has been clear that the core devel-
opers at the IDS would not be able to develop and maintain
all desired functionalities to satisfy all potential users.
At an early stage of the KorAP’s design phase (Bański et
al. 2012, p. 2906), the intended approach to solve the prob-
lem was to roughly follow Jim Gray’s (2004) principle, if
the data cannot move put the computation near the data,
by providing a mobile code sandbox where users can run
their own “KorAPp” code with controlled output in order
to meet license restrictions (Kupietz et al. 2010). However,
due to high expected development costs of such a sandbox,
its maintenance and the required hardware, this approach
was only pursued in a manual way: DeReKo samples were
sent to interested users to let them adapt their software to
the DeReKo encoding format, the software then was applied
manually on IDS servers, and the controlled output was sent
back to the users (Kupietz et al. 2014).

Proposed levels of access
To simplify this work as much as reasonable, since 2014
(Bański et al.) KorAP follows an alternative multi-level ap-
proach for making the data accessible to user code depend-
ing on the respective task, with the following levels of ac-
cess:

• Corpus: Corpus-level access is typically most suitable
for tasks that (a) require whole texts as input and/or (b)
need to add new annotations to the corpus data. A typi-
cal example for such a task is topic domain or text type



classification. It can be carried out by means of (manually
applied) mobile code as described above.

• Multiple (Backend) Instances: This level, or rather ap-
proach, is ideally applicable for tasks relying on multiple,
physically separated corpora and where identical func-
tionalities are expected as e. g. for contrastive studies on
comparable corpora (Cosma et al. 2016, Kupietz et al.
2017). In addition, however, this approach can also be
a complementary alternative to standardized data access.
For example if a corpus query tool A is used, but func-
tionalities of tool B are required, in some cases the easiest
solution can be to convert the corpus data to the format re-
quired by tool B and run an instance of tool B in addition
to tool A.

• Web-API: This level seems ideally applicable for tasks
that require search results. In the case of KorAP, the in-
terface is specified by the Kustvakt REST-API and the
KoralQuery protocol (Bingel and Diewald 2015); option-
ally executed close to the data to avoid network latencies
(“fast lane”).

• Open Source: This level is ideal for tasks that require
or suggest extensions to core functionalities. In the case
of KorAP, such extensions can be proposed for review
and submitted via Gerrit12. For functionalities for which
alternatives are specifically welcomed, an interface defi-
nition (in the Java sense) could streamline this extension
process.

Currently, the access at these different levels is, however,
mostly KorAP-specific and not standardized. Thus, the pro-
posed levels of data-access primarily serve to complement
and to facilitate further steps of canonicalization and stan-
dardization.

2.3. Other corpus query tools
Probably all existing corpus query tools support mecha-
nisms for exporting query results in different formats to al-
low further processing. The corpus workbench (Evert and
Hardy 2011), for example, provides a tabulate command to
aggregate query results into tables that can then be used for
further statistical analysis.
A corpus query tool that goes very far with providing inter-
faces for data access is the CorpusExplorer3 (Rüdiger 2018)
which offers an extensible large variety of export formats
and an SDK to allow users to develop their own functions
for analysis and further processing.
Nederlab (Brugman et al. 2016) provides an R based visual-
ization service (Komen 2015) as a separate service compo-
nent to further process search results, especially for visual-
izations, and is meant to support even user provided custom
R modules.

3. Use cases
This list of example use cases for exchangeable analysis
modules is not intended to be complete. It rather reflects

1KorAP’s Gerrit: https://korap.ids-mannheim.de/
gerrit/

2Gerrit Code Review in general: https://www.
gerritcodereview.com/

3https://notes.jan-oliver-ruediger.de/software/
corpusexplorer-overview/

our own interests, the experiences with the DeReKo user
community, and mainly serves as an overview of possible
application classes and their requirements.

3.1. Collocation Analysis
An obvious and simple use case for interoperable analysis
modules is collocation analysis (Sinclair 1991), which is of-
fered in nearly every corpus platform and one of the most
widely used and most often varied methodologies in corpus
linguistics.

The standard case: cohesion of word pairs
In the standard case, collocation or co-occurrence analysis
measures the association between co-occurring words. I.
e. it assigns an association score to word pairs of the vo-
cabulary observed in a corpus based on their respective to-
tal frequencies and their co-occurrence frequency within a
certain context-window, e. g. [-5, 5] around the target word,
so that high scores indicate strong attraction, low scores in-
dicate weak attraction, and scores can be used to rank the
word pairs according to the strength of their attraction (Ev-
ert 2009).
The results of collocation analysis can be used for finding
recurrent syntagmatic patterns and, by means of compar-
ing vectors of association scores (collocation profiles) for
finding paradigmatic relationships between words (Perkuhn
2007). For both scenarios exchangeable analysis functions
and interfaces for further processing or visualizing the re-
sults would be desirable.

Higher-order collocation analysis
In higher-order collocation analysis (Keibel and Belica
2007) the analysis is applied recursively by taking the co-
hesive pairs found in one step as a single node and using
some form of the found concordances as the corpus in the
subsequent step.
It is already more difficult to define a sufficiently general
standardized API for this simple extension, however, it
might be a good example of functions that are more easily
standardizable on an API level by using callbacks.

3.2. Corpus Comparison
The general goal of corpus comparison (Kilgariff 2001) is
to analyse language use depending on text-external vari-
ables, such as mode (oral vs. written), genre, register,
discipline, or time, in order to understand the correlation
between text-internal features with text-external variables.
Analysis techniques comprise multivariate analysis (e. g.
Biber 1993), cluster analysis, and classification (Teich and
Fankhauser 2010) together with feature selection and rank-
ing (Fankhauser et al. 2014, Teich et al. 2014).
In terms of data structures, the typical workflow for corpus
comparison is as follows. For feature selection, a query on
the corpus is used to select a virtual subcorpus and features
of interest. The query result consists of sequences of words,
or more generally sequences of features (such as part-of-
speech n-grams), from which bags of words can be derived.
Crucial for this kind of analysis is that the query results are
contextualized with the text-external variables.

https://korap.ids-mannheim.de/gerrit/
https://korap.ids-mannheim.de/gerrit/
https://www.gerritcodereview.com/
https://www.gerritcodereview.com/
https://notes.jan-oliver-ruediger.de/software/corpusexplorer-overview/
https://notes.jan-oliver-ruediger.de/software/corpusexplorer-overview/


3.3. Provenance of analysis results: Linking back
to the concordances

A feature that is generally desirable across many if not all
use cases is the possibility to link back from aggregated
representations of query or analysis results to the corpus
texts that were the basis of the analysis. A typical exam-
ple would be to allow users to click on tokens displayed
in map-visualizations of distributional-semantic neighbour-
hoods (Keibel and Belica 2007, Fankhauser and Kupietz
2017), or in frequency graphs (Kupietz et al. 2017b: 327)
in order to execute a query that shows the corresponding or
underlying concordances. Such a feature is highly desirable
because in typical exploratory workflows (Tukey 1977) the
results of further processing of corpus analyses do not have
the function to thoroughly display observations but rather to
illicit the abduction of new hypotheses that need to be ver-
ified on the basis of the observed data (Keibel and Kupietz
2009, Jockers 2013, Perkuhn and Kupietz 2018: 87-88).

4. Data modelling
As exemplified in the use cases above, the two main data
structures for text analysis are sequences of words and bags
of words.
Sequences of words maintain the actual order of words in
context of their use up to a certain length. Thereby, se-
quences comprise concordances, word n-grams, and, when
adorned with frequencies, n-gram language models.
Bags of words disregard the order of words, but often repre-
sent larger contexts, such as documents or entire subcorpora,
by means of vectors over the entire vocabulary of a corpus.
Word co-occurrences constitute an interesting case in be-
tween. On the one hand, they can be modelled by means
of bigram sequences w1w2, on the other hand, as bags of
words indexed by w1 or w2.
Both, sequences of words and bags of words, should be
equipped with a (not necessarily unique) context identifier,
which allows to associate them with text external variables,
such as metadata, about the document or the subcorpus.
Likewise, the words themselves can be equipped with iden-
tifiers, in order to associate word or position specific annota-
tions, such as lemma or part-of-speech, and more generally
link back to the corpus text.

5. Interfaces
To make analysis modules in corpus query systems reusable,
standardized interfaces are required. As all use cases focus
on very large corpus data and the introduced perspective is
on data that requires restricted access due to license and IPR
restrictions, a scenario of standardized web-service APIs
seems to be obvious, although interface definitions could
be adapted for programming library interfaces as well. The
interface definition can be separated in three parts: the re-
quest protocol, the response format, and, in case the analysis
results should be represented by the corpus query system or
processed further, the analysis format.

Request Protocol
The request protocol specifies endpoints and parameters for
data access. Regarding the presented example use cases,
these are at least

• Query endpoint: Requires corpus definition (or docu-
ment identifier), query definition (or positional identi-
fiers), context definition (in characters, words, annota-
tions, etc.), metadata fields to retrieve, annotations in the
match to retrieve

• Statistical endpoint: Calculation of, e.g., numbers of to-
kens or occurrences in a defined corpus

• Grouping endpoint: Grouping of matches with fre-
quency information

The request protocol probably requires batch processing for
large request sets and a paging/cursor mechanism for large
result sets. Existing APIs to get inspiration from include
OpenSearch4, SRU5, and PortableContacts6.

Response Format
The response format represents the accessible corpus data
in a machine readable format, preferable in JSON (or JSON-
LD, following recommendations from ISO TC37 SC4 WG1-
EP) or XML for further processing. Existing formats to get
inspiration from include RSS, Atom, and ActivityStreams7.

Analysis Format
The results of the presented analysis methods can be seri-
alized as data tables, therefore they may use a CSV format
for further processing, or a serialization to JSON or XML.
Existing APIs to get inspiration from include the Web Lan-
guage Model API8. For visual integration in user interfaces,
the data may be passed as image data or presented in (sand-
boxed) iframes. Existing APIs to get inspiration from in-
clude OpenSocial9.

6. Data Access Requirements and Current
Implementations

The use cases introduced above require means of access to
corpus data that are not necessarily in the focus of corpus
query engines, which are typically optimized for structured
queries (formulated in corpus query languages like CQP,
Christ 1994) on structured textual data, rather than for pro-
viding data structures suitable for further analysis. In addi-
tion, they may provide functionalities to define subcorpora
or restrict access to the underlying corpus, because full ac-
cess is limited due to legal constraints. To meet these re-
quirements, most corpus query engines either rely on uni-
formly layouted documents (e. g. searching plain XML files
using XQuery or XPath) or indexed corpus data. As opera-
tions on non-indexed data can computationally be expensive
for very large corpora, indexed representations are prefered
for most use cases involving data analysis.
Recent developments in corpus query engines focus on in-
verted indices, as used by BlackLab10, MTAS11 or KorAP

4http://www.opensearch.org/
5https://www.loc.gov/standards/sru/
6http://portablecontacts.net/
7http://activitystrea.ms/
8https://azure.microsoft.com/de-de/services/

cognitive-services/web-language-model/
9https://github.com/opensocial

10http://inl.github.io/BlackLab/
11https://meertensinstituut.github.io/mtas/
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(Diewald and Margaretha 2016) - although alternative ap-
proaches have proven to be useful as well (e. g. relational
database models in ANNIS, Zeldes et. al 2009; or graph
databases in graphANNIS, Krause et al. 2016). While in-
verted indices perform well on the task of structural queries
(by providing for fast retrieval of textual units using a dictio-
nary of surface terms, annotations, or metadata fields), they
are not well suited for fast retrieval of contextual informa-
tion necessary for the required data modelling for data anal-
yses. The match information of a search, retrieved from the
postings lists of an inverted index contain, at minimum, a
document identifier (that can be used to recreate context on
the document level) and optionally positional information
(that can be used to recreate context of occurrences on the to-
ken or character level). However, the recreation of contexts
(for example to retrieve all meta information of a document
or to generate snippets) normally requires post-processing
steps, involving additional data structures (see Manning et
al. 2008, p. 158). Implementations like Apache Lucene12

(the inverted index architecture behind BlackLab, MTAS,
and KorAP) can provide fast access to stored metadata fields
as well as primary data, that can be, in conjunction with po-
sitional information, be used to recreate textual context for a
match. These additional data representations however have
the disadvantage of introducing redundancy. Instead of a
raw primary data string, a stored field may contain an an-
notation enriched representation as well (cf. COSMAS II,
Bodmer 1996), introducing even more redundancy. This is
useful to return context including annotational markup (see
the use case for corpus comparison) or to limit the context
according to annotation boundaries, like sentences. More
elaborate engines make use of an additional forward index
(see for example BlackLab13, or prototype versions of Ko-
rAP14) to provide fast access to the raw data by positional
information.
Additional data access is required for the proposed use cases
regarding corpus statistics, for example to retrieve the num-
ber of tokens in a specified subcorpus, or the number of oc-
currences of context tokens in a subcorpus. Some of these
information can be precalculated and stored in document as-
sociated meta fields, but the corpus query engine needs to
provide methods for performant data aggregation as well.
To make data analysis components exchangeable, corpus
query engines will be required to not only provide fast
search capabilities, but also grant fast access to all under-
lying corpus data (primary data, annotation data, and meta-
data), based on document and positional information, while
still respecting IPR restrictions.

7. Preliminary Conclusions
Improving the interoperability and extensibility of analysis
and further processing functions in different corpus query
engines seems desirable and feasible. However, the devel-
opment and maintenance costs for supporting more sophis-
ticated applications via canonical APIs seem – given the ex-
tensive experiences within the CLARIN project, the hetero-

12http://lucene.apache.org/core/
13http://inl.github.io/BlackLab/file-formats.

html
14See https://github.com/KorAP/Krawfish-prototype

geneity of corpus query tools and even the limited scope of
use cases given in this paper – quite high. We, thus, recom-
mend to start the canonicalization with functions that are of
strong common interest as well as easily convergable. To
this end, we presented some widely used applications for
corpus analysis, and identified the main data structures to
support them.
As flanking measures, we recommend to follow and to ex-
tend a multi-level approach as sketched above, already at
a not (fully) standardized stage. This means for example
to support standard corpus encoding and annotation for-
mats, so that corpora and corpus analysis tools can be added
and exchanged with manageable efforts and to support the
open source level by encouraging the extension of corpus
query systems with new analysis functions on the part of
external users and developers. As always, standardization
makes sense upto a point where the total costs for imple-
menting and maintaining the required generality exceeds the
total costs of achieving the desired results at the relevant
places and maintaining their required reproducibility with-
out a standard. Instead of guessing, where this break-even
point will be, it seems reasonable to start with some safe
candidates while not neglecting other (promising) ones.
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