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Abstract
Scientific publications contain a plethora of important information, not only for researchers but also for their managers and institutions.
Many researchers try to collect and extract this information in large enough quantities that it requires machine automation. But because
publications were historically intended for print and not machine consumption, the digital document formats used today (primarily PDF)
have created many hurdles for information extraction. Primarily, tools have relied on trying to convert PDF documents to plain text for
machine processing. While a number of tools exist, which can extract the contents of a PDF with acceptable accuracy, correctly labeling
and piecing this data back together in a machine readable format is a significantly harder task. In this paper we explore the feasibility of
treating these PDF documents as images, we believe that by using deep learning and image analysis it may be possible to create more
accurate tools for extracting information from PDF documents than those that currently exist.
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1. Introduction
Scientific publications have a wealth of information that
can be useful for research, making management decisions,
evaluating impact, etc. But often times this data is currently
locked behind the PDF standard. While tools do exist to
extract text and other information from PDF documents,
the resulting output often falls short of the demands of re-
searches. Captions, figures, tables, header, and footer data
are among some of the features that cause problems for tra-
ditional PDF extraction methods, as well as for tools for an-
alyzing extracted information built on top of these methods.
For example, (Beel et al., 2013) have reported that while
many tools claim around 90% accuracy on title extraction,
their experiments with existing tools have resulted in accu-
racies between 50% to 70%. Furthermore, (Lipinski et al.,
2013) have conducted a comparative evaluation of several
tools including GROBID, which has revealed poorer per-
formance on abstract extraction.
In this publication we explore the possibility of creating
PDF analysis tools that treat PDF documents as images.
We believe that scientific publications have inherent struc-
ture that is easy for humans familiar with them to separate.

1http://energy.gov/downloads/
doe-public-access-plan

When presented with an image of a fully redacted pub-
lication researchers can visually determine the difference
between a title, paragraph, reference section, headers, etc.
Using the idea that PDF structure is a trainable idea, we
theorize that a deep learning network can also be trained
to separate the different sections of publications. Being
able to separate out the different sections of publications
is important because it will allow tools to accurately pro-
vide raw text versions of individual sections of the docu-
ment, without the noise created by traditional methods. To
test this idea, we have utilized a set of 50 publications from
PubMed (a subset of the PMC Sample 1943 dataset (Con-
stantin et al., 2013)), which we have manually annotated
(Section 3.), resulting in 407 labeled pages. We have then
trained a Deep Neural Network to identify body text in the
input (Section 4.). Our evaluation shows this approach of-
fers high accuracy in correctly identifying body text while
correctly rejecting other elements (Section 5.).

2. Related Work
In this section, we review previous literature relevant to our
study, which we categorize according to the method used.
First, we discuss methods for automated extraction of in-
formation from research articles which use traditional ma-
chine learning models such as Conditional Random Fields.
Finally, we focus on methods which have utilized Deep
Learning for related task.

2.1. Traditional methods
The analysis of the structure of documents has been stud-
ied for a number of years ((Mao et al., 2003) have pro-
vided a survey of some earlier approaches) and a number
of freely available tools currently exist which can be used
to extract information from scientific documents. These in-
clude ParsCit2 (Councill et al., 2008), GROBID3 (Lopez,
2009), CERMINE4 (Tkaczyk et al., 2014), and most re-

2http://parscit.comp.nus.edu.sg/
3cloud.science-miner.com/grobid/
4cermine.ceon.pl/
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cently OCR++5 (Singh et al., 2016). While previous ap-
proaches utilized models such as Hidden Markov Models
(HMM) and Support Vector Machines (SVM) (Peng and
McCallum, 2004), most of the current tools, such as ParsCit
(Councill et al., 2008) and GROBID (Lopez, 2009), utilize
Conditional Random Fields (CRF). CRFs are undirected
graphical models trained to maximize a conditional prob-
ability (Peng and McCallum, 2004) which can be used to
segment and label sequence data (Lafferty et al., 2001).
For example, ParsCit uses a CRF model to process refer-
ence strings to identify parts such as author, title, and venue
information (Councill et al., 2008). The authors have used
several heuristics to identify the reference section and to
split the section into separate references. The CRF model is
then applied to the separate reference strings. The authors
also use heuristics and regular expressions to extract the
context in which each reference was mentioned in the text.
Following the approach of (Peng and McCallum, 2004),
GROBID used CRFs for both header and reference string
parsing (Lopez, 2009). CERMINE combines several mod-
els, mainly SVM which is used to identify zones (header,
body, references, other) in the input text, and CRF which is
used for parsing reference strings (Tkaczyk et al., 2014).
OCR++ also uses CRFs (Singh et al., 2016). The tool
uses several separate CRF models and combines them with
handwritten heuristics.

2.2. Deep Learning methods
In recent years, neural networks have become the state-of-
the-art in a variety of computer vision tasks (LeCun et al.,
2015). These networks consist of neurons arranged in se-
ries of layers, which learn to recognize successively higher-
level representations. To the best of our knowledge, only
one previous study has treated PDF documents as images
and leveraged Deep Learning for this task (Siegel et al.,
2018). They have utilized a modified version of the ResNet-
101 network to extract figures and captions from scientific
documents. In contrast to this work, we currently focus on
body text identification.

3. Data Collection
The PMC Sample 1943 dataset compiled by Alexandru
Constantine was selected for this project6 (Constantin et al.,
2013). This dataset consists of 1943 publications selected
from 1943 different journals in the Pubmed repository. For
the initial testing we selected a random sample of 50 docu-
ments, giving us a total of 407 pages of publication data.
Each section of the publication was assigned an RGB color
code then using Adobe Acrobat’s redaction tool, a re-
searcher manually applied redactions to each section of the
PDF documents. A copy of the PDF was then saved giv-
ing us a redacted or masked version of the document and
the original document itself. The original document is con-
verted to a grayscale PNG, while the masked document is
converted to an RGB PNG. While this process for redac-
tion is highly accurate, it is manually intensive. We believe

5www.cnergres.iitkgp.ac.in/OCR++/home/
6https://grobid.s3.amazonaws.com/PMC_

sample_1943.zip

Figure 1: Example of redacted document where redaction
color indicates the type of content for each pixel.

that while there are many different journals and publication
venues, scientific publications cluster into a much smaller
number of visual differences. Because of this we believe
that a smaller dataset can be used for proof of concept and
that results can be achieved with a much smaller data set
than was is generally required for image analysis problems.

4. Methods
As the data has been processed such that we have an image
of each page of each PDF and a pixel-wise label for the type
of content corresponding to each pixel, the problem is nat-
urally set up for semantic segmentation. Semantic segmen-
tation is the process of assigning a label to each pixel of an
image. A popular network for semantic segmentation tasks
is U-Net (Ronneberger et al., 2015), and this is the network
architecture we chose to utilize in this work. This network
was chosen as it typically provides good performance with
relatively few training examples.
We used a U-Net implementation available at https:
//github.com/shreyaspadhy/UNet-Zoo and the
network is trained using softmax cross entropy loss. For
this paper, we are only exploring a two class problem where
one class is “paragraphs” and the other is “not paragraphs.”
The former is defined as the main text of the paper, and
the latter includes titles, authors, author information, blank
space, figures, tables, references, abstracts, etc. We target
this problem since existing PDF text extraction tools often
fail at separating the main text from these other text within
the document, making the result challenging to read (Sec-
tion 1.).

5. Results
In order to evaluate this method, we split the 407 pages
of publications in to 366 training examples and 41 valida-
tion examples. Figures 2 and 3 provide validation exam-
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(a) Example of properly rejecting tables.

(b) Example of properly rejecting figure and caption.

Figure 2: (Left) Input image. (Center) Network output. (Right) Ground truth.

(a) Example of properly rejecting references.

(b) Example of not properly rejecting references.

Figure 3: (Left) Input image. (Center) Network output. (Right) Ground truth.



ples of an input provided to the network, examples of net-
work output, and ground truth target output. These results
demonstrate impressive results with such a small dataset.
In particular, the network is able to reject header and footer
text extremely reliably. The network rejects most abstracts,
figure captions and references, confusing only some where
the text formatting is extremely similar to typical paragraph
text. The per pixel classification accuracy on the validation
set was 94.32%, compared to a baseline of classifying each
pixel as “not paragraph” which would provide 79.67% ac-
curacy.

6. Conclusion and Future Work
In this paper we demonstrated that deep learning-based im-
age analysis can be used to identify sections of scientific
publications. Given the results from our current experi-
ments, we feel that deep learning can be successfully used
to enhance current PDF extraction methods, and based on
our findings we plan to continue collecting data in order
to further increase our networks results, as we feel many
of the misclassified portions of text are due to insufficient
training data that does not currently characterize features
such as reference sections and abstracts sufficiently.
Our current results show that a deep learning network can
successfully distinguish and learn the difference between
the body text and other portions of a PDF document. The
next step is to extend the approach to identifying each type
of text (title, author, abstract, body text, etc.) rather than
simply body text versus other. Additionally, we plan to in-
crease the accuracy of our network by adding more data
and to create an extraction tool that leverages the output
of the deep learning network to extract text. While we are
currently evaluating accuracy based on a per pixel count of
estimated versus redacted image, an improved test of accu-
racy would be to leverage such an extraction tool to identify
the per character accuracy of this text extraction approach.
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