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Introduction	

	
	
Reproduction and replication of research results are at the heart of the validation of 
scientific knowledge and of the scientific endeavor. Reproduction of results entails 
arriving at the same overall conclusions that is, to appropriately validate a set of 
results, scientists should strive to reproduce the same answer to a given research 
question by different means, e.g. by reimplementing an algorithm or evaluating it on a 
new dataset, etc. Replication has a more limited aim, typically involving running the 
exact same solution or approach under the same conditions in order to arrive at the 
same output result. 
 
The immediate motivation for the increased interest on reproducibility and 
replicability is to be found in a number of factors, including the realization that for 
some published results, their replication is not being obtained (e.g. Prinz et al., 2011; 
Belgley and Ellis, 2012); that there may be problems with the commonly accepted 
reviewing procedures, where deliberately falsified submissions, with fabricated errors 
and fake authors, get accepted even in respectable journals (e.g. Bohannon, 2013); 
that the expectation of researchers vis a vis misconduct, as revealed in inquiries to 
scientists on questionable practices, scores higher than one might expect or would be 
ready to accept (e.g. Fanelli, 2009); among several others. 
 
This workshop sought to contribute to the discussion and the advancement on a topic 
that has been given insufficient attention in the research area of language processing 
tools and resources and that has been an important topic emerging in other scientific 
areas, continuing the objectives of the first edition of the 4REAL workshop, at LREC 
2016. We invited the submission of articles that present cases, either with positive or 
negative results, of actual replication or reproduction exercises of previous published 
results in our area. 
 
The present volume gathers the papers that were entered as anonymous submissions 
and that received sufficiently positive evaluation by three reviewers of the workshop’s 
program committee. We hope that it may foster the replication and replicability of 
research results in the field of science and technology of language. 
 
12 May 2018 
 
António Branco, Nicoletta Calzolari and Khalid Choukri 
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Abstract
In this paper, we reproduce some of the experiments related to bilingual terminology alignment described by Aker et al. (2013). They
treat bilingual term alignment as a binary classification problem and train a SVM classifier on various dictionary and cognate-based
features. Despite closely following the original paper with only minor deviations - in areas where the original description is not clear
enough - we obtained significantly worse results than the authors of the original paper. In the second part of the paper, we try to analyze
the reasons for the discrepancy and offer some methods to improve the results. After improvements we manage to achieve a precision of
almost 91% and recall of almost 52% which is closer to the results published in the original paper. Finally, we also performed manual
evaluation where we achieved results similar to the original paper. To help with any future reimplementation efforts of our experiments,
we also publish our code online.

Keywords: term alignment, machine learning, SVM, cognates, word alignment dictionary

1. Introduction
As part of a larger body of work related to bilingual termi-
nology extraction for the needs of the translation industry,
we were interested in implementing a machine learning ap-
proach to bilingual terminology alignment. The primary
purpose of bilingual terminology alignment is to build a
term bank - i.e. a list of terms in one language along with
their equivalents in the other language. With regard to the
input text, we can distinguish between alignment on the
basis of a parallel corpus and alignment on the basis of a
comparable corpus. For the translation industry, bilingual
terminology extraction from parallel corpora is extremely
relevant due to the large amounts of sentence-aligned par-
allel corpora available in the form of translation memories
(in the TMX file format). Foo (2012) makes a distinction
between two basic approaches: Extract-align where we first
extract monolingual candidate terms from both sides of the
corpus and then align the terms, such as in Vintar (2010),
and align-extract where we first align single and multi-
word units in parallel sentences and then extract the rele-
vant terminology from a list of candidate term pairs, such
as in Macken et al. (2013).
However, considerable efforts have also been invested into
researching terminology alignment from comparable cor-
pora Daille and Morin (2005) state that there are multiple
reasons why one would opt to extract terminology from
comparable and not parallel corpora with the most impor-
tant being that it is often difficult to obtain parallel cor-
pora not involving English. One of the approaches to term
alignment on the basis of comparable corpora involves cog-
nates - words that look similar in different languages (e.g.
”democracy” in English and ”demokracija” in Slovenian),
for example Mann and Yarowsky (2001) describe a method
that uses cognates to generate bilingual lexicons between
languages from different language families.
In this paper, we aim to reproduce the experiments from

the paper ”Extracting bilingual terminologies from com-
parable corpora” by Aker et al. (2013) who propose an
original approach to bilingual term alignment utilizing ma-
chine learning techniques. They treat aligning terms in
two languages as a binary classification problem and em-
ploy an SVM binary classifier (Joachims, 2002) and train-
ing data terms taken from the EUROVOC thesaurus (Stein-
berger et al., 2002). They construct two types of features:
dictionary-based (using word alignment dictionaries cre-
ated with Giza++ (Och and Ney, 2000; Och and Ney, 2003)
and cognate-based (effectively utilizing the similarity of
terms across languages).

Despite the problem of bilingual term alignment lending it-
self well to the binary classification task, there have only
been relatively few approaches utilizing machine learning.
For example, similar to Aker et al. (2013), Baldwin and
Tanaka (2004) generate corpus-based, dictionary-based and
translation-based features and train a SVM classifier which
returns a continuous value between -1 and 1 which in turn is
then used to rank the translation candidates. Note that they
only focus on multi-word noun phrases (noun + noun). A
similar approach, again focusing on noun phrases, is also
described by Cao and Li (2002). Finally, Nassirudin and
Purwarianti (2015) also reimplement the approach by Aker
et al. (2013) for the Indonesian-Japanese language and fur-
ther expand it with statistical features (i.e. context hetero-
geneity similarity). In the best scenario, their accuracy, pre-
cision and recall all exceed 90% but the results are not di-
rectly comparable since Nassirudin and Purwarianti (2015)
use 10-fold cross-validation while Aker et al. (2013) use a
held-out test set.

This paper is organized as follows: Section 1 contains the
introduction, Section 2 describes the approach by Aker et
al. (2013), Section 3 contains our reimplementation efforts,
Section 4 describes the approach to improve the reimple-
mentation results, Section 5 contains the results of manual
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evaluation and Section 6 contains the conclusions. We also
publish our code online for enabling future replicability 1.

2. Description of the original approach
The original approach designed by Aker et al. (2013) was
developed to align terminology from comparable (or paral-
lel) corpora using machine-learning techniques. They use
terms from the EUROVOC thesaurus and train an SVM bi-
nary classifier (Joachims, 2002) (with a linear kernel and
the trade-off between training error and margin parameter
c = 10). The task of bilingual alignment is treated as bi-
nary classification - each term from the source language S is
paired with with each term from the target language T. They
then extract features (dictionary and cognate-based) to be
used by the classifier. They run their experiments on the
21 official EU languages covered by EUROVOC with En-
glish always being the source language (20 language pairs
altogether). They evaluate the performance on a held-out
term pair list from EUROVOC using recall, precision and
F-measure for all 20 languages. Next, they propose an
experimental setting for a simulation of a real-world sce-
nario where they collect English-German comparable cor-
pora of two domains (IT, automotive) from Wikipedia, per-
form monolingual term extraction (based on Pinnis et al.
(2012)), followed by the bilingual alignment procedure de-
scribed above and manually evaluate the results (using two
evaluators). They report excellent performance on the held-
out term list with many language pairs reaching 100% pre-
cision and the lowest recall being 65%. For Slovene, the
target language of our interest, the results were 100% pre-
cision and 66% recall. The results of the manual evaluation
phase were also good, with two evaluators agreeing that at
least 81% of the extracted term pairs in the IT domain and
at least 60% of the extracted term pairs in the automotive
domain can be considered exact translations.

2.1. Features
Aker et al. (2013) use two types of features that express
correspondences between the words (composing a term) in
the target and source language (for a detailed description
see Table 1:

• 7 dictionary-based (using Giza++) features2 which
take advantage of dictionaries created from large
parallel corpora of which 6 are direction-dependent
(source-to-target or target-to-source) and 1 direction-
independent - resulting in altogether 13 features, and

• 5 cognate-based (on the basis of Gaizauskas et al.
(2012)) which utilize string-based word similarity be-
tween languages.

To capture words with morphological differences, they do
not perform direct string matching but utilize Levenshtein
Distance. Two words were considered equal if the Lev-
enshtein Distance (Levenshtein, 1966) was equal or higher
than 0.95.
Additional features are also constructed by:

1http://source.ijs.si/mmartinc/4real2018
2For languages like German, with extensive usage of com-

pounding, additional rules are applied.

• Using language pair specific transliteration rules to
create additional cognate-based features. The pur-
pose of this task was to try to match the cognate
terms while taking into account the differences in
writing systems between two languages. Transliter-
ation rules were created for both directions (source-
to-target and target-to-source) separately and cognate-
based features were constructed for both directions -
resulting in additional 10 cognate-based features with
transliteration rules.

• Combining the dictionary and cognate-based features
in a set of combined features where the term pair align-
ment is correct if either the dictionary or the cognate-
based method returns a positive result. This process
resulted in additional 10 combined features3.

At the end of the feature construction phase, there were
38 features: 13 dictionary-based, 5-cognate-based, 10
cognate-based features with transliteration rules and 10
combined features.

2.2. Data sources and experiments
Using Giza++, Aker et al. (2013) create source-to-target
and target-to-source word alignment dictionaries based on
the DGT translation memory (Steinberger et al., 2002). The
resulting dictionary entries consist of the source word s, its
translation t and the number indicating the probability that
t is an actual translation of s. To improve the performance
of the dictionary-based features, the following entries were
removed from the dictionaries:

• entries where probability is lower then 0.05

• entries where the source word was less than 4 charac-
ters and the target word more than 5 characters long
and vice versa.

The next step is the creation of term pairs from the EU-
ROVOC thesaurus, which at the time consisted of 6,797
terms. Each non-English language was paired with En-
glish. The test set consisted of 600 positive (correct) term
pairs—taken randomly out of the total 6,797 EUROVOC
term pairs—and around 1.3 million negative pairs which
were created by pairing a source term with 200 distinct ran-
dom terms. Aker et al. (2013) argue that this was done to
simulate real-world conditions where the classifier would
be faced with a larger number of negative pairs and a com-
parably small number of positive ones. The 600 positive
term pairs were further divided into 200 pairs where both
(i.e. source and target) terms were single words, 200 pairs
with a single word only on one side and 200 pairs with
multiple-word terms on both sides. The remaining posi-
tive term pairs (approximately 6,200) were used as training
data along with additional 6,200 negative pairs. These were
constructed by taking the source side terms and pairing

3For combined features, a word is considered as covered if
it can be found in the corresponding set of Giza++ translations
or if one of the cognate-based measures (Longest Common Sub-
sequence, Longest Common Substring, Levensthein Distance,
Needleman-Wunsch Distance, Dice) is 0.70 or higher (set experi-
mentally by Aker et al. (2013))
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each source term with one target term (other than the cor-
rect one). Using this approach, Aker et al. (2013) achieve
excellent results with results for Slovenian reaching 100%
precision and 66% recall.

3. Reimplementation of the approach
As part of a larger body of work on bilingual terminology
extraction, we find machine learning approaches interest-
ing because they allow continuous improvement of the out-
put either by fine-tuning or customizing the training set to
the output requirements. For this purpose, the approach
by Aker et al. (2013) represents a fine starting point for
machine-learning-based bilingual term alignment.
The first step in our approach was to reimplement the algo-
rithm described by Aker et al. (2013). The initial premise
is the same: given two lists of terms from a similar domain
in two different languages, we would like to align the terms
in the two lists to get one bilingual glossary to be used in a
variety of settings (computer-assisted translation, machine
translation, ontology creation etc.). We followed the ap-
proach described above faithfully except in the following
cases:

• We are focusing only on the English-Slovenian lan-
guage pair.

• We use newer datasets. The Eurovoc thesaurus cur-
rently contains 7083 terms. Similarly, the DGT trans-
lation memory contains additional content not yet
present in 2013.

• Because our languages (English, Slovenian) don’t
have compounds, we are not utilizing the approach to
compounding described by Aker et al. (2013) for Ger-
man and some other languages.

• Since no particular cleaning of training data (e.g.,
manual removal of specific entries) is described in the
paper for Slovene, we do not perform any.

We don’t think these differences are significant and the ex-
periments should yield similar results.

3.1. Problems with reimplementation
While the general approach is clearly laid out in the article,
there are several spots where further clarification would be
welcome:

• There is no information about the Giza++ settings
or whether the input corpora have been lemmatized.
In order to improve term matching, we experimented
with and without lemmatization of the Giza++ input
corpora.

• There is no information about the specific charac-
ter mappings rules other than a general principle of
one character in the source being mapped to one or
more character in the target. Since the authors cover
20 languages, it is understandable that the they can-
not include the actual mapping rules in the article.
Therefore, we have created our own mapping rules for
English-Slovenian according to the instructions in the
original paper:

– Mapping the English term to the Slovenian writ-
ing system (the character before the colon is re-
placed by the sequence of characters after the
colon): x:ks, y:j, w:v, q:k

– Mapping the Slovenian term to the English writ-
ing system: č:ch, š:sh, ž:zh

• We believe that the formula for the Needleman-
Wunsch distance in the paper is wrong: in-
stead of LCST

min[len(source)+len(target)] it should be
LCST

min[len(source),len(target)] as in Nassirudin and Pur-
warianti (2015).

We contacted the original authors of the paper and did re-
ceive some answers confirming our assumptions (e.g. re-
garding mapping terms to the different writing systems and
that the test set data was selected individually for each lan-
guage pair), but several other issues remained unaddressed
(in particular, what was the exact train and test data se-
lection strategy for the EN-SL language pair). Further in-
quiries proved unsuccessful due to time constraints on the
part of the original authors. We think one of the reasons the
lack of clarity of the original paper is its scope: they deal
with more than 20 language pairs and it would be impossi-
ble to specific information regarding all of them. However,
the fact that they deal with all Eurovoc language pairs is
also one of the strengths of the original paper.

3.2. Results
The evaluation on the test set of 1,416,600 English-Slovene
term pairs shows that compared to the results reported by
Aker et al. (2013) (see line 1 in Table 3), our results
are significantly worse. Despite all our efforts to follow
the original approach, we were unable to match the results
achieved in the original paper when running the algorithm
without any changes to the original approach. When try-
ing to follow the original paper’s methodology, precision is
only 3.59% and recall is 88.00% (see line 2 in Table 3 for
details.) In addition to 526 positive examples (out of a total
of 600), the classifier returns also 14,194 misclassified ex-
amples - incorrect term pairs wrongly classified as correct.
We have performed an error analysis and found that almost
all incorrectly classified term pairs are cases of partial trans-
lation where one unit in a multi-word term has a correct
Giza++ dictionary translation in the corresponding term in
the other language (Some examples can be seen in Table
2). Such examples accounted for around 82% (11,663) of
misclassified term pairs.

4. Adaptation: Experiments for improving
the reimplementation

The results in our experiments differ dramatically from the
results obtained by Aker et al. (2013). Their approach
yields excellent results with perfect precision (100%) and
66% recall for Slovenian. Given that there are 600 positive
term pairs in the test set, their results mean that the classifier
returns only around 400 term pairs. In contrast, our reim-
plementation attempts saw the classifier return a lot more
of total assigned positive term pairs - 14,720, with 14,194
of them misclassified (false positives).
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Feature Category Description Type
isFirstWordTranslated Dictionary Checks whether the first word of the source term is a transla-

tion of the first word in the target term
Binary

isLastWordTranslated Dictionary Checks whether the last word of the source term is a transla-
tion of the last word in the target term

Binary

percentageOfTranslatedWords Dictionary Ratio of source words that have a translation in the target term Numeric
percentageOfNotTranslatedWords Dictionary Ratio of source words that do not have a translation in the

target term
Numeric

longestTranslatedUnitInPercentage Dictionary Ratio of the longest contiguous sequence of source words
which has a translation in the target term (compared to the
source term length)

Numeric

longestNotTranslatedUnitInPercentage Dictionary Ratio of the longest contiguous sequence of source words
which do not have a translation in the target term (compared
to the source term length)

Numeric

Longest Common Subsequence Ra-
tio

Cognate Measures the longest common non-consecutive sequence of
characters between two strings

Numeric

Longest Common Substring Ratio Cognate Measures the longest common consecutive string (LCST) of
characters that two strings have in common

Numeric

Dice similarity Cognate 2*LCST / (len(source) + len(target)) Numeric
Needlemann-Wunsch distance Cognate LCST / min(len(source), len(target)) Numeric
Normalized Levensthein distance
(LD)

Cognate 1 - LD / max(len(source), len(target)) Numeric

isFirstWordCovered Combination A binary feature indicating whether the first word in the
source term has a translation or transliteration in the target
term

Binary

isLastWordCovered Combination A binary feature indicating whether the last word in the source
term has a translation or transliteration in the target term

Binary

percentageOfCoverage Combination Returns the percentage of source term words which have a
translation or transliteration in the target term

Numeric

percentageOfNonCoverage Combination Returns the percentage of source term words which have nei-
ther a translation nor transliteration in the target term

Numeric

difBetweenCoverageAndNonCoverage Combination Returns the difference between the last two features Numeric

Table 1: Features used in the experiments. Note that some features are used more than once because they are direction-
dependent.

EN SL Giza++
agrarian reform kmetijski

odpadki
agrarian, kmeti-
jski, 0.29737

Brussels region območje proste
trgovine

region, območje,
0.0970153

energy transport nacionalni
prevoz

transport, pre-
voz, 0.442456

fishery product tekstilni izdelek product, izdelek,
0.306948

Table 2: Examples of negative term pairs misclassified as
positive. Column 1 contains the English term, column 2
contains the Slovenian term and column 3 contains the
Giza++ dictionary entry responsible for positive dictionary-
based features.

These results are clearly not useful for our goals, which is
why in this section we present several methods aiming at
improving the results. To do so, we have taken the follow-
ing steps:

• Giza++ cleaning

• Lemmatization

• Using only those terms that can be found in the
Giza++ training corpora (i.e. DGT)

• Same ratio of positive/negative examples in the train-
ing and test set

• Training set selection

4.1. Giza++ cleaning
The output of the Giza++ tool contained a lot of noise and
we thought it could perhaps have a detrimental effect on the
results. There is no mention of any sophisticated Giza++
dictionary cleaning in the original paper beyond removing
all entries where probability is lower then 0.05 and entries
where the source word is less than 4 characters and the tar-
get word more than 5 characters in length and vice versa.
For clean Giza++ dictionaries, we used the resources de-
scribed in Aker et al. (2014) and available via the META-
SHARE repository4 (Piperidis et al., 2014), specifically, the

4http://metashare.tilde.com/
repository/browse/probabilistic-
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No. Config Training set size Training set pos/neg ratio Precision Recall F-score
1 Reported by (Aker et al., 2013) 12,400 1:1 1 0.6600 0.7900
2 Reimplementation approach 12,966 1:1 0.0359 0.8800 0.0689
3 Giza++ cleaning 12,966 1:1 0.0384 0.7789 0.0731
4 Giza++ cleaning and lemmatization 12,966 1:1 0.0373 0.8150 0.0713
5 Only terms that are in Giza++ 8,306 1:1 0.0645 0.9150 0.1205
6 Training set 1:200 1,303,083 1:200 0.4299 0.7617 0.5496
7 Training set filtering 1 6,426 1:1 0.5969 0.64167 0.6185
8 Training set filtering 2 35,343 1:10 0.9042 0.5350 0.6723
9 Training set filtering 3 645,813 1:200 0.9342 0.4966 0.6485

Table 3: Results. No. 1 presents the results reported by the authors, No. 2 our reimplementation of the approach and No.3-9
our modifications of the first reimplementation with the aim of improving the results.

transliteration-based approach which yielded the best re-
sults according to the cited paper.
With clean Giza++ dictionaries, precision and F-score im-
proves marginally by less than 0.5% at a cost of a much
lower recall (10% lower). For details, see Table 3, line 3.

4.2. Lemmatization
The original paper does not mention lemmatization which
is why we assumed that all input data (Giza++ dictionar-
ies, EUROVOC thesaurus) are not lemmatized. They state
that to capture words with morphological differences, they
don’t perform direct string matching but utilize Levenshtein
Distance and two words are considered equal if the Lev-
enshtein Distance (Levenshtein, 1966) is equal or higher
than 0.95. This led us to believe that no lemmatization
was used. Nevertheless, we thought lemmatizing the in-
put data could potentially improve the results which is why
we adapted the algorithm to perform lemmatization (using
Lemmagen (Juršic et al., 2010)) of the Giza++ dictionary
and the EUROVOC terms. We have also removed the Lev-
ensthein distance string matching and replaced it with direct
string matching (i.e. word A is equal to word B, if word A
is exactly the same as B), which drastically improved the
execution time of the software.
We considered lemmatization as a factor that could ex-
plain the difference in results obtained by us and Aker et
al. (2013), but our experiments on lemmatized and unlem-
matized clean Giza++ dictionaries show that lemmatization
does not have a significant impact on the results. Compared
to the configuration with unlemmatized clean Giza++ dic-
tionaries, in the configuration with lemmatized Giza++ dic-
tionaries precision was slightly lower (by 0.1%), recall was
a bit higher (by around 4%) and F-score was lower by 0.2%.
For details, see Table 3, line 4.

4.3. Using only those terms that can be found in
the Giza++ training corpora

We thought that one of the reasons for low results can be
that not all EUROVOC terms actually appear in the Giza++
training data (i.e. DGT translation memory). The term
translations that do not appear in the Giza++ training data

bilingual-dictionaries-from-dgt-
parallel-corpus-for-slovenian-english/
fa1e1cb47ef111e5aa3b001dd8b71c6
6f763b373c00545dfb239b12751e5b339/

could have dictionary-based features similar to the gener-
ated negative examples, which could affect the precision
of a classifier that was trained on those terms. We found
that only 4,153 out of 7,083 terms of the entire EUROVOC
thesaurus do in fact appear in a DGT translation memory.
Using only these terms in the classifier training set, did im-
prove the precision to 6.5% and recall to 91.5%. For details,
see Table 3, line 5.

4.4. Unbalanced training set
In the original paper, the training set is balanced (i.e. the
ratio of positive vs. negative examples is 1) but the test
set is not (the ratio is around 1:2000). Since our classi-
fier had low precision and relatively high recall, we figured
that an unbalanced training set with much more negative
than positive examples could improve the former. To test
this, we trained the classifier on an unbalanced training set
with a 1:200 ratio of positive vs. negative examples 5 This
improved precision of the classifier to 42.99% but reduced
recall to 76.16%. Nevertheless, we managed to improve
the F-score from 6.9% in the reimplementation approach to
54.9%. For details, see Table 3, line 6.

4.5. Training set filtering
The original paper mentions that their classifier initially
achieved low precision on Lithuanian language training set,
which they were able to improve by manually removing
467 positive term pairs that had the same characteristics
as negative examples from the training set. No manual re-
moval is mentioned for Slovenian.
According to our error analysis, the main problem present
partial translations in positive term pairs, where one of the
words in the source term has a corresponding translation in
the target term. These terms have similar characteristics as
a number of generated negative examples, which are conse-
quently classified as false positives. To solve this problem,
we focused on the features that would eliminate this partial
translations from the training set. After a systematic ex-
perimentation, we noticed that we can drastically improve
precision if we only keep positive term pairs with the fol-
lowing feature values in the training set:

51:200 imbalance ratio was the largest imbalance we tried,
since the testing results indicated that no further gains could be
achieved by increasing the imbalance even more
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• isfirstwordTranslated = True

• islasttwordTranslated = True

• percentageOfCoverage > 0.66

• isfirstwordTranslated-reversed = True

• islasttwordTranslated-reversed = True

• percentageOfCoverage-reversed > 0.66

We managed to improve precision to 59.7% with this ap-
proach (see Table 3, line 7.) and when combining it with
the previous approach of having an unbalanced training set,
we manage to achieve a 90.42% precision and a 53.50%
recall, improving the F-score to 67.23% (see Table 3, line
8), when the imbalance ratio was 1:10. With an even more
unbalanced training set (1:200), we managed to achieve the
best precision of 93.42% at the expanse of a lower recall
(49.43%).

5. Manual evaluation
Similar to the original paper, we also performed manual
evaluation on a random subset of term pairs classified as
positive by the classifier (using the configuration No. 9 that
yielded the best results). While the authors of the origi-
nal approach extract monolingual terms using the term ex-
traction and tagging tool TWSC (Pinnis et al., 2012), we
use a terminology extraction workflow described in Vin-
tar (2010) and further expanded in Pollak et al. (2012).
Both use a similar approach - terms are first extracted using
morphosyntactic patterns and then filtered using statistical
measures: TWSC uses pointwise mutual information and
TF*IDF, while Vintar (2010) compares the relative frequen-
cies of words composing a term in the domain-specific (i.e.
the one we are extracting terminology from) corpus and a
general language corpus.
In contrast to the original paper where they extracted terms
from domain-specific Wikipedia articles (for the English-
German language pair), we are using two translation mem-
ories - one containing finance-related content, the other
containing IT content. Another difference is that extraction
in the original papers was done on comparable corpora, but
we extracted terms from parallel corpora - which is why
we expected our results to be better. Each source term is
paired with each target term (just as in the original paper - if
both term lists contained 100 terms, we would have 10,000
term pairs) and extract the features for each term pair. The
term pairs were then presented to the classifier that labeled
them as correct or incorrect term translations. Afterwards,
we took a random subset of 200 term pairs labeled as cor-
rect and showed them to an experienced translator6 fluent
in both languages who evaluated them according to the cri-
teria set out in the original paper:

• 1 - Equivalence: The terms are exact transla-
tions/transliterations of each other.

6The original paper used two annotators, hence two lines for
each domain in Table 4

• 2 - Inclusion: Not an exact translation/transliteration,
but an exact translation/transliteration of one term is
entirely contained within the term in the other lan-
guage.

• 3 - Overlap: Not category 1 or 2, but the terms share
at least one translated/transliterated word.

• 4 - Unrelated: No word in either term is a transla-
tion/transliteration of a word in the other.

Domain 1 2 3 4
Reported in Aker et al. (2013)
IT, Ann. 1 0.81 0.06 0.06 0.07
IT, Ann. 2 0.83 0.07 0.07 0.03
Auto, Ann. 1 0.66 0.12 0.16 0.06
Auto, Ann. 2 0.60 0.15 0.16 0.09
Reimplementation
Finance 0.72 0.09 0.12 0.07
IT 0.79 0.01 0.09 0.12

Table 4: Manual evaluation results. Ann. stands for ”An-
notator” since the original paper uses two annotators.

The results of the manual evaluation can be found in Ta-
ble 4. Manual evaluation showed that 72% of positive term
pairs in the Finance domain, and 79% of positive term pairs
in the IT domain were correctly classified by the classifier.
Compared to the original paper, we believe these results are
comparable when taking into account the different mono-
lingual extraction procedures ((Pinnis et al., 2012) vs. (Vin-
tar, 2010)), the different language pairs (English-German
vs. English-Slovenian) and the human factor related to dif-
ferent annotators. Note however, that given the fact that
we used parallel corpora, we would expect our results to be
better.

6. Conclusions and future work
In this paper, we tried to reimplement the approach to bilin-
gual term alignment using machine learning by Aker et al.
(2013). They approach term alignment as a bilingual clas-
sification task - for each term pair, they create various fea-
tures based on word dictionaries (i.e. created with Giza++
from the DGT translation memory) and word similarities
across languages. They evaluated their classifier on a held-
out set of term pairs and additionally by manual evalua-
tion. Their results on the held-out set were excellent, with
100% precision and 66% recall for the English-Slovenian
language pair.
Our reimplementation attempt focused just on the English-
Slovenian language pair (in contrast with the original article
where they had altogether 20 language pairs) and we were
unable to replicate the results following the procedures de-
scribed in the paper. In fact, our results have been dramati-
cally different from the original paper with precision being
less than 4% and recall close to 90%. We then tested several
different strategies for improving the results ranging from
Giza++ dictionary cleaning, lemmatization, different ratios
of positive and negative examples in the training and test
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sets, to training set filtering. The last strategy proved to be
the most effective - we were able to achieve a precision of
almost 91% and a recall of 52% which is closer to the orig-
inal results reported by the authors of the approach. It is
possible that in the original experiments authors performed
a similar training set filtering strategy, because the original
paper mentions that their classifier initially achieved low
precision on Lithuanian language training set, which they
were able to improve by manually removing positive term
pairs that had the same characteristics as negative exam-
ples from the training set. However, no manual removal is
mentioned for Slovenian. We have also performed manual
evaluation similar to the original paper and reached roughly
the same results.
This paper demonstrates some of the obstacles for research
reimplementation, such as lack of detail and code unavail-
ability. We believe that in this particular case, the dis-
crepancy in the results could be attributed to the scope of
the original paper - with more than 20 languages which
is also a demonstration of very impressive approach, it
would be impossible to describe procedures for all of them.
We weren’t able to replicate the results of the original pa-
per, but after developing the optimization approaches de-
scribe above over the course of several weeks, we were
able to reach a useful outcome at the end. We believe
that, when the scope of the paper is broad, providing sup-
plementary material online, and preferably the code, is the
only was on assuring complete replicability of results. For
this reason, in order to help with any future reimplementa-
tion attempts of our paper, we are publishing the code at:
http://source.ijs.si/mmartinc/4real2018.
In terms of future work, we will continue working on im-
proving the accuracy of the classifier, by incorporating
the features derived from the parallel corpora (e.g. co-
frequency and other measures, see Baisa et al. (2015)),
since our main interest is in aligning terminology from
translation memories.
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Abstract
Validation of experimental results through their replication is central to the scientific progress, in particular in cases that may represent
important breakthroughs with respect to the state of the art. In the present paper we report on the exercise we undertook to replicate the
central result of the experiment reported in the Bogdanova et al. (2015) paper, Detecting Semantically Equivalent Questions in Online
User Forums, which achieved results far surpassing the state-of-the-art for the task of duplicate question detection. In particular, we
report on how our exercise allowed to find a flaw in the preparation of the data used in that paper that casts justified doubt on the validity
of the breakthrough results reported there.

Keywords: replication, duplicate question detection, convolutional neural network

1. Introduction
This paper reports on the replication of the research results
reported in Detecting Semantically Equivalent Questions
in Online User Forums (Bogdanova et al., 2015), a paper
published in the proceedings of the 19th Conference on
Computational Natural Language Learning (CoNLL) and
henceforth referred to as DSEQ.
The DSEQ paper caught our attention — and the attention
of everyone doing research on Duplicate Question Detec-
tion, we guess — by reporting an accuracy of over 92% on
the detection of semantically equivalent questions. This is
an accuracy score that was more than 15 points above the
results achieved in the related literature for that task (Nakov
et al., 2016, Task B), representing a notable progress of
20% with respect to the state of the art.
This result placed DSEQ at the forefront of the research
on Duplicate Question Detection (DQD). As such, while
driven to advance our understanding of DQD and to im-
prove its application, we considered the replication of
DSEQ as being essential to our research on this topic.
The DQD task consists of classifying two input interrog-
atives sentences on whether they are a duplicate of each
other, as in the following example:

(A) Can I install Ubuntu and Windows side by side?

(B) How do I dual boot Windows along side Ubuntu?

Two questions are semantically equivalent if they can be
adequately answered by the same answer.
DQD belongs to the family of Semantic Text Similarity
(STS) tasks, which assess the degree to which two textual
segments are semantically similar. While the DQD task
deals with the semantic equivalence of interrogative sen-
tences, it is implicitly understood that the broader STS tasks
concern only declarative sentences.

STS and DQD are language processing tasks of the utmost
importance, both having been addressed in SemEval com-
petitive shared tasks: STS since 2012 (Agirre et al., 2012)
and DQD since 2016 (Nakov et al., 2016). Both tasks have
been useful to support conversational interfaces and chat-
bots, in general, and online question & answering (Q&A)
community forums, in particular.
One of the challenges faced by Q&A communities (online
user forums) is that different users at different times fre-
quently post duplicate questions that have already been an-
swered before, rendering the forum potentially inefficient
and demanding time-consuming human moderation to flag
such duplicates. Adopting an automated system that can
detect duplicate questions provides a computational tech-
nique to mitigate or solve this issue.
Section 2 provides an overview of the original DSEQ paper.
The replication effort, described in Section 3, turned out to
be a challenging task, requiring full attention to details in
the implementation of the classifiers to work out unreported
assumptions. We conclude that the replication can be suc-
cessfully achieved but only if the segments in the pairs be-
ing classified already contain information as to their status
as reciprocal duplicates, thus affecting the validity of the
results reported in DSEQ.
Additionally, we report on experiments we undertook af-
ter we cleaned the data from these indications of the status
of the segments in the pairs, which obtained results in the
range of the state of the art results reported in the literature
for other approaches and methods.
We address the resulting implications along with other con-
siderations in Section 4.

2. The DSEQ paper
This section provides an overview of DSEQ. For the full
details, we direct the reader to the original paper.
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The DSEQ paper “aims to detect semantically equivalent
questions in online user forums”. The authors follow
the usual definition used in the field of DQD according
to which two questions are considered to be semantically
equivalent if they can be adequately answered by the same
answer.
DQD systems usually resort to supervised machine learn-
ing methods, which require labeled data to train a model.
For DQD, these data consist of several pairs of text seg-
ments with each pair (i.e. the two questions) being labeled
as either containing duplicate or non-duplicate segments.
DSEQ implemented different supervised machine learning
systems as classifiers in a DQD task by resorting to pairs
of questions annotated as duplicates or not duplicates. The
aim of machine learning algorithms is to generalize over the
training data, in our case, a semantic generalization that is
aimed to classify testing data — unseen pairs of questions
— and correctly assesses if they are semantically equiva-
lent, i.e. duplicates.
This is a challenging task given that all questions can be
rephrased in multiple ways. However, the recent boost in
the amount of available data and computational power sup-
ported the application of machine learning techniques, in-
cluding neural network models. This motivated DSEQ to
compare standard machine learning methods and a convo-
lutional neural network on a DQD task.
In the next subsections, we briefly describe the data used for
the training of the machine learning models, the machine
learning methods resorted to, the experiments performed,
and the results reported.

2.1. Data sets used
Stack Exchange1 is one of the largest Q&A online commu-
nities, with over 100 million monthly unique visitors. Like
in all Q&A online communities, users can ask questions,
get answers from other members of the community, and use
a Q&A search engine to find existing questions. Stack Ex-
change is organized in such a way that each question con-
sists of a title (usually a short, one-sentence formulation of
the question) and a body that provides further details; these
are followed by a thread of possible answers, ranked by the
community.
Stack Exchange allows its users to tag posted questions as
duplicates of previously posted questions. These tagged
questions are later manually verified by moderators and
definitely labeled as duplicates or not. If a question is
marked as a duplicate of an already existing one, the mod-
erators may choose to keep it as a duplicate and link it to
that pre-existing question. In this way, duplicate questions
(i.e. the different ways of asking the same question) end up
linked to one and only one canonical formulation for that
question.
DSEQ used the data from two Stack Exchange sub-
communities: Ask Ubuntu2, for users and developers of
the Ubuntu operating system, and META Stack Exchange3,
for meta-discussion on issues regarding the Stack Exchange
network itself.

1https://stackexchange.com/
2https://askubuntu.com/
3https://meta.stackexchange.com/

The Stack Exchange network provides the user-contributed
content from all its Q&A sub-communities by means of
publicly available periodic data dumps.4 The data dumps
include the questions (title and body), the answer thread,
and meta data regarding each question, in particular its sta-
tus as a duplicate. Figure 1 shows an example of a duplicate
entry.
DSEQ used the Ask Ubuntu data dump from May 2014 and
the META Stack exchange dump from September 2014.
The instances were randomly selected and class-balanced,
resulting in a training/testing sets of 24k/6k pairs for Ask
Ubuntu and 20k/4k for META. The validation set is 1k pairs
for both. Table 1 summarizes this information.

Data set Training Testing Validation

Ask Ubuntu 24k 6k 1k
META 20k 4k 1k

Table 1: Data sets used in DSEQ for the training, testing
and hyper-parameterization optimization (validation set) of
the machine learning models. Each instance consists of a
pair of questions with a corresponding label (duplicate or
non-duplicate).

Regarding data preprocessing, the authors specify that
NLTK (Bird et al., 2009) was used for tokenization and that
all links were replaced with a unique string.
Each question is taken as a whole, that is, as the concatena-
tion of the title and body parts.

2.2. Methods used for DQD
DSEQ compares (i) a rule-based and traditional similarity
measure based on word overlap with shingling (n-grams)
and a Jaccard coefficient; (ii) a standard machine learn-
ing method, namely Support Vector Machine (SVM); and
(iii) a neural network architecture with convolutional layers
(CNN).

The Jaccard coefficient is computed as a rule-based sys-
tem. First, a set of n-grams (with n ranging from 1–4) is
created from the training data. Second, a Jaccard coefficient
for the pairs of questions is computed as

J(d1, d2) =
S(d1)

⋂
S(d2)

S(d1)
⋃
S(d2)

,

where S(d1) is the set of n-grams extracted from the first
segment (d1) and S(d2) the set of n-grams extracted from
the second segment (d2). Segments d1 and d2 are deemed
to be duplicate if the Jaccard coefficient is above a threshold
that is empirically determined by measuring the coefficient
of all pairs of questions in the training set.

The SVM is a machine learning algorithm that finds a hy-
perplane that optimizes the division of a data set into two
classes. In an SVM, the data set instances are transformed
into feature vectors, which are data points in a shared space.
Then, a hyperplane is iteratively computed aiming at the
best separation of the vectors regarding their classes.

4https://archive.org/details/stackexchange
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Figure 1: A question data and meta data from the META Stack Exchange dump. For the sake of readability, the HTML
entities were normalized and the content of the Body attribute (line 7) is shown separately under its own tag <body>
(lines 18–32).

Resorting to the set of existing n-grams (n ranging from 1–
4), for each pair of questions, DSEQ uses a vector with the
following features:

1. The one-hot encoding of the n-grams in the first ques-
tion; that is, for each n-gram, a boolean value indicat-
ing its occurrence in the first question.

2. The one-hot encoding of the n-grams in the second
question.

3. The overall normalized count of each of the n-grams
in both questions.

A radial basis function kernel is used to measure the simi-
larity between feature vectors. The DSEQ’s authors men-
tion that a grid search was used to optimize the values of
the hyper-parameters C and γ, and a frequency threshold
was applied to reduce the features dimension.

A combination of Jaccard coefficient and SVM machine
learning algorithm was also used. To this purpose, the SVM
feature vectors were created as previously described and

extended to include an extra field: for each pair, the Jaccard
coefficient for that pair was considered in the corresponding
feature vector.

A Convolutional Neural Network (CNN) is one of many
neural network architectures that map an input to an output
(class) resorting to layers of connected neurons. Typically,
in a neural network each neuron receives input values that
are used to output a computed value according to an activa-
tion function, such as a binary step or a hyperbolic tangent
function. The input values of neurons are usually connec-
tions from other neurons. Each connection has an intrinsic
weight, used to increase or decrease the values sent through
them across neurons, strengthening or weakening the sig-
nal.
In the CNN used in DSEQ, each layer is connected consec-
utively (feedforward), with the output of each layer being
sent to the next layer. The neural network receives each of
the questions in the pair, with both inputs sharing the same
neural network layers, in an architecture called Siamese
neural network.
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• In a word representation layer, each word of the sen-
tence (question) is transformed into a vectorial repre-
sentation, also known as a word embedding or distri-
butional semantic vector.

• A convolution layer then computes a new vecto-
rial representation by applying a dimension reduction
technique to a matrix populated by all the word vectors
from the previous layer. The computation can be ob-
served as a compositional compression, encoding the
semantic knowledge of the sentence.

• A final layer compares the representation obtained
from both questions, using a cosine similarity func-
tion. This value is passed on to an activation function
that determines if it is, or not, a duplicate pair.

The neural network learns with the training set to generalize
the DQD task by iteratively changing the weights of the
neural connections while aiming to output the correct class
for each training instance.

2.3. Experiments
Four types of experiments are reported in DSEQ: (i) a com-
parison of the different DQD methods described above;
(ii) an assessment of the impact of using domain-specific
distributional semantic vectors; (iii) an assessment of the
impact of varying the size of the training set; and (iv) an
assessment of performing domain adaptation.

The comparison of the DQD methods evaluated each
method with different parameterizations over the Ask
Ubuntu data set. Two experiments were run, the first with
a 4k training set and the second with the full 24k training
set. The question title and question body were used as in-
puts in three different ways, namely (i) using the whole title
and body;5 (ii) removing programming language code snip-
pets; and (iii) prefixing programming language code snip-
pets with a special tag. In all cases, the 1k validation set
was used to tune the hyper-parameters of the algorithms.

The assessment of the impact of using domain-specific
distributional semantic vectors was twofold. It (i) eval-
uated the accuracy of the CNN using already trained dis-
tributional semantic vectors with different dimensions (50,
100, 200 and 400); and (ii) evaluated different distributional
semantic vector space trained using Wikipedia data as gen-
eral domain data, and the Ask Ubuntu data as in-domain
data.

The impact of varying the training set size was assessed
by profiling the different systems using different dataset
sizes, from only 100 question pairs to the full 24k question
pairs.

The domain adaptation experiment interchanged the CNN
training data. Different corpora were used for training the
machine learning algorithm and the distributional semantic
vectors. The evaluation was performed with the META test
set.

5Taking into account the already mentioned NLTK tokeniza-
tion and links normalization.

2.4. Results
In the first experiment, when comparing the different DQD
systems, the combination of SVM with Jaccard performed
better than either of its parts individually. The hybrid sys-
tem obtained a 77.4% accuracy, with the normalized input
(removing data related to programming code), C = 32.0
and γ ≈ 3.05 × 10−5. The CNN obtained the best result,
92.4% accuracy, with the normalized input, a 200 vector
dimension, k = 3, clu = 300 and γ = 0.005.
In the second experiment, the study of the impact of
domain-specific distributional semantic vectors, by increas-
ing the vectors dimension, the CNN’s accuracy improved.
Regarding the use of general domain trained distribu-
tional semantic vectors from Wikipedia data against the in-
domain Ask Ubuntu ones, the in-domain vectors supported
a better accuracy: 85.5% accuracy was obtained with the
former and 92.4% with the latter.
The third experiment showed that enlarging the training
data improved the accuracy of all the systems.
In the fourth experiment, with the META data set, CNN
obtained the best score, 92.68% accuracy, when using the
META training data in both the training of the CNN and in
the training of the distributional semantic vectors.
In Table 2 the best scores obtained in DSEQ with different
data sets are reported.

Data set Accuracy

Ask Ubuntu 92.90%
META 92.68%

Table 2: The best scores reported in DSEQ for the Ask
Ubuntu and the META data sets using CNN.

3. Replication of DSEQ
The present Section describes our replication of the experi-
ments reported in DSEQ paper as providing the best results,
just indicated in Table 2.
Neither the data sets nor the software with the implemen-
tation of the DQD systems used in DSEQ were made pub-
licly available. We attempted to obtain these data sets and
more details about the hyper-parameters of the CNN but
our emails received no answer.
When acquiring the data for the replication exercise, we
realized that the Stack Exchange data dumps are frequently
updated, with older data dumps being deleted. Thus, at the
time of our exercise, we only had access to data dumps from
September 2014, given that data dumps from May 2014 had
already been removed from the respective distribution page.
Table 3 shows the differences between the dumps used in
the present work and in DSEQ.
Our preparation of the data — for the training of the CNN
and the distributional semantic vectors — comprised the
following procedures:

• Image removal.

• URL removal.

• Code snippet removal (i.e. <code> blocks).
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Dump date
Data set Replication DSEQ

Ask Ubuntu Sep. 2014 May 2014
Meta Sep. 2014 May/Sep. 2014

Table 3: Dump dates for the data sets used in present repli-
cation and in DSEQ.

• Text tokenization, using the Stanford Tokenizer (Man-
ning et al., 2014).

• Lowercasing of all tokens.

For the training of the distributional vectors we used the
DeepLearning4j toolkit6 with the built-in skip-gram algo-
rithm.
The vectors were trained with a dimension of 200. The
values for all the other parameters, which are not described
in the DSEQ paper, were taken from the word2vec vanilla
parameters.
Table 4 presents the data sets used for the distributional se-
mantic vectors training.

Data set Vector size Types Tokens

Ask Ubuntu 200 68k 38M
META 200 30k 19M

Table 4: Data sets used in replication to train the distribu-
tional vectors and respective sizes.

The data sets acquired were organized to approximate the
organization of DSEQ data sets by using the same sizes for
the training, testing and validation subsets. See Table 5 for
a detailed rendering.
The implementation of the CNN was done using the Keras
Python library (Chollet and others, 2015) with Theano
(Team, 2016) as the back-end.
For the CNN hyper-parameters, we used the same values
as in the DSEQ, when they were reported. The remain-
ing hyper-parameters, namely batch size and number of
epochs, were empirically determined by experimentation.
Table 6 shows the values for the main hyper-parameters
used in the CNN replication.
The evaluation of the CNN over the Ask Ubuntu data set
achieved a 94.1% accuracy, and 94.2% accuracy over the
META data set.
The replicated models show a performance that is very sim-
ilar, or even slightly better, to the one reported in DSEQ.
Table 7 collects the relevant scores.

3.1. The problematic clue strings
When preparing the data sets for the replication exercise,
we realized that removing the URLs from the data dumps
as described in DSEQ was not enough to produce unbiased
data sets.
We noticed that duplicate questions contain information
that provides explicit clues as to their status as a duplicate.

6http://deeplearning4j.org/word2vec

In particular, at the start of the body content, duplicate
questions contain the string Possible Duplicate:
followed by a link to the canonical question of which the
question at stake is a duplicate. This is illustrated in Figure
1, in lines 21–23.
Note that these strings, with this explicit indication of the
solution of the DQD task, cannot be left in the data since
they provide direct clues for the answer the system should
optimally deliver — i.e. whether the questions are duplicate
or not.
The replication results we reported above in Table 7 were
obtained when such clues were kept in the data.
It is not indicated in the DSEQ paper if these clue strings
were kept in or removed from the data sets in the experi-
ment reported therein. But further experiments we under-
took provide a strong indication that they were not.
We repeated the same experiments by changing only the
way the data sets were prepared, in particular by removing
such clue strings from them. The scores obtained in this
second round of replication — with data sets cleaned from
these clue strings — are in line with the state of the art that
existed before the DSEQ paper.
Table 8 presents the comparison of our two replication
rounds against DSEQ. When removing the clue strings
from all the data sets the accuracy drops in all the exper-
iments; when keeping them, all scores are very close to the
ones reported in DSEQ.
This very likely indicates that in the experiments reported
in DSEQ the clue strings in to duplicate questions were not
removed from the data sets used in its experiments.
The data and models used in the replication exercise re-
ported here are available at this GitHub page.7

Due to a couple of implementation details that were left
unreported in DSEQ — and we had to figure out by our-
selves for the replication exercise (cf. Table 6) — and due
to slight differences in the data set dump dates (cf. Table 3),
our replication settings are not fully identical to the ones of
DSEQ. However, given the results obtained in the differ-
ent rounds of replication and how they are closely aligned
with results from the DSEQ (in the first round) and from
the literature (in the second round), these differences are
not enough to prevent the main conclusions coming out of
the present replication exercise.

4. Conclusions
In the present paper, we describe the exercise we undertook
of replicating the experiment described in (Bogdanova et
al., 2015), which was reported to outperform by 20% the
state of the art in the task of Duplicate Question Detection
that was contemporary to the publication of that work.
As in the literature on Duplicate Question Detection the
progress reported in different papers typically represent a
much smaller delta of progress, this result appeared as an
outstanding breakthrough in this area, to which, moreover,
none of the subsequent advances reported in the literature

7 https://github.com/nlx-group/Replication
-of-IBM-Team-s-Duplicate-Question-Detection
-Experiment
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Data set Total pairs Duplicates Training Testing Validation

Ask Ubuntu 167,765 17,115 24k 6k 1k
META 67,746 19,456 20k 4k 1k

Table 5: Splits and sizes of the data sets used in replication to train the CNN.

Parameter Value Description

d 200 Size of word representation
k 3 Size of k-gram
clu 300 Size of convolutional filter
γ 0.005 Learning rate

batch size 1 Examples per gradient update
epochs 20 Number of Training epochs

Table 6: CNN training hyper-parameters. Only the first four
parameters were explicitly provided in DSEQ.

Data set Accuracy

DSEQ Ask Ubuntu 92.90%
META 92.68%

Replication Ask Ubuntu 94.10%
META 94.20%

Table 7: Performance results of DSEQ and of the present
replication exercise, using the CNN model for both data
sets.

had come close.8 That was the major motivation for our
replication exercise.
The replication exercise reported here permitted to find out
that the best scores described in (Bogdanova et al., 2015)
can be replicated only when the data sets are not properly
prepared. In particular, they can be replicated only when
clue strings in the data — with the explicit indication that
questions are duplicates — are not removed.
Our replication exercise permitted also to find out that when
the data sets are cleaned from these clues, as they should,
the accuracy of those very same models drops sharply to
scores in line with the state of the art scores reported in the
literature contemporary to that paper.
This casts justified doubts on the validity of the break-
through result reported, indicating a jump of 20% with re-
spect to the state of the art, that does not hold.
The current study also highlights the importance of repli-
cation as a first class citizen in research on language tech-
nology. If this replication exercise reported here had not be
undertaken, the community would have remained with an
incorrect believe about what would be the state-of-the-art
for the task of Duplicate Question Detection.

8Among several others, see the results of SemEval2017, Task
3, Subtask B, reported in (Nakov et al., 2016), and the recent ad-
vances obtained by our team, reported in (Rodrigues et al., 2018),
(Rodrigues et al., 2017), (Saedi et al., 2017) and (Maraev et al.,
2017)

Ask Ubuntu META
Clues 4k full val. test val. test

Removed 71.8 73.8 73.3 57.3 55.7
Kept 91.8 92.3 94.1 96.1 94.2

DSEQ 92.4 93.4 92.9 92.8 92.7

Table 8: Accuracy (%) of CNN models over Ask Ubuntu
and on META data sets, with clue strings kept and with
clue strings removed in replication, compared to DSEQ.
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Abstract
As research on hate speech becomes more and more relevant every day, most of it is still focused on hate speech detection. By attempting
to replicate a hate speech detection experiment performed on an existing Twitter corpus annotated for hate speech, we highlight some
issues that arise from doing research in the field of hate speech, which is essentially still in its infancy. We take a critical look at the
training corpus in order to understand its biases, while also using it to venture beyond hate speech detection and investigate whether it
can be used to shed light on other facets of research, such as popularity of hate tweets.

Keywords: hate speech, machine learning, feature analysis, corpus bias, ephemeral data, replicability

1. Introduction
The Internet, likely one of humanity’s greatest inventions,
facilitates the sharing of ideas and knowledge, as well as
online discussion and user interaction. All these are posi-
tive features but, as with any tool, whether they are used in
a positive or negative manner depends largely on the peo-
ple that use them. Consequently, and especially when user
anonymity is added to the mix, online discussion environ-
ments can become abusive, hateful and toxic. To help iden-
tify, study, and ultimately curb this problem, such negative
environments and the language used within are being stud-
ied under the name hate speech.
Research on hate speech has become quite prominent in
recent years, with dedicated workshops and conferences,1

and even being featured on LREC2018’s list of hot topics.
However, hate speech research is still in its infancy. In part,
this is due to the following challenges:

1. The term hate speech is difficult to define. Silva et al.
(2016) say that “hate speech lies in a complex nexus
with freedom of expression, group rights, as well as con-
cepts of dignity, liberty, and equality. For this reason,
any objective definition (i.e., that can be easily imple-
mented in a computer program) can be contested.” Gen-
erally, the current consensus among researchers seems
to be that hate speech can be seen as a phenomenon en-
compassing issues such as: personal attacks, attacks on
a specific group or minority, and abusive language tar-
geting specific group characteristics (e.g., ethnicity, re-
ligion, gender, sexual orientation).

2. Creating resources for studying hate speech is far from
trivial. Hate speech comprises a very small fraction of

1A few recent examples: https://europa.eu/newsroom/

events/conference-online-hate-speech_en

https://sites.google.com/site/abusivelanguageworkshop2017

http://reportinghate.eu/contact2017/

http://likestiltnorden2017.regjeringen.no/language/en/

nordic-hate-speech-conference/

online content, and on most social platforms it is heav-
ily moderated. For example, Nobata et al. (2016) re-
port that in their corpus of comments on Yahoo! articles
collected between April 2014 and April 2015, the per-
centage of abusive comments is around 3.4% on Finance
articles and 10.7% on News. Since the phenomenon is
elusive, researchers often use lists of offensive terms to
collect datasets with the aim to increase the likelihood of
catching instances of hate speech (Davidson et al., 2017;
Waseem and Hovy, 2016). This filtering process, how-
ever, has the risk of producing corpora with a variety of
biases, which may go undetected.

3. Finally, hate speech is present in user-generated content
that is not under the control of the researcher. Social me-
dia data is typically collected by public APIs that may
lead to inconsistent results. For example, González-
Bailón et al. (2014) find that the Twitter Search API
yields a smaller dataset than the Stream API when using
the same filtering parameters. Furthermore, users might
delete their profiles or moderate their own questionable
content themselves. Thus, datasets on which research
experiments are performed are ephemeral, which makes
replication of results very difficult.

In this paper, we focus on the latter two points. We consider
a particular hate speech corpus – a Twitter corpus collected
by Waseem and Hovy (2016), which has been gaining trac-
tion as a resource for training hate speech detection models
(Waseem and Hovy, 2016; Gambäck and Utpal, 2017; Park
and Fung, 2017) – and analyse it critically to better under-
stand its usefulness as a hate speech resource. In particular,
we make the following contributions:

• We report the outcome of a reproduction experiment,
where we attempt to replicate the results by Waseem
and Hovy (2016) on hate speech detection using their
Twitter corpus.

• We use the corpus to study a novel aspect related to hate
speech: the popularity of tweets containing hate speech.
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To this end, we develop models for the task of predicting
whether a hate tweet will be interacted with and perform
detailed feature analyses.

• We perform a quantitative and qualitative analysis of the
corpus to analyse its possible biases and assess the gen-
erality of the results obtained for the hate speech detec-
tion and popularity tasks.

2. Replication: hate speech detection results
We aim to replicate the results on hate speech detection
by Waseem and Hovy (2016) using the hate speech Twit-
ter corpus created by the authors.2 The dataset is a useful
resource as it is one of few freely available corpora for hate
speech research; it is manually annotated and distinguishes
between two types of hate speech – sexism and racism –
which allows for more nuanced insight and analysis. Addi-
tionally, as a Twitter corpus, it provides opportunity for any
type of analysis and feature examination typical for Twitter
corpora, such as user and tweet metadata, user interaction,
etc.

2.1. Corpus in numbers
Here we provide just a brief quantitative overview of the
corpus, whereas a more detailed qualitative analysis is pre-
sented in Section 4.. The original dataset contains 16907
annotated tweets. However, as is common practice with
Twitter corpora, the corpus was only made available as a set
of annotated tweet IDs, rather than the tweets themselves.
To obtain the actual tweets and corresponding metadata,
we used the Tweepy Twitter API wrapper.3 Given that the
corpus was initially collected and annotated in 2016, there
have been some changes in the availability of tweets by the
time we extracted in in May 2017. Table 1 presents the dis-
tribution of annotations in the corpus in its original version
and the version that was used for this paper. A tweet in
the corpus can have three labels (None, Racism, Sexism).
It is possible that a tweet has multiple labels, in the case
that it contains both racism and sexism (this only happens
in 8 tweets in the original dataset, so it is not a widespread
phenomenon in this corpus.)

Tag Original Available Deleted Percent
None 11,559 11,104 455 3.94%
Hate 5,340 5,068 222 4.16%

Racism 1,970 1,942 22 1.12%
Sexism 3,378 3,126 200 5.92%

Total 16,907 16,172 735 4.35%

Table 1: Distribution of hate speech annotations in the cor-
pus. Presenting original counts, available counts, the num-
ber of unobtainable tweets and the percentage they repre-
sent in their respective category.

The dataset is quite unbalanced, but this is reflective of the
unbalanced distribution of hate speech ‘in the wild’, and
speaks to why it is so difficult to do research on hate speech

2https://github.com/zeerakw/hatespeech
3http://tweepy.readthedocs.io/en/v3.5.0/

in the first place: it is an elusive phenomenon. This, com-
bined with the fact that users might delete their profiles
or moderate their own questionable content themselves,
makes available data scarce, and makes every Twitter cor-
pus smaller over time, and consequently, less valuable and
more prone to mistakes when attempting a replicative study.

2.2. Experimental setup
As with any replication study, our aim here is to mimic
the original experimental setup as closely as possible, in
hopes of obtaining same or comparable results. Unfortu-
nately, this effort is already potentially hindered by the fact
that the Twitter corpus has shrunk over time. However, the
difference is not too large, and we expect it not to have a
significant impact on the results.
A much more prominent obstacle is the lack of certain
implementation details in the original paper that make re-
production difficult. At several points in the pipeline, we
were left to our own devices and resort to making educated
guesses as to what may have been done, due to the lack of
comprehensive documentation. More specifically, there are
two important aspects of the pipeline that present us with
this problem: the algorithm and the features.

The algorithm. Waseem and Hovy (2016) state that they
use a logistic regression classifier for their hate speech pre-
diction task. What is not mentioned is which implemen-
tation of the algorithm is used, how the model was fit to
the data, whether the features were scaled, and whether any
other additional parameters had been used.
Due to its popularity and accessibility, we opt for the Scikit-
learn (Pedregosa et al., 2011) Python implementation of
the logistic regression algorithm.4 In addition, after fit-
ting the model, we do not do additional scaling of the fea-
tures when working with just n-grams (as these are already
scaled when extracted), but we do scale our other features
using the scaling function.5

The features. Waseem and Hovy (2016) explore several
feature types: they employ n-gram features – specifically,
they find that character n-grams of lengths up to 4 per-
form best – and in addition, they combine them with gen-
der information, geographic location information and tweet
length, finding that combining n-gram features with gender
features yields slightly better results than just n-gram fea-
tures do, while mixing in any of the other features results in
slightly lower scores.
As a rule of thumb, we would attempt to replicate the best
performing setup (character n-grams in combination with
gender). However, this proved to be difficult, as user gen-
der information is not provided by Twitter (hence it cannot
be scraped from the Twitter API) and has not been made
available by the authors along with their dataset. However,
they do describe how they went about procuring the gender
information for themselves (by performing semi-automatic,
heuristics-based annotation), but only managed to annotate

4http://scikit-learn.org/stable/
modules/generated/sklearn.linear_model.
LogisticRegression.html

5http://scikit-learn.org/stable/modules/
generated/sklearn.preprocessing.scale.html
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about 52% of the users. This, in combination with the fact
that in the original experiment the F1 score improvement
when gender is considered is minor (0.04 points) and not
statistically significant, led us to focus our efforts on repli-
cating only the experiments involving n-gram features.
However, extracting the n-gram features is also shown to
be a nontrivial task, as the original paper does not state how
the features are encoded: whether it is using a bag-of-n-
grams approach, a frequency count approach, or a TF-IDF
measure for each n-gram. We opt for TF-IDF because it is
most informative, and just as easy to implement as the more
basic approaches.6

2.3. Evaluation and results
The original paper states the use of 10-fold cross-validation
for model evaluation purposes, without specifying a partic-
ular implementation. For the sake of consistency, we again
opt for the Scikit-learn implementation.7

We compare the results of our setup to the results of the
original experiment. In addition, we also compare evalua-
tions of a system trained on various other features (which
we will describe in Section 3.) extracted from the tweets
and their metadata. The results are presented in Table 2.

Features Original n-grams Other
Acc F1 Acc F1 Acc F1

Regression - 0.74 0.84 0.71 0.79 0.65

Table 2: Average evaluation scores on the hate speech de-
tection task. The original study only provided an F1 score
metric for the logistic regression classifier trained on char-
acter n-grams (second column). We replicate this exper-
iment (third column), and also train a logistic regression
classifier on the same task (fourth column), but on a differ-
ent set of features (detailed in Section 3.).

Examining the table reveals that our best attempt at replicat-
ing the original experiment, with logistic regression trained
only on character n-grams, yields an F1-score that is 0.03
points lower than the original. Such a drop is to be ex-
pected, considering that our version of the dataset was
smaller and that we had to fill in some gaps in the procedure
ourselves, likely resulting in slight procedural mismatches.
However, the drop is not large, and might indicate a stable,
consistent result.
When looking at the performance of classifiers trained on
features extracted from tweets and their metadata, they sig-
nificantly underperform, with a 6 point drop compared to
our replicated experiment, and a 9 point drop compared to
the original results. This adds a strong confirmation of an
observation made in the original study, namely that n-gram
features are the most predictive compared to any other types
of features.

6http://scikit-learn.org/stable/modules/
generated/sklearn.feature_extraction.text.
TfidfVectorizer.html

7http://scikit-learn.org/stable/modules/
generated/sklearn.model_selection.cross_
val_score.html

3. New experiment: popularity prediction
To date, most research on hate speech within the NLP com-
munity has been done in the area of automatic detection
using a variety of techniques, from lists of prominent key-
words (Warner and Hirschberg, 2012) to regression classi-
fiers as seen in the previous section (Nobata et al., 2016;
Waseem and Hovy, 2016), naive Bayes, decision trees, ran-
dom forests, and linear SVMs (Davidson et al., 2017), as
well as deep learning models with convolutional neural net-
works (Gambäck and Utpal, 2017; Park and Fung, 2017).
Our intent in this section is to explore hate speech beyond
just detection, using the Twitter corpus by Waseem and
Hovy (2016). Given that Twitter is a platform that enables
sharing ideas, and given that extreme ideas have a tendency
to intensely spread through social networks (Brady et al.,
2017), our question is: how does the fact that a tweet is a
hate tweet affect its popularity?

3.1. Related work
To our knowledge there has not been any work relating
tweet popularity with hate speech. However, there is a sig-
nificant body of work dealing with tweet popularity mod-
eling and prediction. Many papers explore features that
lead to retweeting. Suh et al. (2010) perform an exten-
sive analysis of features that affect retweetability, singling
out two groups of features: content and contextual features.
Similarly, Zhang et al. (2012) train a model to predict the
number of retweets using two types of features: user fea-
tures and tweet features. They also compute information
gain scores for their features and build a feature-weighted
model. They compare the performance of two algorithms:
logistic regression and SVM and find that SVM works bet-
ter, yielding an F-score of 0.71. In addition, some of the
related work also relies on temporal features: Zaman et al.
(2013) predict the total number of retweets a given amount
of time after posting, using a Bayesian model based on fea-
tures of early retweet times and follower graphs. Similarly,
Hong et al. (2011) predict the number of retweets, using
binary and multi-class classifiers. They use a more varied
set of features, and aside from temporal features, they use
content, topical and graph features, as well as user meta-
data.
We do not have temporal data at our disposal, nor are we
at this stage interested in predicting the exact number of
retweets at any given point. We are more concerned with
investigating how hate speech comes into play regarding
tweet popularity, if at all.

3.2. Popularity analysis
As surveyed above, most of the related work on tweet popu-
larity focuses solely on retweets as indicators of popularity.
However, while this is probably the clearest indicator, users
can interact with tweets in a number of other ways. For this
reason, in the present work we also consider other potential
measures of popularity; namely, number of tweet replies
and number of ‘likes’ (formerly called ‘favorites’).
The number of likes and retweets in the corpus is var-
ied, but highly skewed, with most of the tweets being
liked/retweeted 0 times. The distributions are displayed in
Tables 3 and 4.
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0 1 2 3 4 5+
Likes 9,393 1,255 246 96 55 59
RTs 10,256 755 54 17 9 13
Replies 10,304 790 7 3 0 0

Table 3: Distribution of the number of interactions on non-
hate speech tweets constrained to interactions between
users in the corpus. Total number of tweets: 11104.

0 1 2 3 4 5+
Likes 4,696 259 49 27 15 22
RTs 4,857 180 15 6 3 7
Replies 5,049 17 2 0 0 0

Table 4: Distribution of the number of interactions on hate
speech tweets constrained to interactions between users in
the corpus. Total number of tweets: 5068.

Given these distributions, we opt for framing the prob-
lem as a binary classification task: we wish to determine
whether a tweet receives a reaction (retweet, like, response)
at least once, or not at all.
But before we go into prediction, we wish to investi-
gate whether there is a significant difference between hate
speech and non-hate speech tweets regarding the number of
times a tweet was liked/retweeted/replied to. Thus, to deter-
mine whether these differences are statistically significant,
we employ the chi-squared (χ2) statistical significance test.
When examining likes and replies, the test yields p-values
of <0.0001, meaning that tweets containing hate speech in
the corpus are both liked and replied to significantly less
than non-hate speech tweets are. In other words, if a tweet
contains hate speech, it is less likely to be liked and replied
to. However, when examining the difference in the number
of retweets, the p-value comes out as 0.5967. This means
that we cannot dismiss the null hypothesis, or rather, that
whether a tweet contains hate speech or not, does not im-
pact its retweetability either way.

3.3. Popularity prediction
Features. We use an large set of features inspired by re-
lated work (Waseem and Hovy, 2016; Sutton et al., 2015;
Suh et al., 2010; Zaman et al., 2013; Hong et al., 2011;
Zhang et al., 2012; Cheng et al., 2014; Ma et al., 2013;
Zhao et al., 2015). We divide our features into three groups:
Tweet features (metadata about the the tweet itself), user
features (metadata about the author of a tweet) and content
features (features derived from the content of the tweet),
with the largest number of features falling into the latter
group. The features are listed in Table 5.

Models and results. We train a logistic regression clas-
sifier, as well as a linear SVM classifier to compare their
performances. We also train separate models for likes and
for retweets. One pair of models was trained on the whole
corpus, and two additional pairs of classifiers were trained
on just the hate speech portion and non-hate speech portion
of the corpus respectively.
We tested all models using 10-fold cross validation, holding

Tweet features User features
tweet age account age
tweet hour len handle
is quote status len name
is reply num followers
is reply to hate tweet num followees
num replies num times user was listed

num posted tweets
num favorited tweets

Content features
is hate tweet has uppercase token
has mentions uppercase token ratio
num mentions lowercase token ratio
has hashtags mixedcase token ratio
num hashtags blacklist total
has urls blacklist ratio
num urls total negative tokens
char count negative token ratio
token count total positive tokens
has digits positive token ratio
has questionmark total subjective tokens
has exclamationpoint subjective token ratio
has fullstop

Table 5: Features used in the popularity prediction task.

out 10% of the sample for evaluation to help prevent over-
fitting. All modeling and evaluation was performed using
Scikit-learn (Pedregosa et al., 2011). The evaluation results
are presented in Table 6. We also make our feature dataset,
and our training and evaluation scripts available to the com-
munity for transparency and reproduction purposes.8

Interestingly, our classifiers are consistently better at pre-
dicting retweets than likes. Given that they are trained on
the same features, this indicates that the nature of these two
activities is different, in spite of the fact that they intuitively
seem very similar.
Furthermore, it seems that the linear regression model
seems to perform slightly better overall than the SVM
model on both prediction tasks (likes and retweets).

Analysis. In order to investigate which features are most
informative for the task, we perform feature ablation ac-
cording to our feature groups. Some notable results show
that removing author metadata from the feature set reduces
the performance of the model.9 However, the biggest take-
away for now is the is reply feature’s impact on the model.
Our SVM model’s average accuracy drops by 0.04 points if
the is reply feature is omitted from the feature set, whereas
omitting many of the other features decreases performance
scores by 0.02 points at most, if at all.
Inspired by Zhang et al. (2012), we also calculate infor-

8The dataset is comprised of anonymized tweet IDs with ex-
tracted content features.

Link to GitHub repository: https://github.com/
GreenParachute/hate-speech-popularity.

9As our analysis in Section 4. will reveal, this seems a conse-
quence of a strong bias towards a handful of overproductive au-
thors in the corpus.
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Whole dataset Non-hate Hate
Acc F1 Acc F1 Acc F1

Regression
Likes 0.75 0.57 0.73 0.63 0.79 0.29
Retweets 0.82 0.69 0.81 0.68 0.85 0.73
SVM
Likes 0.74 0.58 0.73 0.63 0.79 0.16
Retweets 0.81 0.66 0.82 0.69 0.84 0.70

Table 6: Average evaluation scores on binary prediction
task (predicting if a tweet will be liked/retweeted or not).
Presenting results with different subsets of the corpus and
comparing performance of logistic regression and SVM
models.

mation gain for all features. The top most informative
features for each task (predicting whether a tweet will be
liked/retweeted) and for each setup (full dataset/non-hate
dataset/hate dataset) according to the information gain (IG)
measure are presented in Tables 7, 8 and 9.

Liking Retweeting
Feature IG Feature IG
num tweets 0.1005 is reply 0.0811
num followees 0.0999 uppercase ratio 0.0541
num liked tweets 0.0992 has uppercase 0.0517
num followers 0.0985 char count 0.0509
user id 0.0985 num tweets 0.0334
account age 0.098 num liked tweets 0.0329
num listed 0.0954 num followees 0.0323
len name 0.0732 num followers 0.0307

Table 7: Most informative features according to informa-
tion gain (IG) scores for the whole dataset. (A higher score
indicates bigger importance.)

Liking Retweeting
Feature IG Feature IG
num followees 0.0648 is reply 0.1155
num followers 0.0623 uppercase ratio 0.0876
num tweets 0.0622 has uppercase 0.0877
account age 0.0605 num liked tweets 0.0532
user id 0.0605 num listed 0.0529
num listed 0.0595 num followers 0.0524
len handle 0.0552 num tweets 0.0511
len name 0.0515 num followees 0.0495

Table 8: Most informative features according to informa-
tion gain (IG) scores for the hate speech subset. (A higher
score indicates bigger importance.)

Given the context of this paper and the nature of the corpus,
it is interesting to note that the is hate tweet feature does
not appear anywhere near the top of the IG rankings, indi-
cating that it is not very informative in regards to predicting
whether a tweet will be liked or retweeted.
On a broader note, although the feature lists are more or less

Liking Retweeting
Feature IG Feature IG
num followers 0.0974 is reply 0.0677
num followees 0.0970 char count 0.0519
user id 0.0963 uppercase ratio 0.042
account age 0.0963 has uppercase 0.0396
num tweets 0.0953 token count 0.0323
num liked tweets 0.0948 num followees 0.0258
num listed 0.0941 num liked tweets 0.0257
len name 0.077 num followers 0.0246

Table 9: Most informative features according to informa-
tion gain (IG) scores for the non-hate speech subset. (A
higher score indicates bigger importance.)

similar across the different dataset splits, there is a marked
difference between the retweeting and liking lists, in each
split. Features that are very informative for retweeting, but
not for liking, are whether the tweet contains uppercase to-
kens, and, most notably, whether the tweet is a reply. This
is in line with our findings in the feature ablation study,
confirming that there is a strong link between the possibil-
ity of retweeting and whether or not the tweet in question is
a reply. Our interpretation of this discrepancy is that orig-
inal, stand-alone ideas (tweets) might be more likely to be
picked up and passed on (retweeted), than a turn in a twitter
conversation thread would be. In addition, these overall IG
measurements also indicate that there is an inherent quali-
tative difference between the acts of liking and retweeting.

4. Corpus analysis
As the field of hate speech research is yet to mature, with
disagreement about what exactly the phenomenon entails
(Waseem et al., 2017) and without a unified annotation
framework (Fišer et al., 2017), it is warranted to look at
the data and examples in more detail, with considerations
for potential shortcomings. In Section 2., we pointed out
the ephemeral nature of the corpus by Waseem and Hovy
(2016), common to all Twitter datasets. In this section,
we analyse other characteristics of the corpus related to the
challenges of data collection for hate speech analysis we
mentioned in the Introduction (point 2), which can result in
undesirable biases.

Tweet collection. Given the small fraction of online con-
tent comprised of hate speech, collecting a significant
amount of examples is an extremely difficult task. At
present, it is not feasible to collect a large sample of tweets
and then manually label them as hate or non hate, as the
fraction of instances labeled with the positive class will be
negligible. The only way to model the phenomenon is to
target tweets already likely to contain hate speech.
Driven by this rationale, the authors of the corpus have
obtained their dataset by performing an initial manual
search of common slurs and terms used pertaining to reli-
gious, sexual, gender, and ethnic minorities. The full list
of terms they queried for is not very long: MKR, asian
drive, femi-nazi, immigrant, nigger, sjw, WomenAgainst-
Feminism, blameonenotall, islam terrorism, notallmen, vic-
timcard, victim card, arab terror, gamergate, jsil, racecard,
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race card. In the results obtained from these queries, they
identified frequently occurring terms in tweets that con-
tain hate speech and references to specific entities (such
as MKR, addressed further below). In addition to this,
they identified a small number of prolific users from these
searches.
This manner of tweet collection allowed the authors to ob-
tain quite a considerable amount of data. However, this
approach to data collection inevitably introduces many bi-
ases into the dataset, as will be demonstrated further in this
section.

Qualitative observations on tweet content. According
to the annotation guidelines devised by Waseem and Hovy
(2016) for the purpose of annotating this corpus, a tweet is
tagged as offensive if it: (1) uses a sexist or racial slur, (2)
attacks a minority, (3) seeks to silence a minority, (4) crit-
icizes a minority (without a well founded argument), (5)
promotes, but does not directly use, hate speech or vio-
lent crime, (6) criticizes a minority and uses a straw man
argument, (7) blatantly misrepresents truth or seeks to dis-
tort views on a minority with unfounded claims, (8) shows
support of problematic hashtags (e.g. #BanIslam, #whori-
ental, #whitegenocide), (9) negatively stereotypes a minor-
ity, (10) defends xenophobia or sexism, (11) the tweet is
ambiguous (at best); and contains a screen name that is of-
fensive as per the previous criteria; and is on a topic that
satisfies any of the above criteria.
Though at first glance specific and detailed, these criteria
are quite broad and open to interpretation. This was likely
done to cover as many hate speech examples as possible
– a thankless task, as hate speech data is scarce to begin
with. However, due to this same breadth, the corpus con-
tains some potential false positives. The most jarring ex-
ample of this being that, if a user quotes a tweet containing
hate speech (by prepending the quoted text with “RT”), the
quoter’s tweet is tagged as hate speech. Certainly, the user
could have quoted the original tweet in support of its mes-
sage, and even if not, one could argue that they do perpetu-
ate the original hateful message by quoting it. On the other
hand, it is just as likely that the user is quoting the tweet
not to make an endorsement, but a neutral response. It is
even more likely that the user’s response is an instance of
counterspeech — interaction used to challenge hate speech
(Wright et al., 2017). Manual inspection shows that there
are instances of both such phenomena in the corpus, yet all
those tweets are tagged as hate speech. In fact, ∼30% of
hate speech tweets in the corpus contain the token ’RT’, in-
dicating they are actually retweets. This could pose a prob-
lem further down the line when extrapolating information
about hate speech users. Addressing this issue would at the
very least require going through tweets with quotes and re-
labeling them, if not altogether rethinking the annotation
guidelines, or rather, being more mindful of the semantics
at play during annotation.

Topic domain. In spite of the broad guidelines, however,
it seems that the actual hate speech examples end up falling
on quite a narrow spectrum. Even though the tweets were
semi-automatically picked based on a wide variety of key-
words likely to identify hate speech, the tag ‘racism’ is in

fact used as an umbrella term to label not only hate based
on race/ethnicity, but also religion, specifically Islam. In-
deed, the majority of the tweets tagged as racist are, in fact,
islamophobic, and primarily written by a user with an anti-
Islam handle (as per guideline 11). Though it is stated
in the original paper which seed words were used to col-
lect the data (which included both racist and islamophobic
terms), it is undeniable that the most frequent words in the
racist portion of the corpus refer to islamophobia (which is
also explicitly stated by the authors themselves). This is
not wrong, of course, but it begs the question of why the
authors did not choose a more specific descriptor for the
category, especially given that the term ‘racism’ typically
sparks different connotations, ones that, in this case, do not
accurately reflect the content of the actual data.
When it comes to sexist tweets, they are somewhat
more varied than those annotated as racist. However,
they do contain a similar type of bias: ∼13.6% of the
tweets tagged as sexist contain the hashtag and/or handle
MKR/MyKitchenRules. My Kitchen Rules is an Australian
competitive cooking game show which is viewed less for
the cooking and skill side of the show than for the gos-
sip and conflict which certain contestants are encouraged
to cause.10 It seems to be a popular discussion topic among
fans of the show on Twitter, and apparently prompts users
to make sexist remarks regarding the female contestants.
There is nothing inherently problematic about this being
included in a corpus of hate speech, but it cannot be disre-
garded that more than a tenth of the data on sexism is con-
strained to an extremely specific topic domain, which might
not make for the most representative example of sexism on
Twitter.

Distribution of users vs. tweet content Another inter-
esting dimension of the corpus that we observe is the distri-
bution of users in relation to the hate speech annotations –
an aspect that could be important for our analysis of popu-
larity presented in Section 3.
There are 1858 unique user IDs in the corpus. Thus many
of the 16907 tweets were written by the same people. As
a simplistic approximation, we can (very tentatively) la-
bel every user that is the author of at least one tweet con-
taining hate speech as a hate user; and users that, in the
given dataset, have not produced any tweets containing hate
speech we label as non-hate users. Of course, this does
have certain drawbacks, as we cannot know that a user does
not produce hate speech outside the sample we are work-
ing with, but it does provide at least an approximation of a
user’s production of hate tweets in the sample. Using this
heuristic, the distribution of users in the corpus in regards
to whether they produce hate speech or not is presented in
Table 10.
A really striking discrepancy immediately jumps out when
looking at Table 10: there is a total of 5 users responsible
for the 1942 racist tweets, as opposed to the 523 users re-
sponsible for the 3126 sexist tweets. Assuming normal dis-
tribution (which is certainly the wrong assumption), on av-
erage there are 388 racist tweets per racist user, while there

10https://en.wikipedia.org/wiki/My_
Kitchen_Rules#Criticism
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User type Count
Non-hate 1,334
Hate 528

Racist 2
Sexist 520
Racist and sexist 3

Total 1,859

Table 10: Distribution of users according to the type of
tweets they produce.

is an average of 6 sexist tweets per sexist user. The actual
distribution, however, is extremely skewed – the bulk of
all the hate speech data is distributed between three users:
one user who produced 1927 tweets tagged as racist, and
two users who respectively produced 1320 and 964 tweets
tagged as sexist. This is illustrated in Figure 1.

Figure 1: Graph illustrating the distribution of tweets con-
taining hate speech among users producing them. We rep-
resent the number of tweets in logarithmic scale.

Such a distribution renders any attempt at generalization
or modeling of racist tweets moot, as the sample cannot
be called representative of racism as such, but only of the
Twitter production of these 5 users.11 Similarly, the fact
that most of the tweets tagged as sexist belong to the same
two users considerably skews this subset of the data.

Corollary. All of these points deserve due consideration.
The imbalances with respect to distribution of users were
certainly considered while we worked with the data. In
an attempt to reduce them, we did not distinguish between
racist and sexist tweets in our analysis in both Sections 2.
and 3. (even though we were tempted to do so), but rather
treated them all as simply hate speech tweets. Additionally,
it is possible that the insights and biases presented in this
section might even call into question the relevance of the
findings from Section 3., as the popularity modeled there
is likely reflecting the popularity of the particular Twitter
users in the corpus rather than of hate speech tweets as
such.

11However, the data might still be useful when looked at in bulk
with sexism, as it might reinforce the similarities they both share
stemming from the fact that they are types of hate speech.

5. Conclusion
This paper has provided an overview of several research
directions involving hate speech:

1. A critical look at a publicly available hate speech
dataset.

2. An attempt at replicating and confirming already estab-
lished hate speech detection findings.

3. Pushing the research space in a new direction: popular-
ity prediction.

Overall, we analyzed a currently popular hate speech
dataset, pointed out considerations that have to be made
while working such data, and observed that it is biased on
several levels. This does not render it useless, but it is im-
portant to keep these biases in mind while using this re-
source and while drawing any sort of conclusions from the
data.
As far as replicability goes, the resource does allow one to
model hate speech (as biased as it may be), but not without
a certain degree of difficulty. We achieve system evalua-
tion scores of 0.71 in terms of F1 score, which is slightly
lower than the original results of 0.74 F1 score on the same
setup. The differences and gaps in implementation show-
case a common trend in scientific publishing - the general
problem of reproducing results due to publications not pro-
viding sufficient information to make the experiments they
describe replicable without involving guessing games. And
only when attempting to reproduce a study can one truly
realize how much detail is so easily omitted or overlooked,
simply due to lack of awareness.
When it comes to popularity prediction, we determine that
hate speech negatively impacts the likelihood of likes and
replies, but does not affect likelihood of retweets. However,
training only on the hate speech portion of the data does
seem to boost our model’s performance in retweet predic-
tion. These findings, as well as the evaluation scores and
feature analyses, are only the first stepping stone in a long
line of future work that can be done to better understand the
impact of hate speech on social media and how it spreads.
Possibilities include employing social graph mining and
network analysis, perhaps using user centrality measures as
features in both hate speech and popularity prediction tasks.
In addition, reframing the task as not just a binary predic-
tion task, but rather fitting a regression model to predict the
exact number of likes, retweets and replies, would certainly
be preferable and more informative, and could lead to a bet-
ter understanding of how hate speech behaves on Twitter.
What is clear is that hate speech is a very nuanced phe-
nomenon and we are far from knowing everything there is
to know about it. Resources are scarce and far from perfect,
and much more work and careful consideration are needed,
as well as much cleaning, fine-tuning, discussion and agree-
ment on what hate speech even is, if we are to build better
resources and successfully model and predict hate speech,
or any of its aspects.
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Abstract
Many research projects make use of language resources and in the process of the research, generate derived resources such as annotations
or derived features. These resources are not often shared and there is no mechanism for associating them with the original resource
in a way that would help future users discover them. This paper describes a new feature of the Alveo Virtual Laboratory that allows
researchers to upload these derived resources and have them associated and integrated with the original resource. This facility is
designed to encourage the sharing of these derived resources by making the process of sharing easy and by providing an incentive in the
form of a citeable URL that can be properly attributed to the authors in subsequent publications.
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1. Introduction
Projects making use of shared language resources often cre-
ate new artifacts as a by-product of the main research pro-
gram. These may be annotations of a particular linguistic
structure or derived signals such as pitch tracks, transla-
tions or summaries of documents. These new resources
are often not shared or, if they are, are made available as
a separate download not associated with the original lan-
guage resource. This paper describes a new feature of the
Alveo Virtual Laboratory that allows researchers to upload
these artifacts and have them associated with the original
data they were derived from. These contributions are then
made available both as a separate resource and linked to the
original resource.
The Alveo Virtual Laboratory1 (Cassidy et al., 2014) com-
bines a data repository with a web-based API and a work-
flow platform and aims to provide access to data in a way
that may enhance reproducibility of research results (Cas-
sidy and Estival, 2017). Data in Alveo is made available
as a collection of items with associated meta-data and one
or more documents (audio, video, text, annotations, etc).
Users can query the data store for items relevant to a partic-
ular study, creating an item list; this list can then be fed into
a data processing pipeline either by downloading data as a
zip file or writing scripts against the API that access doc-
uments directly. Each item list has a unique URL and can
be shared such that other researchers can access the same
items (subject to access restrictions) and hence use these in
reproducing or extending the original work.
Meta-data in Alveo can be associated with collections,
items and documents. The system does not mandate a
fixed schema but supports a range of existing vocabular-
ies (OLAC, DCTERMS, etc.). Until recently, all of the
data ingested into Alveo has been legacy collections and
so the decision was taken to accept any meta-data that was
available while providing a mapping to common properties
where possible. As a consequence, the Alveo meta-data
store is flexible and able to incorporate any meta-data that

1http://alveo.edu.au/

might be available for a collection (Estival, 2016).

1.1. Sharing Derived Resources
Annotations and other derived resources are often produced
as a side-effect of research by language researchers but we
are not aware of any repository which accepts resources like
these for distribution that associates them in a useful way
with the original resource.
As an example of the current state of play in distribu-
tion and sharing of annotation we can look at the popular
Switchboard corpus published by LDC (Godfrey and Hol-
liman, 1993). The LDC catalog page describing this re-
source includes a link to the Switchboard Dialog Act Cor-
pus2, a separate collection of annotations that is distributed
as a download from the documentation directory of the
corpus on the LDC site. In addition, LDC also publishes
the NXT Switchboard Annotations (Calhoun et al., 2009)
which combines a number of layers of annotation using
the NXT format developed in a collaboration among re-
searchers from Edinburgh University, Stanford University
and the University of Washington. On Github we find the
Switchboard Dialog Act Corpus with Penn Treebank links3

which builds on the earlier dialog act annotations.
The good part of this story is that we were able to find all
of these resources within a few minutes with a few web
searches; at least these resources are available on the web
and the links are maintained to some degree. However, we
can be reasonably sure that there are additional annotations
over this data (or corrections to some of these annotations)
that are not turning up in our searches - for instance, data
that is shared on institutional servers that have a lower page-
rank and data that was never shared because the project ran
out of funds or had no incentive to publish their data.
There is an opportunity, then, to improve the way that de-
rived resources are published and shared. Language re-
source providers who make the original datasets available

2http://compprag.christopherpotts.net/
swda.html

3https://github.com/cgpotts/swda
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Figure 1: The page describing a contribution.

could develop a way for derived data to be associated with
the original resource in such a way that they can be discov-
ered easily by researchers who find the original data.
While most language data archives make collections avail-
able as downloadable archives (zip files or similar), Alveo
is a more fine-grained store that exposes individual items
and documents for discovery and download. Part of the
motivation for this is that researchers often only need to
use part of a collection in a study; Alveo supports identi-
fying this subset as an item list and downloading just that
subset of data. This means that we have the opportunity
to associate derived resources at this fine-grained level as
well. The goal of the work described in this paper is to
provide a means for derived resources to be shared on the
Alveo platform in such a way that they can be discovered
naturally by researchers browsing the original data.

2. Annotation Contributions
The Alveo system has recently been extended to allow users
to upload files derived from existing resources and have
them associated with the original data they were derived
from. This can be illustrated with the following scenario.
A researcher is studying Australian English vowels and
identifies 10 speakers from the Austalk corpus, finding the
items corresponding to their reading of the 18 hVd words
(hid, had, hod, etc). They create an item list for these items
and download the audio files associated with each. Using a
forced aligner they derive TextGrid annotations for each file
and hand-correct these to ensure that the vowel boundaries
are correctly placed. They then derive formant tracks for
each recording and carefully check that the formants are
correct, some values are hand-corrected if they have been
mis-tracked. This data is then used to derive vowel plots
for each of the speakers and the results are written up with
reference to speaker meta-data that was downloaded with
the original data.
Prior to publication of the study, the researchers want to
make the corrected TextGrid and formant files available so
that they can be referenced in the paper and made accessi-
ble for future researchers. In the Alveo system they create
a new Annotation Contribution and enter some basic meta-
data and a description of the methodology used to create
the derived files. The files are then uploaded to Alveo as a
zip file. The system unpacks the archive and based on the
filenames, locates the original items that they were derived

from (e.g. the original WAV file 2_205_1_3_001.wav
was associated with 2_205_1_3_001.TextGrid and
2_205_1_3_001.fms).
The new contribution is accessible via a URL which shows
a page containing the meta-data and description of the con-
tribution and a list of the items and associated files. From
this page, all of the files can be downloaded as a zip file,
but the page also shows direct links to the items referenced
by the contribution (Figure 2).
The contribution URL is a public page that can be refer-
enced by any web user and hence is suitable for publication
in work that references the resources. Users who are not
registered with Alveo can see the meta-data and description
of the contribution but will not be able to view the associ-
ated data or download files without registering and agreeing
to the license of the original collection. At this time we do
not have any provision for adding an additional license to
the contents of the collection. This is something that might
be considered in the future.
We are currently able to issue a DOI for collections in the
Alveo system to facilitate citation of language resources.
Since an annotation contribution is an identifiable resource
within the system with a unique URL it would also be pos-
sible to issue a DOI for a contribution. This is something
we will consider as users adopt this new feature.

2.1. Reproducibility
Together with the other facilities of the Alveo platform, this
new feature supports a research workflow that can provide
for enhanced reproducibility of research outcomes. As de-
scribed above, the Alveo platform allows the researcher to
create an item list with the items that are used in an anal-
ysis. This list can be shared publicly and cited in the pub-
lished research. This new feature then allows the derived
resources to be shared in the same way, meaning that all of
the data that feeds into the analysis in the research can be
cited and is available to future researchers. Further, Alveo
provides the Galaxy workflow engine (Goecks et al., 2010)
as a platform for constructing and running data processing
workflows over speech and language data. Galaxy work-
flows can also be published and cited in such a way that
future researchers can reconstruct the exact sequence of the
same versions of tools that were used to generate the pub-
lished results.
However, straight reproduction of results is not the only de-
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Figure 2: An item page showing the contributed file linking back to the contribution page.

sirable outcome. The publication of derived resources from
a research project will also allow future researchers to use
this work as a starting point for further investigations. This
might be to build on the earlier results or to compare them
with results on other data sets. Without easy access to these
derived resources, our ability to compare future work with
past performance is limited by the detail that is provided in
published research procedures. Access to derived resources
removes a significant source of variability and can save a lot
of effort in repeating earlier analysis.

3. Contributions API
An important part of the Alveo system is the web-based
API that provides access to both meta-data and data stored
in our collections (Cassidy et al., 2014). Using the API, one
can create interfaces to tools for searching and analysing
data stored on Alveo. The API has been extended to cover
operations on contributions so that external scripts can be
written to manipulate them (Table 1).
Using this API, users can write tools as part of an automated
annotation workflow to upload the resulting annotation files
as part of a new or existing contribution.

4. Provenance Meta-data
The current contribution creation form only provides a very
basic set of meta-data fields for the user to complete. The

/contrib/ GET
Get the current list of
contributions

/contrib/ POST

Create a new con-
tribution from a
JSON meta-data
description

/contrib/<id> GET

Get the JSON
description of a con-
tribution including
metadata and a list of
document URLs

/contrib/<id> PUT
Update the meta-data
for a contribution

/contrib/<id> POST
Add documents to a
contribution from a
zip file

/contrib/<id> DELETE
Remove a contribu-
tion and all associ-
ated documents

Table 1: A summary of the contributions API.

API is able to accept any meta-data fields in the form of
JSON-LD formatted properties and values; as mentioned
earlier, the Alveo system is able to store arbitrary meta-
data structures associated with documents, items, collec-
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tions and contributions. One of the goals for future devel-
opment of the contributions feature is to be able to docu-
ment the workflow used to generate annotations using the
PROV-O provenance ontology.
Belhajjame et al. (2015) describe an extension of the
PROV-O ontology for describing scientific workflows. The
wfdesc ontology allows them to describe a workflow, for
example, the processing tools involved and the parame-
ters that they take. The wfprov ontology describes the
provenance of research artifacts - the execution of work-
flow steps, inputs and outputs and the parameter settings
used in that particular run. These might be used in com-
bination to describe a workflow and the execution settings
that generated a set of outputs.

{
"@context": {

"wfprov":
"http://purl.org/wf4ever/wfprov#",

...
},
"@id": "<uri of contribution>",
"@type": "wfprov:Artifact",
"wfprov:wasOutputFrom": {

"@id": "forrestRun13",
"@type": "wfprov:ProcessRun",
"wfprov:describedByProcess":

"toolshed:g_forest/0.01",
"wfprov:usedInput":

"<uri of input item list>",
"wfprov:wasEnactedBy":

"https://galaxy.alveo.edu.au/",
"windowShift": 5,
"windowSize": 20,
"nominalF1": 500,
"speakerGender": "Male"

}
}

Figure 3: An example metadata description using the WF-
Prov vocabulary derived from PROV-O.

As an example, Figure 3 shows a JSON-LD description of
a single processing step that produced a collection of for-
mant tracks using the Emu formant tracker forest4. The
metadata describes the application of the formant tracker
via a Galaxy (Goecks et al., 2010) tool (giving the URL of
the particular version of the tool repository). In the exam-
ple, the input is referenced by the URL of an Alveo item
list that could be the input to this process; the output is the
URL of the contribution itself. Finally, the metadata in-
cludes some of the parameter settings used in the execution
of this tool.
This kind of metadata could be automatically generated
from the provenance data kept by a workflow engine such
as Galaxy. Storing this metadata allows a very detailed
record to be made of the process used to generate the de-
rived resources. In many cases, the process used to generate
derived resources will involve manual steps such as anno-
tation and running interactive tools. An automated capture

4https://github.com/IPS-LMU/wrassp

of the provenance of the output would be difficult in this
case, but a user interface for manually entering a structured
description following the same format could be built to fa-
cilitate recording of this metadata.

5. Adoption by Other Repositories
We have implemented Annotation Contributions in the
Alveo system to support the work of researchers working
on the data that we hold. The particular design of this fea-
ture in our system depends a lot on the other aspects of
the system: the individual access to items and documents
within collections. However, the idea of encouraging re-
searchers to contribute derived resources back to be associ-
ated with the original resource is one that could be adopted
by other research data repositories. Even if the data is only
available as an archive download, it should be possible to
associate new derived datasets with existing collections via
their metadata and have them exposed to researchers as they
browse the holdings in the repository.
One may go further to develop a standard for linking re-
sources between repositories if the derived resources are,
for example, stored in a separate research data store as part
of a larger project. As a point of reference, the W3C has
recently standardised Webmentions5, a way for websites to
notify other sites when their work is mentioned in newly
published material. Such a mechanism is built upon the
HTTP standard and could be adopted as a means for repos-
itories to notify each other of the availability of derived re-
sources.

6. Summary
This paper has described a new feature of the Alveo Vir-
tual Laboratory that allows researchers to share derived re-
sources generated as part of a research project and have
them associated with the original data. This is aimed at
improving the sharing of this kind of data that has not been
the focus of any other data repository in the past.
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Abstract
Replicability of scientific studies grounded on language corpora requires a careful approach of each step from data selection and
preprocessing up to significance testing. In this paper, we propose such a replication of a recent study based on a classic conversational
corpus (Switchboard). The study (Cohen Priva et al., 2017) focuses on speech rate convergence between speakers in conversation.
While the replication confirms the main result of the original study, it also shows interesting variations in the details. Moreover we take
this opportunity to test further the study for its robustness with regard to data selection and preprocessing as well as to the underlying
model of the variable (speech rate). The analysis also shows that another approach is necessary to consider the complex aspects of the
speech rate in conversations. Pushing further a previous analysis is another benefit of replication in general: testing and strengthening
the results of other teams and increasing validity and visibility of interesting studies and results.

Keywords: replication study, convergence, speech rate

1. Introduction

Convergence phenomena are well known in the speech
science community: two speakers tend to co-adjust their
speaking style in order to ease communication. In a conver-
sation, we call each conversant as ’speaker’ and his coun-
terpart as ’interlocutor’. Behavior coordination between a
speaker and his interlocutor has been shown to occur at var-
ious levels, like syntactic structures or referring expressions
(Pickering and Garrod, 2004) and to accommodate to each
other (Giles and Coupland, 1991). This study sought to
replicate and expand the work of (Cohen Priva et al., 2017)
which shows evidence about the phenomenon of accommo-
dation. Their work focused on the speech rate convergence
between speakers in the Switchboard corpus (Godfrey and
Holliman, 1992), (Godfrey and Holliman, 1997). The goal
of our study is at first show that it’s possible to replicate
the results of the work by Priva et al. following the same
procedure and using the same statistical tools.
Replicability starts to receive a well-deserved attention
from the Natural Language Processing (NLP) community.
In language sciences and in particular in NLP, replicating
a result may involve many detailed steps from the raw data
to actual results. The replicability effort concerns therefore
mainly the choices for data selection, pre-processing and
the different steps in the analysis for which we try to follow
the exact procedure of the replicated study. Interestingly,
while the main lines and results of the replicated study are
confirmed, particular results differ despite our care in not
altering the original experimental setup. Moreover, based
on our replication we can explore the robustness of the
results by varying some of the parameters of the original
study. We believe this is another interest in replicating a
study.
The replication includes two parts: (i) one related to the ef-
fects of sex and age that affect the speech rate; (ii) and a
second one which ensures the convergence of the speaker’s
speech rate to their baseline and the interlocutor’s speech
rate baseline. The second part will show further analysis
performed on the corpus using the same model. At first we

used different subsets of the main corpus changing the num-
ber of minimum conversations per speaker, then we tested
another approach to compute the word expected duration
and finally validated the model with a k-fold cross valida-
tion technique. In this last part, we also point out the neces-
sity to have a different approach that could considers the
temporal dynamic of speech rate, showing an example of
the complex nature of the convergence.
The paper is organized as follows. After motivating the
general interest for the research question (Section 2.), we
present our replication (Section 3.) of the different experi-
ments. Before concluding we propose some addition to the
initial study in section 4. in particular with regard to data
set selection, to the underlying model, and pointing out the
issue of the dynamic of the speech rate

2. Motivation
Speech rate is one of the aspects in which convergence
arises. In (Buller and Aune, 1992) some effects of the
speech rate were shown in accommodation theory while
(Manson et al., 2013) assess that convergence in speech
rate predicts cooperation. As summarized in the work of
(Cohen Priva et al., 2017), convergence during conversa-
tions could be attributed to the sex and age of the speak-
ers (Hannah and Murachver, 1999; Kendall, 2009; Babel,
2012). Moreover, they recall that research has suggested
women generally converge more than men (R.Bilous and
M.Krauss, 1988; Gallois and Callan, 1988; Willemyns et
al., 1997), though such results are often small and com-
plex. Additional effects have been found on the interaction
between speaker sex and interlocutor sex.1 (Kendall, 2009)
found that speech rates were more strongly affected by the
interlocutor’s sex than by the speaker’s sex—both male and
female speakers talked in a similar, slow rate when inter-
viewed by a woman, and faster when the interviewer was a
man. The aim of this work is to replicate and expand (Co-
hen Priva et al., 2017), in order to take into account speech

1For the sake of clarity, we will call the ’other speaker’, the
’interlocutor’.
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rate as one of the aspects to study convergence in dyadic
conversations.
The goal of the Cohen et al. study was at first to analyze
the effects of age and sex on speech rate and then study
convergence in terms speakers and interlocutors’ baseline.
As they showed a speaker may increase their usual speech
rate (the baseline) in response to a fast-speaking interlocu-
tor or vice versa. They also noted external factors could
affect speech rate too. For example, controversial topics
may incur faster speech rates as speakers get more involved.
Previous work has measured convergence using third-party
judgment (human judgment) (Namy et al., 2002; Goldinger,
1989), a comparison of the speech rate in the same conver-
sation or comparing the speech rate with various baseline
(Street, 1984; Levitan and Hirschberg, 2011; Pardo, 2006;
Sanker, 2015). Priva et al. instead compared the speech
rate of both conversants with their baseline performed in
conversations with different speakers/interlocutors respec-
tively.
This choice avoids the influence of inner factors in the con-
versations. As outlined in the previous work, in (Smith
et al., 1975; Smith et al., 1980; Street, 1984) it is shown
that people consider speakers with greater speech rate as
more competent, so conversants could increase their speech
rate to fit these impressions. Also, facial or body language
expressions could affect the speech rate and the dynamic
of the conversations. The use of the Switchboard dataset
which is formed by telephone conversations with more than
one conversation per speaker allows to smooth both these
effects.

3. Replication Study
To ease the comparison with the work of Priva et al. we
will use the same definitions. The speaker speech rate while
speaking with the interlocutor I is indicated as SI , while in-
terlocutor speech rate with the speaker S is IS . The speech
rate baseline of the speaker in other conversations, with ev-
eryone except I is indicated as S−I . Similarly I−S is the
speech rate baseline of the interlocutor while speaking with
everyone except S.
The data used in the replication is the same of the paper
by Priva et al., the Switchboard corpus (Godfrey and Holli-
man, 1992) in which participants took part in multiple tele-
phonic conversations. There are 543 speakers in the cor-
pus, with about 2400 conversations containing transcrip-
tion for each dialogue, with conversants of mixed/same sex
and ages. The speakers are strangers and each speaker was
paired randomly by a computer operator with various other
speakers; for each conversation a topic (from a list of 70
topics) was assigned randomly. In the pure replication stage
were taken into account just conversations in which both
conversants have at least one additional conversation with
a different speaker, as in the original study. So after filter-
ing the data by excluding speakers occurring in only one
conversation we have 4788 sides of conversations and 479
speakers.

3.1. Speech Rate
In their work, Priva et al. computed Pointwise speech rate
for an utterance as the ratio between utterance duration and

utterance expected duration. The speakers speech rate was
calculated as the mean of the log pointwise speech rates
of all utterances having four or more words. Shorter ut-
terances were removed because many of these are back-
channels (Yngve, 1970), such as ’yeah’ or ’uhuh’, which
may exhibit specific phenomena with regard to speech rate.
In addition, both the speakers and the interlocutors baseline
speech rate were calculated using the mean speech rate of
that caller in other conversations (SI and IS , respectively).
Utterance expected duration was defined as the sum of the
expected durations of all words in the utterance, excluding
silences, filled pauses (uh, um) and oh. Utterance duration
was defined as the time from the beginning of the first word
in an utterance, which was not a silence or filled pause, until
the end of the last word in that utterance, which was not a
silence or filled pause, but including intermediate silences
and filled pauses.
To calculate each words expected duration, Priva et al. used
a linear regression model, in which the median duration of
that word across the entire Switchboard corpus, the length
of the utterance, and the distance to the end of the utterance
(in words) are the predictors. Medians were used because
the distribution of word durations is not symmetric. They
included also the length of the utterance and the distance to
the end of the utterance because it has been shown that both
of these factors can affect rate of speech ((Jiahong Yuan,
1980; Quené, 2008; Jacewicz et al., 2009)). We find that
the mean is 246 ms for both and the median 205 ms for
actual, 208 ms for the expected.

3.2. Statistical Models
The model used for their analysis was a linear mixed regres-
sion model with the use of standardized speech rate as the
predicted value. As specified the lme4 library in R (Bates
et al., 2014) was used to fit the models and provide t-values.
The lmerTest package (Kuznetsova et al., 2014), which
encapsulates lme4, was used to estimate degrees of free-
dom (Satterthwaite approximation) and calculate p-values.
All numerical predictors were standardized. All models
used the interlocutor, conversation, and topic identity as
random intercepts. Study 1 also used the speaker as a ran-
dom intercept. Binary predictors (speaker and interlocutor
sex), were converted (“FEMALE") to 0 and (“MALE") to
1. Following the replication we used Rs p.adjust func-
tion to adjust p values for multiple comparisons using the
FDR (false discovery rate) method.

3.3. Study 1: Sex and Age Effects on Speech
Rate

This part of the work seeks to validate previous studies es-
tablishing that age and sex affect speech rate. In particular,
younger speakers have been found to have faster rates than
older speakers (Duchin and Mysak, 1987; Harnsberger et
al., 2008; Horton et al., 2010), and male speakers slightly
faster rates than female speakers (Jacewicz et al., 2009; Ji-
ahong Yuan, 1980; Kendall, 2009). Sex, age, and their in-
teraction were used as fixed effects. The models described
used a random intercept for conversation.

Results As Priva et al., we find that older speakers are
more likely to have a slower rate of speech (β = 0.2151,
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Estimate Standard Error FDR-adjusted p
Variable us Priva et al. us Priva et al. us Priva et al.

Age 0.2151 0.2239 0.0532 0.0541 1.2 · 10−13 6.3 · 10−5

Speaker Sex −0.4089 −0.3912 0.0744 0.0760 2.5 · 10−7 1.1 · 10−6

Age · Sex −0.0716 −0.0795 0.0748 0.0762 0.338 0.297

Table 1: Comparison of the results between our replication and the original study 1 from Cohen et al.

Estimate Standard Error FDR-adjusted p
Variable us Priva et al. us Priva et al. us Priva et al.

Speaker Baseline (SB) 0.7777 0.7940 0.0929 0.0090 2 · 10−16 2 · 10−16

Interlocutor′s Baseline (IB) 0.0464 0.0540 0.0094 0.0190 7 · 10−6 0.034
Interlocutor′s Age (IA) 0.0231 0.0249 0.0089 0.0100 0.038 0.043
interlocutor′s sex (IS) −0.0181 0.0099 0.0927 0.0230 0.134 0.844

IB · speaker Age 0.0048 0.0025 0.0089 0.0090 0.720 0.844
IB · IA −0.0004 −0.0079 0.0082 0.0090 0.960 0.630

IA · speaker Age −0.2094 −0.0230 0.0092 0.0100 0.111 0.053
IB · speaker Sex −0.0075 0.0084 0.0092 0.0250 0.553 0.844

IB · SB −0.0173 −0.0176 0.0095 0.0100 0.183 0.162
IB · IS −0.0144 −0.0009 0.0093 0.0270 0.246 0.974

IS · Speaker Sex 0.0022 −0.0676 0.0101 0.0270 0.945 0.430
IB · Speaker Age · IA 0.0064 0.0040 0.0078 0.0070 0.550 0.844
IA · Speaker Sex · IS −0.0130 −0.0561 0.0091 0.0340 0.261 0.193

Table 2: Comparison of the results between our replication and the original study 2 from Priva et al

standard error (SE) = 0.0532, p < 10−5 , FDR-adjusted p
< 10−6). Male speakers are overall more likely to have a
faster rate of speech (β = -0.4089, SE = 0.0744, p < 10−7

, FDRadjusted p < 10−6). Age did not affect male and fe-
male speakers differently (β = -0.0716, SE = 0.0748, unad-
justed p = 0.3389 , FDR-adjusted p > 0.05). These results
summarized are shown in Table 1 and compared with the
results of the work of Priva et al. As shown our work repli-
cates the trend of the estimates of Priva et al., and the fact
that both age and sex of speaker affect his speech rate.

3.4. Study 2: Converging to baseline
The second part of the original study attempted to deter-
mine to what extent speakers converge with their interlocu-
tors baseline rate and to verify the influence of other fea-
tures like sex and age on the convergence. The method
is the same as explained in section 3.3.; moreover, were
added several predictors. First two predictors for speech
rate like the speakers baseline speech rate, estimated from
their conversation with other interlocutors (SI ), and the in-
terlocutors baseline speech rate, estimated from their con-
versations with others (IS).
Other predictors are included, as described by Priva et al.,
to take into account that the identity of the speaker, both
speaker and interlocutor properties like sex and age could
affect the speech rate. The other predictors are:

• The age (standardized) of the interlocutor, as well
as its interaction with the (standardized) age of
the speaker: Interlocutor age; Interlocutor age ·
speakerage

• The sex of the interlocutor, and its interaction

with the sex of the speaker: Interlocutor sex;
Interlocutor sex · speaker sex

• Interactions between the interlocutors baseline speech
rate and all other variables:

– Interlocutor Baseline · Speaker Baseline;

– Interlocutor Baseline · Speaker Age;

– Interlocutor Baseline · Interlocutor Age;

– Interlocutor Baseline · Interlocutor Age ·
speaker Age;

– Interlocutor Baseline · Speaker Sex;

– Interlocutor Baseline · Interlocutor Sex;

– Interlocutor Baseline · Interlocutor Sex ·
Speaker Sex.

Results As shown in table 2, our replication is in agree-
ment with the results of Priva et al. Speakers baseline
speech rate has the most significant effect on their own
speech rate in a conversation (β = 0.7777, standard error
(SE) = 0.0929, p < 10−16 , FDR-adjusted p < 2 · 10−16).
The interlocutors baseline rate has a smaller yet signif-
icant effect on speakers speech rate (β = 0.0464, stan-
dard error (SE) = 0.0094 , p < 8 · 10−8, FDR-adjusted p
< 0.05 ). The positive coefficient indicates convergence,
when speaking with an interlocutor who speak slowly or
quickly, the speakers speech rate changes in the same di-
rection. Difference between the effect of speakers base-
line rate and interlocutors baseline rate on speaker speech
rate, suggests that speakers are more consistent than they
are convergent, and rely much more on their own baseline.
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Speaker Baseline Interlocutor’s Baseline Interlocutor’s Age
conv. per speaker Estimate SD adj.p Estimate SD adj.p Estimate SD adj.p

2 0.7777 0.0093 2 · 10−16 0.0464 0.0094 7 · 10−6 0.0231 0.0089 0.038
3 0.7824 0.0094 2 · 10−16 0.0588 0.0192 0.018 0.0217 0.0089 0.084
4 0.7824 0.0096 2 · 10−16 0.0589 0.0194 0.019 0.0205 0.0092 0.138
5 0.7802 0.0098 2 · 10−16 0.0589 0.0197 0.023 0.0206 0.0093 0.144
6 0.7800 0.0102 2 · 10−16 0.0652 0.0200 0.009 0.0220 0.0096 0.106

Table 3: Estimate, Standard deviation and adjusted p-value for the Speaker Baseline, Interlocutor’s baseline and Interlocu-
tor’s age for different subsets of the Switchboard corpus. The subsets contain at least 2, 3, 4 ,5 and 6 conversations per
speakers respectively.

Interlocutor age has a significant effect on speaker speech
rate too (β = 0.0231, SE = 0.0089, p < 0.05, FDR-adjusted
p < 0.05). The positive coefficient of this variable indi-
cates that speakers are categorically slower while speaking
with older speakers, regardless of the interlocutors baseline
speech rate.
However, contrarily to the results of Priva et al. we don’t
find significance to assess that the combination of speakers
and interlocutors sex affects speech rate.

4. Strenghting The Analysis
In this part we will show further analysis performed on
the Switchboard corpus to test the model proposed by (Co-
hen Priva et al., 2017). More precisely, we extend the study
in three directions: (i) using a subset of the corpus in or-
der to include just speakers with more conversations; (ii)
applying a different model to compute the word expected
duration, and (iii) finally testing the model on different data
subsets following a k-fold approach.

4.1. Taking a More Conservative Stance on
Baseline Estimate

As said before, external factors could affect speech rate,
like the topic of the conversation. Indeed, a speaker could
vary his speech rate depending on how he is immersed into
the discussion or according to the importance he gives to
the topic. This may have an effect on the computation of
the baseline leading to an overestimating or underestimat-
ing of the speech rate baseline. To smooth this effect we
apply the same model to subsets of the Switchboard cor-
pus considering just speakers who have at least 2, 3, 4, 5,
6 conversations, in order to have a greater number of con-
versations per speakers to compute SI and IS even if this
implies to consider into the analysis a smaller number of
total speakers; in this way we obtain 5 different datasets
with respectively 479, 442, 406, 385, 357 different speakers
and 4788, 4630, 4418, 4264 and 4018 ‘conversations sides’.
The choice of using these datasets is also due to other fac-
tors, such as the internal state of the speaker. For example,
emotion could affect the way to talk of a speaker and sub-
sequently his speech rate. In previous studies, (Ververidis
and Kotropoulos, 2006) compared the effect of the emotion
to recognize them by the analysis of speaking using sev-
erals database, while (Siegman and Boyle, 1993) outlined
people who feel sadness can speak slow and soft. Using a
greater numbers of conversations per speakers it could be

possible to smooth this effects in the computation of the
baseline. For study 2, We consider just predictors which
were significant in the previous study and that still remain
the only significant variables. Table 4 shows the magnitude
of the estimates (for study 1) for each subsets. The magni-
tude of the effect of sex on speech rate increases with the
number of conversations, while the effect of age decreases.
Moreover, both variables preserve significance with an ad-
justed p-value that in the worst case (corresponding to the
dataset with 6 conversations per speaker) is p = 0.009 for
speaker age and p ∼ 10−8 for speaker sex. So, the trend
of the estimates, still significant, suggests that considering
a less quantity of data, lead to indicate the robustness of the
model.
With regard to study 2 we consider just significant predic-
tors. The results in table 3 shows that also in this case the
magnitude of the speakers baseline, interlocutors baseline
and of interlocutors age increase, but we note that the age
loses significance as the number of minimum conversations
increases. The speech rate so results to be affected mainly
by the speaker baseline and by the interlocutor’s baseline.
Moreover, the fact that the interlocutor age doesn’t seem
to affect the convergence of speech rate, which implies
the results can’t be reproduced if we reduce the size of
the dataset, recall the issue outlined by (Benjamin et al.,
2017); in their work they suggest the possibility to reduce
(for same fields of the scientific research) the threshold of
the p-value, in order to help the reproducibility task of the
results in the scientific community.

4.2. Variation on Expected Duration
Computation

Recalling the definition of speech rate at a level of an utter-
ance as the ratio between utterance duration and utterance
expected duration, it’s clear that the speech rate is influ-
enced by the way of computing the expected duration of
each individually word. Assuming that the duration of a
word depends on the length of the utterance, the distance
to the end and to the median duration of that word in the
entire corpus, we fitted the expected duration using an arti-
ficial neural network regression with a one-hidden layer of
10 neurons and an adaptive learning method. The model is
integrated by the use of the Scikit-Learn package in Python
(Pedregosa et al., 2011). In this case we obtained that me-
dian of the expected word duration is ∼ 205 ms, as the
median of the word duration in the corpus. Applying the
same procedure of the previous paragraph, we obtained the

32



Speaker Sex Speaker Age Sex·Age
conv. per speaker Estimate SD adj.p Estimate SD adj.p Estimate SD adj.p

2 −0.4090 0.0745 2.6 · 10−7 0.2151 0.0532 1.22 · 10−4 −0.0716 0.0748 0.338
3 −0.4655 0.0765 1.04 · 10−8 0.2083 0.0544 2.00 · 10−4 −0.0269 0.0770 0.726
4 −0.4861 0.0787 6.42 · 10−9 0.2055 0.0564 4.03 · 10−4 −0.0593 0.0794 0.455
5 −0.4749 0.0807 3.49 · 10−8 0.1854 0.0585 2.21 · 10−3 −0.0559 0.0822 0.496
6 −0.4747 0.0830 9.26 · 10−8 0.1634 0.0602 9.25 · 10−3 −0.0032 0.0847 0.968

Table 4: Estimate, Standard deviation and adjusted p-value for the Sex, age and sex · age for different subsets of the
Switchboard corpus. The subsets contain at least 2, 3, 4 ,5 and 6 conversations per speakers respectively.

Speaker Baseline Interlocutor’s Baseline Interlocutor’s Age
conv. per speaker Estimate SD adj.p Estimate SD adj.p Estimate SD adj.p

2 0.7801 0.0093 2 · 10−16 0.0548 0.0192 0.035 0.0232 0.0088 0.048
3 0.7868 0.0094 2 · 10−16 0.0584 0.0192 0.019 0.0219 0.0089 0.078
4 0.7847 0.0096 2 · 10−16 0.0581 0.0194 0.022 0.0206 0.0091 0.137
5 0.7822 0.0097 2 · 10−16 0.0583 0.0190 0.024 0.0210 0.0093 0.140
6 0.7970 0.0100 2 · 10−16 0.0650 0.0240 0.009 0.0217 0.0095 0.093

Table 5: The table reports the results obtained using the method described in Section 4.2. to compute the expected word
duration. Estimate, Standard deviation and adjusted p-value for the Speaker Baseline, Interlocutor’s baseline and Interlocu-
tor’s age for different subsets with at least 2, 3, 4 ,5 and 6 conversations.

estimate SD adj-p
Variable k-fold previous k-fold previous k-fold previous

Speaker Baseline 0.764± 0.011 0.778 0.011± 0.002 0.009 2 · 10−16 2 · 10−16

Interlocutor Baseline 0.055± 0.007 0.046 0.001± 0.010 0.009 0.110± 0.071 7 · 10−6

Interlocutor’s Age 0.016± 0.008 0.023 0.011± 0.001 0.009 0.130± 0.029 0.038

Table 6: Estimate, Standard deviation and adjusted p-value for the Speaker Baseline, Interlocutor’s baseline and Interlocu-
tor’s age averaged on the 5 different subsets and compared with the value computed in Section 3.4.

.

results in table 5. The trend of the estimates and SD re-
sults similar to what founded in Section 4.1., reinforcing
the hypothesis that both speaker baseline and interlocutor
baseline affect the speech rate.

4.3. Validation of the Model
To validate the model described in the previous section, we
apply a cross validation k-fold approach to determine if the
results are still significant on a smaller independent dataset.
We use k = 5, obtaining each subsets from the main cor-
pus; differently from the section 4.1., we filter the data in
order to create dataset with a size of conversations num-
ber corresponding to the 80% of the total length of the
corpus, used in section 3.. In this context, each of data
set contained 3830 ’conversations sides’ with the condition
that each speaker has at least 2 conversations. We com-
pare the results of study 2 3.4. with the results averaged
on the subsets as expressed in Table 6. We found that even
if Interlocutor’s baseline and Interlocutor’s Age (estimate
and Standard deviation values) are consistent with the value
of Section 3., they are not still significant. Vice-versa, the
estimate for the Speaker Baseline emerges to be slightly
lower compared to the previous result, but it still have sig-

nificance. The non significance values cannot be attributed
to the decrease of speakers in the datasets. Indeed, the min-
imum number of speakers result to be 452, that is about the
95% of the total number used in Section 3.. These differ-
ence of results could be attributed to the use of less con-
versations sides per speaker in the k-fold subsets (after the
filtering processing), that reinforce the hypothesis to con-
sider more than 2 conversations per speaker. These results
suggest the fact that speech rate is mainly affected by the
Speaker baseline also when both the size of the conversa-
tions and the number of speakers decrease.

4.4. Speech rate as dynamic variable
The replication study performed in this work, including the
further analysis about the robustness of the model, used
speech rate averaged on all the utterances per each conver-
sation. Even if this approach captures general properties
and behavior of the speakers and their interlocutors while
conversing, it can’t account for the dynamic of speech rate
and how it evolves during time. In order to get a closer view
to what speech rate variation looks like in conversation we
realized a series of speech rate plots in actual conversation
as shown in figure 1.
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Figure 1: Blue shade (upper part) and red shade (bottom part) indicate respectively the speaker and interlocutor variables.

First of all, we should highlight that what does the repli-
cated study (study 2) is to compare the base lines and the
averages speech rates (all the straight lines). To show the
variability and the complexity of the speech rate in a con-
versation we plot the speech rate for each utterance for both
speaker and interlocutor. As first step we smooth the data
using a moving average with a window n = 6. Then we ap-
ply a polynomial fit p(x) of order k = 8 to the filtered data
to obtain the trend of the speech rate as a smoothed func-
tion. As we can see, the difference between average speech
rate of speaker and interlocutor (respectively in light blue
and pink) is ∼ 0.4. These averaged values are in according
with the punctual speech rate (blue for speaker and red for
interlocutor) at a level of the utterances for the first part of
the conversation (up to 300 s) showing a huge difference
between the conversants, but they hide that in the temporal
interval 300−400s the difference is < 0.05. In the last part
of the conversation speaker and interlocutor have a simi-
lar trend in speech rate and a model that uses the average
speech rate can’t take the temporal dynamic into account.
Moreover, the average speech rate is sensitive to outliers.
This issue could affect the analysis of the speech rate dur-
ing conversation leading to an erroneous description of the
conversants behavior. The importance to analyze the trend
of speech rate that evolves during the conversation, points
out the possibility of analyze speech rate with the use of
new approaches that could study the dynamic of the con-
versation.

5. Conclusion
Our replication of (Cohen Priva et al., 2017) confirms that
both speaker baseline and interlocutor baseline have effects
on the speech rate, supporting the theory that speakers tend

to convergence in speech rate as assesed in the work of (Co-
hen Priva et al., 2017). Although we test the robustness of
their model, showing that only speaker baseline preserve
significance in the test we performed.
More general, despite their key importance, replication
studies in Language Sciences of the kind presented here
have been too rare. However it is a crucial ingredient for
making scientific results more reliable and more credible
outside the community. It is important that this approach
could be moved in other scientific fields to develop within
Language Sciences. Moreover replicated studies are the
best ground for extending previous work. We hope that
the benefits exhibited in the paper can convince more NLP
researchers to initiate replications and present them in ded-
icated papers.
Finally, the visual exploration of speech rate we presented
allowed us to grasp the distance between the study we fo-
cused on, our replication and the actual complexity of the
phenomena. It does not reduce the interest of the origi-
nal study but reveals how we still need to understand about
conversational dynamics.
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