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Abstract
In this paper, we present an ongoing research project which consists in collecting all the translations worldwide of one fictional text
in order to build multilingual parallel corpora for a large number of under-resourced languages. Building such corpora is vital to help
preserve and expand language and traditional knowledge diversity. These corpora will be useful to handle under-resourced languages
in a number of interconnected research fields such as computational linguistics, translation studies and corpus linguistics. Our project
taps into a wealth of translated versions of a single fictional text spanning a period of over a century. It consists in collecting, digitizing,
transcribing and aligning translations of this text. Our data collection process is fluid and collaborative. It is based on volunteer work
from the scientific and scholarly communities, the power of the crowd and national libraries and archives. Our first experiment was
conducted on the world-famous and well-traveled American novel “Adventures of Huckleberry Finn” by the American author Mark
Twain. This paper reports on 10 parallel corpus that are now chapter aligned pairing English with Arabic, Basque, Bengali, Bulgarian,
Dutch, Hungarian, Polish, Russian, Turkish and Ukrainian processed out of a total of 20 collected translations.
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1. Introduction
Out of the world’s 6000+ languages only a small fraction,
a dozen or so, currently enjoy the benefits of modern lan-
guage technologies such as speech recognition or machine
translation. A larger but still modest number, close to a
hundred, have the so-called Basic Language Resource Kit
(BLARK) : monolingual and bilingual corpora, machine-
readable dictionaries, thesauri, part-of-speech taggers, mor-
phological analyzers, parsers and the like (Krauwer, 2003;
Arppe et al., 2016). This means that as mentioned by (Scan-
nell, 2007) over 98% of world languages lack most, and
usually all, of these language resources. Even for well-
endowed languages, parallel corpora are a rare resource.
And yet, there is great need for them. Parallel corpora
are a valuable resource for linguistic research and natural
language processing (NLP) applications. Such corpora are
often used for testing new tools and methods in Statisti-
cal Machine Translation (SMT), where large amounts of
aligned data are often used to learn word alignment mod-
els between two languages (Och and Ney, 2003). Building
such corpora for endangered languages presupposes the ex-
istence of translated language materials in these languages,
where there are mostly available in print and awaiting dig-
itization. When translation or software localization does
occur it is mostly into commercially important languages
(Fraisse et al., 2009; Fraisse et al., 2012; Roukos et al.,
1995; Koehn, 2005; Ziemski et al., 2016).
Multilingual online digital libraries and archival projects
collect documents and make them available to a wide au-
dience : the Wikisource project 1, an online digital li-
brary of free content textual sources, the Internet Archive
project2 building a digital library of Internet sites and other
cultural artifacts in digital form such as books and audio

1https://wikisource.org
2https://archive.org

records, or the Gutenberg project3 offering over 56,000
free written and audio eBooks and especially older works
for which copyright has expired in more than 50 under-
resourced languages. Those ongoing projects have made
and continue to make significant progress in the preserva-
tion of knowledge and language diversity. In this work, we
present our research within the framework of the funded
Global Huck project which consists in collecting all the
translations worldwide of one fictional text in order to build
multilingual parallel corpora for a large number of under-
resourced languages. We conducted a first experiment on
the novel “Adventures of Huckleberry Finn” by the Ameri-
can author Mark Twain (1885). This fictional text was cho-
sen because we knew for a fact, thanks to previous scholar-
ship, that it was translated early in many different languages
worldwide and that continued interest in the novel through-
out the 20th and well into the 21st centuries guaranteed
that a great number of translations in sometimes unexpected
under-resourced languages were available. What makes the
translation of such a fictional text especially valuable for
the construction of multilingual parallel corpora is that it
uses everyday commonplace words and phrases to describe
its actions and plot. It is therefore not confined to a specific
domain although the novel does revolve around the univer-
sal topics of freedom, slavery, race relations, oppression,
emancipation and violence, so many topics that account for
its fame and popularity. Our main focus in this paper is the
collection and construction of multilingual parallel corpora
built thanks to this particular novel with a view to provide
digital corpora that will eventually be turned into dictionar-
ies, thesauri, lexicons, and other linguistic resources.

2. Related work
Over the last few years, there has been a growing inter-
est and awareness among the scientific community and lo-

3https://www.gutenberg.org



cally among advocates of minority languages in sustaining
and expanding the existing resources in endangered lan-
guages and digitizing them in order to preserve and pro-
mote knowledge and language diversity.
In particular in relation to parallel corpora for under-
resourced languages, some research works focused on re-
ligious texts such as the Bible as a relevant source to com-
pile massively parallel corpora (Resnik et al., 1999). This
line of research, which entailed the compilation of many
parallel corpora, has broken new ground and allowed com-
putational linguistics to handle an important number of
under-resourced languages. More recently a Bible corpus
was created based on freely available resources with over
900 translations in over 830 language varieties (Mayer and
Cysouw, 2014). In (Christodouloupoulos and Steedman,
2015), the authors built a massively parallel corpus based
on 100 translations of the Bible, emphasizing difficulties in
acquiring and processing the raw material.
Kevin Scanell (2007) focused on the creation of web-
crawled corpora for many minority and under-resourced
languages and the development of open NLP tools for these
languages in collaboration with native speakers. In (Choud-
hary and Jha, 2014; Jha, 2010), the authors created a par-
allel aligned POS tagged corpora in 12 major Indian lan-
guages (including English) with Hindi as the source lan-
guage in the domains of health and tourism.
For European languages, there is the JRC-Acquis parallel
corpus (Steinberger et al., 2006), the first of the sentence-
aligned and pre-processed corpora distributed by the Eu-
ropean Commission. In its latest version, it comprised 22
languages, that is to say all of nowadays’ 24 official EU
languages except for Irish and Croatian.
There are also parallel corpora related to translated literary
works (e.g. “Harry Potter”, “Le Petit Prince”, “Master i
Margarita”) or translations from the web, mostly available
for a set of closely related languages (Cysouw and Walchli,
2007; Mayer and Cysouw, 2014). Most of these texts
mainly concern well-endowed largely known languages.

3. The example of Mark Twain’s text for
under-resourced languages

Mark Twain’s books are some of the most well-travelled
texts on the planet. As the UNESCO Index Translationum4

shows the American writer is ranked 15 in the top-50 of
the most translated authors worldwide. His works have
been translated into almost every language in which books
are printed (Rodney, 1982) including under-resourced lan-
guages. The novel “Adventures of Huckleberry” (Twain,
1885) is one of the most commonly translated of his books.
Rodney (1982) identified 375 translations in 54 different
languages as of 1976. As UNESCO’s Index Translationum
suggests, hundreds of additional translations have been
published in the four decades since Rodney completed his
survey. Table 1 shows the scores of languages into which
the book has been translated. The list includes Afrikaans,
Albanian, Arabic, Assamese, Bengali, Bulgarian, Burmese,
Catalan, Chinese, Chuvash, Czech, Danish, Dutch, Esto-
nian, Farsi, Finnish, French, German, Georgian, Greek,

4http://www.unesco.org/xtrans/

Hebrew, Hindi, Hungarian, Indonesian, Italian, Japanese,
Kazakh, Korean, Kirghiz, Latvian, Lithuanian, Macedo-
nian, Malay, Malayalam, Marathi, Norwegian, Oriya, Pol-
ish, Portuguese, Romanian, Russian, Serbo-Croatian, Sin-
halese, Slovak, Slovenian, Spanish, Swedish, Tamil, Tatar,
Telugu, Thai, Turkish, Ukranian, and Uzbek. In many
of these languages, there have been multiple translations
over time, reflecting different moments in history, and dif-
ferent ideological perspectives on the part of the transla-
tors or publishers, as well as different attitudes towards the
US, childhood, minorities and minority dialects, race and
racism, etc. Usually parallel corpora focus on very specific
and specialized domains which can be efficient but also
show limitations for machine translation. The advantage
of using a work of fiction such as “Adventures of Huckle-
berry Finn”, is that it uses a very broad vocabulary linked
to every day life, which makes it a valuable asset for those
languages that are currently lacking such computational re-
sources.

4. Copyright and Digitization
Copyright issues are one of the major challenges in digitiz-
ing works in print that are still under copyright. According
to the Berne convention, the copyright duration is 50 years
after the author’s death, while local laws extend that dura-
tion to up to 70 years. Choosing a text such as “Adventures
of Huckleberry Finn”, first published in 1885 and so imme-
diately popular that it was translated into many languages
means that a range of versions is available in the public do-
main and therefore readily available for our research.

4.1. Collecting Mark Twain’s translation in
under-resourced languages

We started out by calling on the international community of
Mark Twain scholars as well as Translation Studies schol-
ars in order to identify existing translations in different lan-
guages. Those Twain scholars can be teachers of Amer-
ican studies and/or literature or work in another field but
keep an interest in Mark Twain. A globalized and transna-
tional approach to Mark Twain is currently trending within
that community. There is a growing interest in how Mark
Twain’s ideas and texts were translated and interpreted in
different languages and especially the rarer ones.
In addition to the bibliographical survey carried out by
Rodney (1982), the Twain community provided us with
a compiled list of additional references through, for ex-
ample, field research at the UNESCO in Paris. The UN-
ESCO has, for many years starting in the late 1920s early
1930s, carried out a yearly survey of translations around
the world called the Index Translationum. Additional and
even more recent translations of Mark Twain have been dis-
covered within the framework of the Global Huck project.
In the compiled list resulting from those different inputs,
each item includes the title in the target language, the first
year of publication, the name of the translator and the pub-
lisher, when available. Beside the numerous versions in
well-endowed languages such as French, German, Italian
and Spanish, the novel was translated into a large number
of under-resourced languages (Table 1).



Languages
1.Afrikaans 15.Farsi 29.Kirghiz 43.Sinhalese
2.Albanian 16.Finnish 30.Latvian 44.Slovak
3.Arabic 17.French 31.Lithuanian 45.Slovenian
4.Assamese 18.German 32.Macedonian 46.Spanish
5.Bengali 19.Georgian 33.Malay 47.Swedish
6.Bulgarian 20.Greek 34.Malayalam 48.Tamil
7.Burmese 21.Hebrew 35.Marathi 49.Tatar
8.Catalan 22.Hindi 36.Norwegian 50.Telugu
9.Chinese 23.Hungarian 37.Oriya 51.Thai
10.Chuvash 24.Indonesian 38.Polish 52.Turkish
11.Czech 25.Italian 39.Portuguese 53.Ukranian
12.Danish 26.Japanese 40.Romanian 54.Uzbek
13.Dutch 27.Kazakh 41.Russian
14.Estonian 28.Korean 42.Serbo-Croatian

Table 1: List of languages “Adventures of Huckleberry Finn” was translated into.

Using the title in the target languages, we crawled the web
and mined online digital libraries and national archives in
order to find the full texts. In some cases we came across
the full online version that was in the public domain (pro-
vided by public institutions) in which case we downloaded
them, whatever their format. When dealing with versions in
pdf or epub format we converted them into text format that
could later be processed. In other cases, such as Bengali
for example, the digital version was in image format and
could therefore not be processed as such. In this case we
transcribed the text following an approach described in the
next section of this paper. There were other instances when
we knew of an existing version but it was not readily avail-
able online. In that case we turned to the national libraries
and archives and asked them if they were willing to collab-
orate with us by digitizing their printed versions. Within
the framework of this project, local institutions are crucial
because they have the knowledge, the expertise and they
help us determine the copyright status of the versions we
deal with. This project therefore enhances language diver-
sity by tapping into the local institutions of under-resourced
languages.

4.2. A crowdsourcing approach for text
transcription

Over the past few years, many crowdsourced transcription
projects have been created in order to transcribe speech,
typed or handwritten documents. A wide spectrum of lan-
guages, historical periods, and geographic areas are rep-
resented by this type of project. For example, the City
Archive of Leuven5 crowdsourced the transcription of more
than 950,000 Dutch-language register pages from the Leu-
ven court of Aldermen during the years 1362 to 1795.
The Ancient Lives project (Williams et al., 2014) asks
online volunteers to transcribe fragment of ancient Greek
texts from a Papyri collection. The Rediscovering Indige-
nous Languages project6 crowdsourced the transcription of
historic word lists, records and other documents relating

5http://itineranova.be/in/home
6https://transcripts.sl.nsw.gov.au

Figure 1: Example of the Bengali transcription task. The
digitized image is at the top. Below it is the task instruction.

to indigenous Australian languages. As showed by sev-
eral research works (Novotney and Callison-Burch, 2010;
Gelas et al., 2011; Munyaradzi and Suleman, 2013), crowd-
sourced indigenous language transcription produces reli-
able transcriptions of high quality. We used CrowdFlower
(Biewald, 2012) an enhanced service that feeds into Ama-
zon’s Mechanical Turk7 and other crowdsourcing systems
to transcribe digital versions that came as images, whether
from local institutions or collected from the web. It pro-
vides convenient management tools that show the perfor-
mance of workers for a task. The CrowdFlower User Inter-
faces (UIs) tend to fall into a set of tasks such us selection,
categorization, text input or text transcription. The next step
is the data import which may be uploaded as CSV or XLS
files. Each page of each scanned translation represents a
line in these data files which is associated to a task unit on
CrowdFlower. The task asked workers to transcribe the text
of one page as is, including misspellings and abbreviations.
Figure 1 shows the example of the transcription task for the
Bengali text.

5. The collected multilingual parallel
corpora

In total, we collected digital translations in 20 under-
resourced languages : Arabic, Basque, Bengali, Bulgar-

7http://www.mturk.com



English Arabic Basque

You don’t know about me, without you have read a book
by the name of “Adventures of Huckleberry Finn”, but
that ain’t no matter. That book was made by Mr. Mark
Twain, and he told the truth, mainly. There was things
which he stretched, but mainly he told the truth. That is
nothing. I never seen anybody but lied, one time or
another, without it was Aunt Polly, or the widow, or
maybe Mary. Aunt Polly—Tom’s Aunt Polly, she
is—and Mary, and the Widow Douglas, is all told about
in that book—which is mostly a true book; with some
stretchers, as I said before.

Ez duzu nire berri izango, baldin eta ez baduzu Tom
Sawyerren abenturak izeneko liburua irakurri, baina
lasai horregatik. Liburua Mark Twain jaunak idatzi zuen,
eta hark egia esan zuen, gehienetan. Zenbait gauza berak
asmatu zituen, baina ia beti egia esan zuen. Horrek ez du
batere garrantzirik. Ez dut inor ezagutu inoiz gezurrik
esan ez duenik, une batean edo bestean, izeba Polly ez
baldin bazen, edo alarguna, edo beharbada Mary. Izeba
Polly —Tomen izeba Polly, alegia— eta Mary, eta
Douglas alargunari buruzko guztia liburu horretan esana
dago eta gehien bat egia esaten digun liburua da, zenbait
gehiegikeria baditu ere, lehentxeago esan bezalaxe.

Bengali Dutch Turkish
Als gij het boek getiteld ‘de lotgevallen van Tom
Sawyer’ niet gelezen hebt, weet gij niets van mij, maar
dat doet er minder toe. Dat boek was geschreven door
Mark Twain, en hij vertelde de waarheid, in hoofdzaak
althans. Er waren wel dingen, die hij wat opsierde, maar
in hoofdzaak vertelde hij de waarheid. Dat hindert niet.
Ik heb nog nooit iemand gezien, die niet wel eens loog,
of het moest tante Polly, of de weduwe, of des noods ook
Mary geweest zijn. Over tante Polly - dat wil zeggen
Tom’s tante Polly - en over Mary en over de weduwe
Douglas, over al die menschen is reeds gesproken in het
boek - dat voor het grootste gedeelte een waar verhaal
bevat; natuurlijk met eenige uitbreidingen, zooals ik
reeds gezegd heb.

Tom Sawyer’ın Maceraları adlı kitabı okumadıysanız
beni tanımazsınız, ama ziyanı yok. O kitabı Bay Mark
Twain yazdı ve kendisi çoğu yerde doğruyu söylüyor.
Kimi şeyleri abartmış, fakat söyledikleri doğru
çoğunlukla. Ne çıkar ki zaten. Öyle ya da böyle yalan
söylemeyen kimseyi tanımadım, Polly Teyze hariç, bir
de dul bayan, belki bir de Mary. Polly Teyze –Tom’un
Polly Teyzesi yani– ve Mary, bir de Dul Bayan
Douglas’tan o kitapta bahsediliyor; demin söylediğim
gibi, kitapta çoğunlukla doğru şeyler söylenmiş ama
abartılmış yerler de var.

Table 2: Original text of the first paragraph of Chapter 1 of “Adventures of Huckleberry Finn” Finn and its translations in
5 under-resourced languages.

ian, Chinese (simplified), Chinese (traditional), Croatian,
Czech, Dutch, Finnish, Hebrew, Hungarian, Polish, Por-
tuguese, Romanian, Russian, Tamil, Turkish, Ukrainian
and Vietnamese. The original version of the novel as well
as collected translations are already structured by chap-
ter. To perform corpus alignment, we kept the original
structure by putting each chapter between an opening and
closing chapter tag (<CHAPTER> </CHAPTER)). Even
though we do not have a command of each and every tar-
get language, aligning the chapters was facilitated by the
fact that all translations had the same number of chapters as
the original English version (43 chapters) and each chap-
ter starts on a new page and has a title of its own. In this
work, we aligned 10 translations with the English source
text : English-Arabic, English-Basque, English-Bengali,
English-Bulgarian, English-Dutch, English-Hungarian,
English-Polish, English-Russian, English-Turkish and
English-Ukrainian. The remaining translations are under
processing and will be included in a further version of the
corpus. Table 2 shows as an example the original text of the
first paragraph of chapter 1 of “Adventures of Huckleberry
Finn” aligned with its translations in 5 under-resourced lan-
guages: Arabic, Basque and Bengali, Dutch and Turkish.

6. Expected use and availability
The major expected use will be to provide statistical
machine translation systems with a rich parallel corpus for
under-resourced languages. This current version of our
corpus displays 10 under-resourced languages and others
are being processed. One of our ultimate goals is to reach
out to more less-resourced languages. Another goal is to
engage scholars in the field of digital humanities as well as
languages and Translation Studies specialists to address a
number of fundamental questions. What happens in trans-
lation ? What is the impact of the linguistic and cultural
transfer of the novel on its textual and iconic nature? An
aligned digital corpus would allow them to evaluate the
modifications and adaptations set up by translators and
the translation process. A stable and reliable corpus will

made available to them to conduct their own research.
This research work will benefit academics both in their
research and teaching activities in various areas of the
humanities. More texts will be collected throughout the
project’s duration and thus the publicly available parallel
corpus will be released. In the mean time, a first version
of the corpus is available online and accessible on Github
at the URL: https://github.com/GlobalHuck/
UnderResourcedLanguagesParallelCorpora/

releases/tag/v1.0

7. Conclusion and future works

In this paper we proposed and experimented a new lan-
guage source to build multilingual parallel corpora for a
large number of under-resourced languages. It consists in
collecting all the translations worldwide of one fictional
text by means of collaboration between volunteers, re-
searchers, scholars, digital libraries and especially national
archives, which are in charge of storing valuable traditional
knowledge for future use. Our first experiment was con-
ducted on the world-famous and well-traveled American
novel “Adventures of Huckleberry Finn”. This paper re-
ports on 10 parallel corpus that are now chapter aligned
pairing English with Arabic, Basque, Bengali, Bulgarian,
Dutch, Hungarian, Polish, Russian, Turkish and Ukrainian
processed out of a total of 20 collected translations that are
being processed. More texts will be collected through the
project duration.
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javec, T., Tufiş, D., and Varga, D. (2006). The jrc-
acquis: A multilingual aligned parallel corpus with 20+
languages. In Proceedings of the 5th International Con-
ference on Language Resources and Evaluation, pages
2142–2147, Genoa, Italy, may 24-26.

Twain, M. (1885). Adventures of Huckleberry Finn.
Charles L. Webster and Company, Hartford, Connecti-
cut.

Williams, A. C., Wallin, J. F., Yu, H., Perale, M., Car-
roll, H. D., Lamblin, A.-F., Fortson, L., Obbink, D., Lin-
tott, C. J., and Brusuelas, J. H. (2014). A computational
pipeline for crowdsourced transcriptions of ancient greek
papyrus fragments. In Proceedings of the International
Conference on Big Data, IEEE Big Data 2014, pages
100–105, Washington, United States, october 27-30.

Ziemski, M., Junczys-Dowmunt, M., and Pouliquen, B.
(2016). The united nations parallel corpus v1.0. In
Proceedings of the Tenth International Conference on
Language Resources and Evaluation (LREC’16), page
3530–3534, Portorož, Slovenia, may 24-26.


