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Abstract
Filings submitted by companies to the Securities and Exchange Commission provide a tremendous corpus for application of advanced
natural language processing techniques. While business scholars actively utilize these texts, interdisciplinary efforts hold substantial
promise to advance knowledge and techniques. In this study, we utilize deep natural language processing techniques to extract
meaningful knowledge from SEC filings. We construct a comprehensive pipeline that extracts the original filings, processes them
in order to recognize component segments for distinct analysis, feeds each text through multiple NLP processors to obtain optimal
recognition of the linguistic properties, and ultimately seeks to construct a comprehensive knowledge graph of how companies, their
executives and their directors are linked to one another, or how various risks are identified, weighted, and handled over long periods of
time. We thus link advanced NLP techniques and knowledge graphing approaches, contributing greater domain specific knowledge to
advance linguistic approaches and potentially discovering underlying networks that would be difficult to detect with other approaches.

Keywords: Deep NLP, Topic Modeling, Knowledge Graphs

1. Introduction
We describe our research activities in the domain of en-
gineering and tuning Natural Language Processing (NLP)
technologies for the analysis of business reports. The goal
of this project is to provide data and detailed analyses of
corporate reporting, focusing initially on the Securities and
Exchange Commission (SEC) reports, while constructing
our pipeline and process in such a way as to deploy in fu-
ture to also analyze international financial reporting sources
in similar fashion.
The SEC is the body in the U.S. charged with en-
suring fair and transparent markets. To that end, the
SEC requires publicly-listed firms in the U.S. (and other
firms who meet certain thresholds) to comply with dis-
closure requirements. These reports become publicly-
available through SEC EDGAR (https://www.sec.
gov/edgar.shtml) which serves as a repository of over
21 million corporate filings. Information within these re-
ports is often market-sensitive. Indeed, recent research
found that certain subscribers who had access to the SEC’s
public dissemination system (PDS) were able to profit
merely by having access to information 30 seconds before
it was made available to the public on EDGAR (Jonathan
L. Rogers and Zechman, 2017).
The SEC was founded in 1933 and its electronic repository
dates back to 1984. Accordingly, longitudinal data is avail-
able dating back decades, allowing the potential to study
networks of firms and the executives and board members
associated with them. Thus, in our current work, one key
aim is to map management and board members of firms in
a network of relations over time. Thus our project uniquely
integrates aspects of deep processing to harvest informa-
tion with advanced network maps to ascertain previously
obscured relationships between focal nodes, which in this
case may be either individuals or companies. The filings
contain detailed descriptions of individuals involved in the

firms in specific roles, as well as the description of corpo-
rate relations between firms. Mapping of individuals and
their roles and relations to other individuals and institutions
over time allows us to study relations using complex net-
work analyses (Newman et al., 2006). Ultimately, these
networks may be useful in understanding the survival and
failure of firms (Josefy et al., 2017).
Besides network relations between individuals over time,
a specific interest area is the analysis and mapping of per-
ceived risks and the corresponding risk management strate-
gies, also along the time axis, as reported by the firms
across different business types. The annual reports of firms
filed on Form 10-K contain a detailed picture of the risks a
firm faces at the time of the reporting. An analysis and clas-
sification of the particular risks and the arrangement along
the time axis provide an extremely valuable analytical in-
strument for the understanding of the evolution of risks and
risk management strategies in different industry sectors, as
well as a correlation with national and geopolitical histori-
cal events and developments.
These main interest areas motivated our approach to utilize
advanced Natural Language Processing (NLP) and Topic
Modeling (Blei, 2012) methodologies for the analysis of
the different types of SEC filings.
The filings are available in common accessible formats, e.g.
raw HTML or the standardized eXtensible Business Re-
porting Language (XBRL) (Engel et al., 2013) XML for-
mat. XBRL is an XML language that is freely available as
a global standard for exchanging business information. In-
dependent of the formats, the document content is arranged
in ways specific to the filing institution, and not in a strictly
predefined order. This requires either manual processing
and annotation of the content by section and paragraph, or
automatic classification tools have to be developed that de-
tect sections by content.
The lack of a uniform structure and clear semantic content
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specification in the filings implies that the target content
(e.g. director biographies, work histories and board descrip-
tion, risk management sections) needs to be parsed and an-
alyzed using Machine Learning, Document Classification,
and Natural Language Processing (NLP) technologies. On
the one hand, the relevant sections and paragraphs have to
be identified. On the other hand it is necessary to map
parsed and identified concepts, relations and other proper-
ties of concepts, and other semantic properties of the con-
tent and meta-information onto a structured data represen-
tation for subsequent analysis and processing. Common
NLP technologies that are freely accessible come with seri-
ous limitations and unacceptable error rates when applied to
complex business language in the specific document types.
We developed various NLP components and pipelines to
remedy this.
In the following we describe in more detail our approach to
the problem of the identification of target content in semi-
structured business reports of the SEC type, as well as the
architecture and technologies that we developed and uti-
lized to maximize the quality of the NLP results for knowl-
edge mapping to graph representations and deep linguistic
topic modeling.

2. Previous Work
When looking at previous work in the domain of interest,
we should differentiate between a.) the analysis of SEC re-
ports using NLP, b.) specific NLP technologies tuned for
the particular task and business language, c.) processing of
the particular information (e.g. extraction of relations be-
tween individuals and institutions mapped to time, analy-
sis of risks and risk management over time), and d.) map-
ping the resulting information on knowledge graphs and ad-
vanced knowledge information systems.
While we are more than certain that many business make
use of NLP technologies for processing of business docu-
mentation, financial reports, and other open or closed re-
ports by firms, we can only comment on information acces-
sible to us in form of publications or free and open toolkits
and technologies.1

While there are commercial APIs that provide access to the
SEC filings, these filings are also publicly available to any
user. Therefore, we will not discuss details of such com-
mercial systems here. There are numerous open modules
and toolkits to process and access the SEC EDGAR data,
a search online will reveal all the relevant sites and infor-
mation. We will not go into detail here. There are a few
resources and APIs that allow access to the SEC EDGAR
repository or analyses of the bulk data.
The CorpWatch API (http://api.corpwatch.
org/), for example, “uses automated parsers to extract
the subsidiary relationship information from Exhibit 21
of companies’ 10-K filings.” There are various Python
modules that facilitate crawling and downloading of the
filings, as for example the Python module SEC-Edgar,
which implements a Sphinx crawler.

1For example, Intelligize (www.intelligize.com), a
LexisNexis company, offers services related to the SEC EDGAR
data set, that we have not analyzed in detail.

Arelle (arelle.org) (Fischer and Mueller, 2011b; Fis-
cher and Mueller, 2011a; Fischer, 2013) is a large project
that provides a set of tools and applications geared for the
analysis and processing of the XBRL format of the SEC
EDGAR reports (and other filings using the XBRL for-
mat). It is an open source platform available for all the
common operating systems. It does not focus on content
analysis of the XBRL format filings, it rather focuses on
well-formedness checks and semantic validation given nu-
merous XBRL-related standards. While Arelle is a power-
ful environment to process and search XBRL documents,
to our knowledge it has no capabilities to include advanced
NLP technologies for content analysis and graph databases
for knowledge graph representations of content.
A more detailed description of the available NLP compo-
nents, pipelines and technologies is presented in the fol-
lowing section, where we discuss the common technologies
and their application in our specific scenario.
The business literature has demonstrated interest both in di-
rector networks and in the risks identified by firms, often
relying on proprietary, curated databases focused on large
firms. However, to the best of our knowledge, we are not
aware of any publication that employs techniques such as
our to accomplish these analytical goals at scale, i.e. a time
mapping of relations between individuals and institutions,
and the topic modeling analysis of identified risks and risk
management strategies mapped onto the time axis over SEC
filings. We welcome further feedback on additional re-
search questions that this project’s goals and methods may
be well suited to address.

3. Implementation
Each of the SEC filings is composed of multiple sections,
each of which may provide information of different schol-
arly interest. Thus, we employ Machine Learning (ML)
(Scikit Learn (Buitinck et al., 2013; Pedregosa et al., 2011)
and our own set of ML classifiers, e.g. using Bayesian or
Support Vector Machine approaches). The models are ex-
tracted and the algorithms are trained on the manually an-
notated corpus that represents the distinct portions of SEC
filings, in order to split them into appropriate segments for
further analysis. For instance, a typical table of contents for
the 10-K would include the following disclosures:
Item 1. Business (Description of the filing company’s back-
ground, products, strategy and competition), Item 1A. Risk
Factors (the factors that could most substantially affect the
company’s profitability and therefore the risk that share-
holders may lose their investment), Item 3 Legal Proceed-
ings, and so on. Additional key items of note include Man-
agement’s Discussion and Analysis of Financial Condition
and Results of Operations (Item 7) and Financial State-
ments (Item 8). Some items required to be part of a par-
ticular form may be incorporated by reference to another
form. For instance, certain items in the 10-K are not pro-
vided therein, but are instead met by referencing the com-
pany’s proxy statement.
Given the various sections and the unique content within
each, we first pursued steps to delineate the content into
sub-corpus that represented these component sections. We
discuss these steps now: Creating the Training Corpus, De-

http://api.corpwatch.org/
http://api.corpwatch.org/
www.intelligize.com
arelle.org


tection of Content in Paragraphs, and Natural Language
Processing.

3.1. Creating the Training Corpus
We used the XML Path Language (XPath) (DeRose and
Clark, 1999) to markup an initial training corpus from ex-
isting SEC reports manually using only a web-browser and
a database table for the selected paragraphs and document
reference. Our assumption is that the SEC filing URLs do
not change, neither the final document structure and con-
tent for every single URL. Thus a corpus definition using
XPath and URL tuples seems appropriate.
A team of corpus annotators browsed a selection of the SEC
EDGAR reports using a web-browser that provided XPath
information for selected paragraphs (e.g. Google Chrome).
We collected those XPath descriptions with the document
URLs in a data table for the target chapter types. The anno-
tators marked the paragraphs of interest, in one particular
case for example the sections of the 20-F which provided
biographical information on one or more senior executives
or board members of the company. This manual markup
provided an XPath specification and a document URL ref-
erencing the start and end points of each sentence or para-
graph within the document that was in-scope for the speci-
fied purpose.
The selected reference pointers to the remote documents
were stored in database tables and validated by the corpus
annotators.
We developed a crawler to fetch the text portions from
the specific documents given the XPath description. The
crawler aggregates the text paragraphs and generates a raw
text corpus that serves as the training corpus for our ma-
chine learning (ML) content detection algorithms. This
training corpus was used at the same time as one part of the
textual data for extraction of information for the network
study of individuals and firms, as well as the risk analysis
using a topic modeling framework.
With this configuration we are able to process large vol-
umes of corporate filings and extract the paragraphs of in-
terest.

3.2. Detection of Content in Paragraphs
To train an algorithm to detect the desired content automat-
ically, we used supervised machine-learning approaches.
We utilized a Bayesian text similarity algorithm using fre-
quency profiles of unigrams over the target text portions,
as well as Support Vector Machines to detect the optimal
hyperplane between binary models, e.g. CV vs. non-CV
sections or risk-management vs. non-risk-management de-
scriptions.
We assessed the performance of the algorithms on the train-
ing texts against the human-classification of the same texts.
By automatic and manual modification of model weights
assigned to the classes given the N-gram models, we im-
proved the accuracy of the classifiers to predict either “rel-
evant” or “not-relevant.”
In basic evaluations we concluded that the ML-based al-
gorithm can achieve a detection rate for sections with the
curriculum vitae of the management or the description of
board members at higher than 95%. As for the detection

of sections discussing risk factors we achieve an accuracy
above 90%.
Automatically detected relevant paragraphs that are not part
of the manually generated and validated training corpus, are
extracted and saved as a separate corpus for further analy-
sis, including the relevant meta-information as for example
the URL and XPath information.

3.3. Natural Language Processing
Next, our project requires the ability to parse the relevant
text to extract focal information. We found that avail-
able parsers were inconsistent in their treatment of do-
main, time, and company specific information. Further,
our use-case has considerable nuance in regard to pronoun-
resolution and each individual may have time-variant char-
acteristics or positions.
To evaluate the quality of the parsing and to ensure we
obtained the highest-quality extraction of information, we
built an interface to allow comparison of multiple parsing
tools, including Stanford CoreNLP (Manning et al., 2014),
spaCy,2 NLTK (Bird et al., 2009) components, and various
other NLP technologies.
The different NLP components provide linguistic analyt-
ical output for various domains in different quality. The
majority of those tools are able to generate Part-of-Speech
(PoS) tags for the text tokens (i.e. the words and punctu-
ation marks). The problem is that the PoS-taggers make
use of different tagsets, and the tagsets are utilizing a lim-
ited number of tags that ignore detailed morpho-syntactic
features of high importance for a deep linguistic analysis.
CoreNLP and spaCy segment text into sentences and gener-
ate for example dependency parse trees3 for each sentence.
These Dependency Trees describe rather shallow relations
at the functional level of sentences (the subject and the ob-
ject of the main predicate, etc.), leaving out essential in-
formation about scope and semantic hierarchies of senten-
tial or clausal elements. A segmentation of clauses is not
provided, but we were able to translate the Dependency
Parse Trees and Constituent Trees that were generated by
phrase structure parsers into clause segmentation informa-
tion. Only CoreNLP provides an essential component for
the resolution of anaphora and coreference (Clark and Man-
ning, 2015; Clark and Manning, 2016).
To improve the named entity recognition and to add to
the NLP components a sub-classification, we created an
extended English morphological analyzer. We collected
freely available resources with names of people known in
the business world with their titles and roles. Additionally,
we extended the analyzer with all variations of the name
used in the business documentation. For example, Timothy
Donald Cook, the CEO of Apple Inc., is also identified as
the same entity referenced by strings like Timothy or Tim
Cook. The morphological analyzer not only generates a
named entity label for a person name, but also a sub-class
ID for the business domain, and a unique identifier for the
entity. The morphological analyzer includes also a list of

2The parser used in spaCy is an implementation of Honnibal
and Johnson (2015).

3See for example (2014) for the CoreNLP Dependency Parser
output.



to us known institutions and firm names with variants, e.g.
Apple Inc. and simply Apple. The domains of institutions
are emitted as tags as well, i.e. subtypes like financial, IT,
or business types like manufacturing or service business.
The morphological analyzer is implementation as a bidi-
rectional Finite-state Transducer using the Foma (Hulden,
2009) compiler, with the named-entity databases contain-
ing extensive lists of people and institutions and detailed
type information translated to Lexc4 grammars.
Our goal was to utilize freely available NLP pipelines and
components as much as possible, developing parallel pro-
cessing chains that then validate the output via compari-
son. We developed uniform wrappers for CoreNLP, spaCy,
OpenNLP, some NLTK components, and our own modules,
that translate the NLP analyses into a uniform data structure
(a Python class instance). The LingData class serves as this
kind of wrapper. It translates PoS-tags into feature struc-
tures represented as Directed Acyclic Graphs. Constituent
trees are translated into clause hierarchies and all scope re-
lations between tokens and phrases are mapped to an API,
allowing for requests like “does the main clause contain
a sentential negation,” or “is the embedded clause in the
scope of future tense (from the matrix clause).” Such re-
quests are wrapped into method or function calls within the
LingData class. They are essential for advanced mapping
of content at deep linguistic levels to Knowledge Graphs or
Representations (using free graph representations or OWL-
based ontologies). Dependency Graphs are similarly trans-
lated into data structures that can be queried for clause
level dependencies, e.g. checking for core relations like
subject and object of a predicate, mapping semantic triples
from dependency representations. They are also mapped on
phrase level dependencies, usually not obvious relations in
a dependency parse tree, such that the entire subject phrase
can be asked for. As long as our NLP components are able
to resolve anaphoric expressions, the references for every
pronoun and coreferent concepts are made available via
methods in LingData. Entities and basic concepts in the
NLP output are annotated for their synonyms, hypo-, and
hypernyms using WordNet (Miller, 1995; Fellbaum, 1998)
in NLTK.
Integrating the outputs of NLP components into one uni-
form data structure allows us to unify the outputs and iden-
tify mismatches, generate selection models, and weight
those outputs to identify the best representation from often
failing or insufficiently specific NLP results.
The mentioned NLP components exhibit systematic errors
with specific constructions and sentence types. Common
errors occur with constructions containing coordination,
complex embeddings, constructions with gapping or ellip-
sis, and simply with very long sentences.5

To overcome issues and limitations with these purely data
driven and probabilistic methods, we utilize hybrid ap-
proaches as in the Free Linguistic Environment (FLE)
project (Cavar et al., 2016). Such approaches allow us to

4See for details on the Lexc-formalism the documentation of
Foma (Hulden, 2009).

5We are preparing an independent documentation of the fal-
lacies of the common NLP pipelines and tools, and systematic
issues with the inherent probabilistic technologies used in those.

combine grammar engineering with data driven machine
learning approaches to improve the NLP performance and
generate deep linguistic annotations that go beyond the
limited dependency parse or simple constituent structure
trees. Our Probabilistic Lexical-functional Grammar ap-
proach in FLE combines and links hierarchical structural
relations with functional annotations, elementary semantic
and morpho-syntactic relations and properties. A detailed
description of the deep linguistic analysis/annotation that
can be achieved with a parser like FLE (or simpler forms
implemented using NLTK components) would go beyond
the scope of this abstract. We would be happy to discuss
these properties in the full paper version and in the presen-
tation of this work.
Our NLP pipelines are implemented as parallel Remote
Procedure Call (RPC) (Microsystems, 1988) services that
can be distributed over multiple instances and thus scaled
for big data annotation. We provide wrappers in Python
(and Go) for the mentioned pipelines. The code is mostly
independent of the underlying operating system.

3.3.1. Topic Modeling of Risk Discussions
For topic modeling and analysis of the risk management
content we used initially Mallet (McCallum, 2002). The
large number of different implementations of topic model-
ing libraries in different systems allows us to extend our
evaluations in various ways. Topic models generated by
Mallet provide essentially a set of n groups of tokens from
the text that represents n underlying or latent topics. Since
the particular topic modeling technologies at the time of our
experiments did not provide any systematic strategy to dis-
play variation of topics over time, we decided to generate
the models for individual reports and generate a mapping
of the topic related token list over the time axis by iterating
the analyses.
Setting the number of topics to an initial 100, we used Mal-
let incrementing the optimization intervals that lead to an
increasing number of empty topics, which we were inclined
to take to be a good indicator for the optimal number of top-
ics in the content of a particular report.
Our goal was to map these results on the different business
domains and sectors, to identify time-dependent changes in
the perception of risks and emerging mitigation strategies.
This is ongoing research that we will report on indepen-
dently.

3.4. Mapping Concepts and Relations on KRs
Our uniform LingData data structures contain detailed in-
formation about the structure of every single clause in the
analyzed text. We are able to extract sentence internal
clause structure, identify clause features and scope relations
between clauses, core semantic relations within a clause
(e.g. subject – predicate – object), as well as detailed prop-
erties of concepts, their semantic and morpho-syntactic fea-
tures. This information is essential for the mapping of men-
tioned concepts on KRs.
Our graph-mapping approach includes the extraction of
subject – predicate – object tuples from raw text. We val-
idate the semantic relations using linguistic analyses, e.g.
whether the utterance is embedded in a subjunctive or fu-



ture tense context, or whether it is in the scope of such a
context, or negative operators. The relations that are iden-
tified as valid facts and assertive statements are added to
the graph, representing the subject and object as concepts,
and the predicate as a relation with a time-stamp and meta-
information about the source.
As an example, we can differentiate future tense claims like
Facebook will buy Oculus from past tense assertions like
Facebook bought Oculus. The latter allows us to extend
the KR with a factual assertion of concepts and relations
Facebook → buy → Oculus, while the future tense clause
does not justify this mapping. Analyzing the same factual
relation in an embedded clause as in I would not claim that
Facebook bought Oculus in the scope of a negated matrix
clause cannot be rendered as a factual assertion.
There are multiple interesting aspects to emphasize here,
when it comes to the correct mapping of semantic relations
extracted from NLP outputs. Due to space limitations we
confine ourselves to this particular example.
As a graph database we utilize commercial products,
Neo4J (neo4j.com) and Stardog (www.stardog.
com). While both graph DBs offer similar capabilities with
respect to graph storage and retrieval functionalities, Star-
dog provides a standardized SPARQL (The W3C SPARQL
Working Group, 2013) interface and it offers the possibil-
ity to integrate Ontologies in form of OWL (W3C OWL
Working Group, 2012; W3C OWL Working Group, 2009)
and utilize the integrated Pellet reasoner (Sirin et al., 2007).
Using ontologies in the graph DB allows us to infer a wider
array of information about a concept by inheriting proper-
ties from the general class definition. As an example, if we
assert that Tim Cook isA CEO, and if our ontology encodes
the fact that CEO isA Human, we can infer that Tim Cook
must be a human with all the attributes and relations that
follow from that, without this being explicitly mentioned in
any text. At the same time, an assertion like Apple isA Insti-
tution cannot be followed by an obviously wrong assertion
like Apple isA CEO (of Google), if the concept Institution
is not subsumed under the concept Human in the ontology.

4. Discussion
Corporate reporting with the Securities and Exchange
Commission (SEC) represents a significant, recurring
domain-specific corpus with tremendous academic and
practical value. To date, most research on corporate filings
has employed limited parsing techniques or only sentiment
or dictionary-based approaches. Our work applies the lat-
est advances in linguistic approaches to one of the largest,
publicly available corpus of business documents. In do-
ing so, we make significant contributions to advancing the
techniques of deep natural language processing. In particu-
lar, linguists currently seek to determine how to make their
tools more specifiable to particular domains as well as to
account for rapid-changes in terminology use. Further, we
bridge linguistic processing techniques, including mapping
of semantic properties, with network analysis of individuals
and entities.
In addition, we provide a valuable platform for future work
in business domains. Accounting, finance and management
scholars all rely heavily on SEC filings, including 10-Ks,

10Qs, and 20-Fs, and these scholars are increasingly seek-
ing to employ various forms of computer aided text analy-
sis. These include for instance the readability of the disclo-
sures (Loughran and McDonald, 2014), dictionary-based
approaches (Andriy Bodnaruk and McDonald, 2015) in-
cluding sentiment analysis and Naive Bayesian approaches
(Loughran and McDonald, 2016). Scholars in the busi-
ness domain are seeking to move beyond single-word ap-
proaches into phrase (n-gram) approaches that also draw
on a greater wealth of linguistic components (Pandey and
Pandey, 2017). Our pipeline extends even further, show-
ing how deep semantic processing allows for the identifica-
tion of previously unobservable relationships, by providing
a mechanisms for surfacing deep interrelationships between
concepts, entities and related parties. Our pipeline also al-
lows for more traditional analysis of the word content in
SEC disclosures.
Since we are lacking a gold standard corpus or data set for
most of our tasks, we are not yet able to measure the effec-
tiveness of extracting concepts and relations in a formal and
quantitative way. The only evaluation criterion that we can
apply is whether by human judgment the results are true
and useful. The same can be applied to topic modeling re-
sults from the risk description sections. We hope to be able
to provide much better evaluation criteria in the near future,
given that we are able to generate corpora and initial data
sets using our architecture.
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