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Abstract
With the advancement of Web 2.0, social networks experienced a great increase in the number of active users reaching 2 billion active
users on Facebook at the end of 2017. Consequently, the size of text data on the Internet increased tremendously. This textual data is rich
in knowledge, which attracted many data scientists as well as computational linguists to develop resources and models to automatically
process the data and extract useful information. One major interest is sentiment and emotion classification from text. In fact, learning
the opinion and emotions of people is important for businesses, marketers, government, politicians, etc. While focus had been given to
sentiment analysis, recently emotion analysis has captured great interest as well. Several resources were developed for emotion analysis
from text for English, however, very few targeted Arabic text. We present in this paper, ArSEL, the first large scale Arabic Sentiment
and Emotion Lexicon. ArSEL is built in a way to augment the publicly available Arabic Sentiment Lexicon, ArSenL, and to generate
a large scale lexicon that includes emotion and sentiment labels for almost every lemma in ArSenL. We also show the efficiency of
using ArSEL in emotion regression and classification tasks using an Arabic translated version of annotated data from SemEval 2007
“Affective Task” as well as SemEval 2018 Task1 “Affect in Tweets” Arabic dataset. Coverages of 91% and 84% are achieved on the two
datasets respectively. An improvement of 30% compared to majority baseline is achieved in terms of average F1 measure for emotion
classification on SemEval 2018 Arabic dataset. ArSEL is publicly available on http://oma-project.com.
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1. Introduction

The task of emotion recognition has been extensively
studied from different modalities. For instance, several
researchers tried to predict users’ emotion by looking at
their interaction with computers (Cowie et al., 2001;
Pantic and Rothkrantz, 2003; Brave and Nass, 2003;
Fragopanagos and Taylor, 2005; Jaimes and Sebe, 2007;
Hibbeln et al., 2017; Patwardhan and Knapp, 2017;
Constantine et al., 2016). Others have tried to assign to
facial expressions emotion labels (Busso et al., 2004;
Goldman and Sripada, 2005; Gunes and Piccardi, 2007;
Trad et al., 2012; Wegrzyn et al., 2017). Recently, with the
increase of textual data on the Web, computational
linguists and data scientists started looking at emotion
analysis from text. In fact, recognizing emotions of users
is critical for different applications: first, it helps
businesses and companies sense the feedback of its clients
expressed on the Internet and consequently adapt their
marketing strategies (Bougie et al., 2003); second, it
allows providing customers with better personalized
recommendations whether for advertisements or products
(Mohammad and Yang, 2011) on top of collaborative
filtering based recommender systems (Badaro et al., 2013;
Badaro et al., 2014c; Badaro et al., 2014d); third, it can
help in tracking emotions of users towards politicians,
movies, music, products, etc, (Pang et al., 2008); fourth, it
allows developing complex search algorithms that provide
advanced search features filtered by emotions (Knautz et
al., 2010) and last but not least, it allows a more accurate
prediction of stock market prices (Bollen et al., 2011).

Some efforts have already been placed in developing
emotion classification models from text (Shaheen et al.,
2014; Houjeij et al., 2012; Abdul-Mageed and Ungar,
2017; Felbo et al., 2017). Since sentiment lexicons helped

in improving the accuracy of sentiment classification
models (Liu and Zhang, 2012; Taboada et al., 2011),
several researchers are working on developing emotion
lexicons for different languages such as English, French
and Chinese (Mohammad, 2017; Bandhakavi et al., 2017;
Yang et al., 2007; Poria et al., 2012; Mohammad and
Turney, 2013; Das et al., 2012; Mohammad et al., 2013;
Abdaoui et al., 2017; Staiano and Guerini, 2014). While
sentiment is usually represented by three labels namely
positive, negative or neutral, several representation models
exist for emotions such as Ekman representation (Ekman,
1992) or Plutchik model (Plutchik, 1980; Plutchik, 1994)
that includes Ekman’s six emotions in addition to two
labels: trust and anticipation. Despite the efforts for
creating large scale emotion lexicons for English, the size
of existing lexicons remain much smaller compared to
sentiment lexicons. For example, DepecheMood (Staiano
and Guerini, 2014), one of the largest publicly available
emotion lexicon for English, includes around 37K while
SentiWordNet (SWN) (Esuli and Sebastiani, 2007;
Baccianella et al., 2010), a large scale English sentiment
lexicon semi-automatically generated using English
WordNet (EWN) (Fellbaum, 1998), includes around 150K
terms annotated with three sentiment scores: positive,
negative and objective. While some efforts have already
been placed for developing emotion lexicons for English,
we were only able to find two attempts for Arabic where
the first emotion lexicon is a Google translation of an
English Emotion lexicon, Emolex (Mohammad and
Turney, 2013; Mohammad et al., 2013) and the second one
is extracted from manually annotated Arabic documents
for emotions (El Gohary et al., 2013). In fact, more work
can be found related to sentiment analysis classification
models for Arabic such as the work in (Badaro et al.,
2014b; Badaro et al., 2015; Al Sallab et al., 2015;

http://oma-project.com


Al-Sallab et al., 2017; Baly et al., 2017b; Abdul-Mageed,
2017) and to Arabic sentiment lexicon developments such
as ArSenL (Badaro et al., 2014a), SIFAAT (Abdul-Mageed
and Diab, 2012) and SANA (Abdul-Mageed and Diab,
2014). Developing emotion and sentiment classification
models for Arabic is important given the tremendous
increase of Arabic speaking users of Web 2.0. For
instance, more than 11 million users are active on Twitter
within the 22 Arab countries and more than 27 million
tweets are generated daily.1 Moreover, analyzing Arabic
Twitter is a more complex task than MSA given that it
includes different dialects with different characteristics
(Baly et al., 2017a). Since the usage of sentiment lexicons
in sentiment classification models showed significant
improvement in the accuracy of such models (Al-Sallab et
al., 2017), it is necessary to develop Arabic emotion
lexicons for improved emotion classification models.

In this paper, we present ArSEL, the first publicly
available large scale Arabic sentiment and emotion
lexicon. ArSEL is an extension of ArSenL, where almost
each lemma2 in ArSenL is amended by eight emotion
scores corresponding to: afraid, amused, angry, annoyed,
don’t care, happy, inspired and sad. The emotion scores
are automatically obtained from DepecheMood (Staiano
and Guerini, 2014), one of the largest publicly available
English emotion lexicon. We first align DepecheMood
with English WordNet (Fellbaum, 1998) and then, using
synonymy semantic relation, we expand the coverage of
DepecheMood and obtain EWN synsets annotated with
emotion scores. Since ArSenL is linked to EWN 3.0, we
can automatically assign the synsets’ emotion scores to
ArSenL lemmas. ArSEL can be used for several NLP
tasks such as sentiment analysis, emotion analysis, or
other semantic extraction tasks. It would be in particular
useful for cases where it is desired to simultaneously
extract the sentiment and emotion scores for words. In
order to test the efficiency of ArSEL, we utilize ArSEL in
emotion regression and classification tasks using
unsupervised techniques similar to the way the efficiency
of DepecheMood was tested with SemEval 2007 Affective
Task dataset (Strapparava and Mihalcea, 2007). We also
test the usefulness of ArSEL on a native Arabic dataset
from SemEval 2018 Task1 “Affect in Tweets”.3

The paper is organized as follows: in section 2, we present
a literature review about emotion lexicon development. In
section 3, we describe the approach followed for
constructing ArSEL. In section 4, we evaluate ArSEL in
emotion regression and classification tasks using first,
SemEval 2007 news headlines data translated from
English to Arabic using Google translate and second,
SemEval 2018 Arabic Affect Tweets. We conclude the
results of the paper in section 5 and present some ideas for
future work.

1https://weedoo.tech/twitter-arab-world-statistics-feb-2017/
2For more information on issues of Arabic morphology in

natural language processing, see (Habash, 2010).
3https://competitions.codalab.org/competitions/17751

2. Literature Review

We conduct a literature review on existing emotion lexicons
for multiple languages. We present the techniques used to
build the lexicons and the methods employed for evaluating
their efficiency in emotion recognition tasks.

Strapparava et al. (2004) developed WordNet Affect by
tagging specific synsets with affective meanings in EWN.
They identified first a core number of synsets that
represent emotions of a lexical database. They expanded
then the coverage of the lexicon by checking semantically
related synsets compared to the core set. They were able to
annotate 2,874 synsets and 4,787 words. WordNet Affect
was also tested in different applications such as affective
text sensing systems and computational humor. WordNet
Affect is of good quality given that it was manually
created and validated, however, it is of limited size.

Mohammad and Turney (2013) presented challenges that
researchers face for developing emotion lexicons and
devised an annotation strategy to create a good quality and
inexpensive emotion lexicon, EmoLex, by utilizing
crowdsourcing. To create EmoLex, the authors first
identified target terms for annotation extracted from
Macquarie Thesaurus (Bernard and Bernard, 1986),
WordNet Affect and the General Inquirer (Stone et al.,
1966). Then, they launched the annotation task on
Amazon’s Mechanical Turk. EmoLex has around 10K
terms annotated for emotions as well as for sentiment
polarities. They evaluated the annotation quality using
different techniques such as computing inter-annotator
agreement and comparing a subsample of EmoLex with
existing gold data. Moreover, they utilized Google
translate to perform word translations into multiple
languages including Arabic (Mohammad et al., 2013).
However, the translation may include several errors: first,
the translation may be incorrect since it is a word to word
translation and second, the translation may be a
transliteration instead in case the word is seen for the first
time by the machine translator. Furthermore, the terms in
the lexicon are not in their lemma form which make the
lexicon harder to be utilized in an emotion classification
task.

AffectNet (Cambria et al., 2012), part of the SenticNet
project, includes also around 10K terms extracted from
ConceptNet (Liu and Singh, 2004) and aligned with
WordNet Affect. They extended WordNet Affect using the
concepts in ConceptNet. While WordNet Affect, EmoLex
and AffectNet include terms with emotion labels, Affect
database (Neviarouskaya et al., 2007) and DepecheMood
(Staiano and Guerini, 2014) include words that have
emotion scores instead. Affect database extends SentiFul
(Neviarouskaya et al., 2011) and covers around 2.5K
words presented in their lemma form along with the
corresponding part of speech tag.

DepecheMood is automatically built by harvesting social
media data that were implicitly annotated with emotions.
They utilize news articles from rappler.com. The articles
are accompanied by Rappler’s Mood Meter, which allows



readers to express their emotions about the article they are
reading. DepecheMood includes around 37K lemmas
along with their part of speech (POS) tags and the lemmas
are aligned with EWN. Staiano and Guerini also evaluated
DepecheMood in emotion regression and classification
tasks in unsupervised settings. They claim that, although
they utilized a naı̈ve unsupervised model, they were able
to outperform existing lexicons when tested on SemEval
2007 dataset (Strapparava and Mihalcea, 2007).

Bandhakavi et al. worked on constructing emotion
lexicons using Tweets annotated with emotion labels
(Bandhakavi et al., 2014; Bandhakavi et al., 2017). They
experiment different techniques for lexicon generation:
term frequency models and iterative models including
generative and expectation maximization algorithms.
Bandhakavi et al. evaluated the different lexicons on a
Twitter dataset (Wang et al., 2012) and utilized a feature
based supervised approach for classifying emotion.

While the above emotion lexicons were mainly developed
for English, Yang et al. (2007) constructed an emotion
lexicon for Chinese language. The authors used web blog
corpora in order to extract the lexicon terms and assigned
emotion scores using point wise mutual information
measure. They created two different lexicons by varying
the number of documents downloaded from the Web. They
also evaluated the lexicons in an emotion classification
task using different prediction methods.

Xu et al. (2010) also worked on constructing emotion
lexicon for Chinese using graph-based algorithm which
ranks words according to a few seed emotion words. The
graph algorithm utilizes different similarity measures
derived from dictionaries, unlabeled corpora and heuristic
rules. In order to improve the quality of the lexicon, they
mixed manual verification with the automatic assignment
of emotions.

Abdaoui et al. (2017) presented Feel, an emotion and
sentiment lexicon for French. Abdaoui et al. utilized NRC
emotion lexicon (Mohammad et al., 2013) and translated
its terms to French using multiple online translators. Then,
a professional human translator validated the translation
along with their emotion labels. Abdaoui et al. also
claimed that FEEL outperformed other French emotion
lexicons in emotion classification from texts.

In summary, several techniques are employed for building
emotion lexicons and can be mainly grouped into two
categories: the first one is based on manual annotation
provided by professional individuals or through
crowdsourcing, the second technique is rather automatic
and lexicons are derived from annotated corpora. Only
couple of papers worked on developing emotion lexicon
for Arabic, thus, we focus on developing a large-scale
Arabic emotion lexicon. We present next the methodology
followed to construct automatically ArSEL by utilizing
DepecheMood, EWN and ArSenL.

3. ArSEL

We describe in this section the process followed to
construct ArSEL. We first briefly describe the harvested
resources. Then, we present the expansion technique of
DepecheMood and how we link it to ArSenL.

3.1. Resources

We make use of three resources: DepecheMood, English
WordNet and ArSenL.

DepecheMood: (Staiano and Guerini, 2014) an emotion
lexicon for English consisting of 37,771 words aligned
with English WordNet. Each word along with its
corresponding part of speech tag is annotated with 8
emotion scores (afraid, amused, angry, annoyed, don’t
care, happy, inspired and sad) derived automatically from
annotated corpora collected from Rappler.com news
website. Three variations of the lexicon were presented
where the differences are related to the method of
normalizing the emotion scores.

English WordNet 3.0: (Fellbaum, 1998; Fellbaum, 2010)
is a hierarchical dictionary including more than 117,000
synsets and around 150,000 terms distributed among four
part of speech tags: noun, verb, adjective and adverb.
EWN has been used extensively in multiple natural
language processing tasks and also for developing
sentiment lexicons such as SentiWordNet (Esuli and
Sebastiani, 2007; Baccianella et al., 2010) and emotion
lexicons such as WordNet Affect (Strapparava et al.,
2004).

ArSenL: (Badaro et al., 2014a) is a free publicly available
large-scale Arabic Sentiment lexicon. ArSenL consists of
Arabic lemmas assigned to EWN synsets along with three
sentiment scores derived from English SentiWordNet.
ArSenL was automatically developed by taking the union
of two sentiment lexicons: the first one maps Arabic
WordNet 2.0 (Black et al., 2006) to English SentiWordNet
by using WordNet sense map files across WordNet
versions 2.0, 2.1 and 3.0. The second lexicon is the result
of performing gloss matching between English gloss terms
of an Arabic lexical resource, SAMA (Standard Arabic
Morphological Analyzer) (Graff et al., 2009), and EWN
synset terms. In both sub-lexicons, the sentiment scores
are obtained from English SentiWordNet. ArSenL
includes 153,638 Arabic lemma-EWN synset pairs
corresponding to 33,995 Arabic lemmas/POS tags
annotated with three sentiment scores: positive, negative
and objective.

We choose DepecheMood since it is the largest publicly
available emotion lexicon in English and its terms are
aligned with English WordNet. We benefit from the
available alignment with English WordNet to expand the
coverage of DepecheMood and obtain emotion scores for
EWN synsets, in addition to emotion scores for an
expanded list of EWN terms compared to those already in
DepecheMood. We also utilize the advantage that ArSenL
is connected to EWN synsets and hence, we automatically



assign emotion scores of EmoWordNet to corresponding
ArSenL entries.

3.2. Expansion of DepecheMood and Link to
ArSenL

In Figure 1, we show an overview of the steps followed to
expand DepecheMood into EmoWordNet (steps grouped
under DepecheMood Expansion) and then linking
EmoWordNet to ArSenL to obtain ArSEL.

Figure 1: Overview of ArSEL Construction Methodology.

We detail first the steps utilized for expanding
DepecheMood iteratively into what we name
EmoWordNet.

Step 1: EWN synsets that include lemmas of
DepecheMood are retrieved. A score is then computed for
each retrieved synset, s. Let S denotes the set of all such
synsets. Two cases may appear: either the retrieved synset
includes only one lemma from DepecheMood, in this case
the synset gets the same score of the lemma, or, the synset
includes multiple lemmas, in this case the score is the
average of the scores of the corresponding lemmas. A
synset, s, includes two sets of terms, T, terms that are in
DepecheMood, and T̄ , terms not in DepecheMood.

Step 2: using the synonymy semantic relation in EWN, and
based on the concept that synonym words will likely share
the same emotion scores, we assign the synset scores to its
corresponding terms T̄ . Again, a term t in T̄ may appear in
one or multiple synsets from S. Hence, the score assigned

to t will be either the one of its corresponding synset or
the average of the scores of its corresponding synsets that
belong to S.

Step 3: terms in T̄ may also appear in synsets s̄ that do not
belong to S. s̄ will get the score of its corresponding terms.

Step 2 and 3 are repeated until no new terms or synsets are
added and scores of added terms converged. It is important
to note that we decided to consider only synonyms for
expansion since synonymy is the only semantic relation
that preserves the emotion orientation and does not require
manual validation (Strapparava et al., 2004).

Using the described automatic expansion approach, we
were able to extend the size of DepecheMood by a factor
of 1.8. We obtained emotion scores for an additional
29,967 EWN terms and for 59,952 EWN synsets. Overall,
we construct EmoWordNet, an emotion lexicon consisting
of 67,738 EWN terms and of 59,952 EWN synsets
annotated with emotion scores.

Next, we match ArSenL entries to EmoWordNet synsets.
Each entry in ArSenL consists mainly of an Arabic SAMA
lemma, a corresponding POS tag, a corresponding EWN
synset and three sentiment scores extracted from
SentiWordNet. For each entry in ArSenL, if its assigned
synset is found in EmoWordNet, emotion scores of the
synset are automatically added to ArSenL entry. We were
able to assign emotion scores to 149,634 ArSenL entries
corresponding to 32,196 Arabic lemmas, i.e., 94.71% of
ArSenL lemmas. We summarize the lexicon sizes per
lemma in Table 1. We also show some sample lemmas of
ArSEL along their corresponding 8 emotion scores in
Table 3. We have picked samples that should be
emotionally charged to check if the emotions represented
by the lemma have the highest scores.

As a walking example of the steps described above, we
added to the steps shown in Fig. 1 an example
corresponding to each step. For instance, the
DepecheMood term “bonding” having noun as POS tag is
mapped to EWN term “bonding” with the same POS tag.
“bonding” appears in three different noun synsets in EWN
with the following offset IDs: “00148653; 05665769;
13781820”. Since “bonding” is the only term having a
DepecheMood representation in the three synsets, the
three synsets will have the same emotion scores as
“bonding”. While synsets “05665769; 13781820” have
only the term “bonding”, “00148653” includes as well the
lemma “soldering” which is not in DepecheMood. Thus,
from step 2, “soldering” will have the same scores as
“bonding”. “soldering” does not appear in any other synset
so there are no more iterations. The next step is to check if
the retrieved synsets appear in ArSenL. For example,
“00148653” corresponds to the lemma “liHAm” and
hence the Arabic lemma will be assigned the emotion
scores of the synset.

To test the efficiency of our emotion lexicon ArSEL, we
evaluate in the next section the performance of ArSEL
when employed in emotion regression and classification
tasks.



Lexicon Lemma Count
DepecheMood 37,771
EmoWordNet 67,738

ArSenL 33,995
ArSEL 32,196

Table 1: Lexicons Coverage.

SemEval ArSEL
Fear Afraid

Anger Angry
Joy Happy

Sadness Sad
Surprise Inspired
Disgust -

- Annoyed, Amused, Don’t Care

Table 2: Mapping between SemEval and ArSEL Emotion
Labels.

4. ArSEL Evaluation

Since ArSEL is generated based on ArSenL, the intrinsic
evaluation results of ArSenL described in (Badaro et al.,
2014a) are automatically inherited by ArSEL. Therefore,
we focus in this section on performing extrinsic evaluation
of ArSEL. We describe next the dataset used, the
experiment setup, the regression and the classification
results for the two datasets: SemEval 2007 and 2018
datasets.

4.1. Using SemEval 2007 Dataset

4.1.1. About the Dataset

We utilize SemEval 2007 Affective Task dataset
(Strapparava and Mihalcea, 2007). The dataset consists of
one thousand news headlines annotated with six emotion
scores: anger, disgust, fear, joy, sadness and surprise. For
the regression task, a score between 0 and 1 is provided for
each emotion. For the classification task, a threshold is
applied on the emotion scores to get a binary
representation of the emotions: if the score of a certain
emotion is greater than 0.5, the corresponding emotion
label is set to 1, otherwise it is 0. The emotion labels used
in the dataset correspond to the six emotions of the Ekman
model (Ekman, 1992) while those in ArSEL,
EmoWordNet and DepecheMood follow the ones provided
by Rappler Mood Meter. We consider the same
assumptions of emotion mapping presented in the work of
(Staiano and Guerini, 2014) and summarized in Table 2.
Disgust emotion label in SemEval is not aligned with any
emotion in EmoWordNet and hence is discarded as also
assumed in (Staiano and Guerini, 2014). The dataset is in
English, thus, we use Google translate to translate it
automatically to Arabic. Some examples of the news’
headlines along with their Google and Human translations
are shown in Table 4.

4.1.2. Experiment Setup

We perform the following preprocessing steps in order to
proceed with the evaluation. We utilize MADAMIRA
(Pasha et al., 2014) in order to perform lemmatization for
the translated dataset. The output of MADMIRA is a list
of lemmas in Buckwalter transliteration (Buckwalter,
2002) along with the corresponding POS tag. We exclude
lemmas that do not belong to the main four POS tags:
noun, verb, adjective and adverb. It is important to note
that MADAMIRA generates many fine-grained POS tags
that can be grouped into the above mentioned four POS
tags. On ArSEL side, we compute the average of emotion
scores per lemma since an Arabic lemma can be mapped
to multiple EWN synsets. Next, we compute for each
news’ headline the sum and the average of emotion scores.
The average turned out to give better results. For the
regression task, we compute Pearson correlation
coefficient between the computed headline emotion scores
and the scores provided in SemEval taking into
consideration the mapping of emotion labels as
represented in Table 2. For the classification task, we first
perform min-max normalization on the computed scores
and then we apply thresholding with a threshold equals to
0.5. Thus, an emotion label will be set to 1 if its
corresponding emotion score is greater than 0.5, otherwise
it will be set to 0. The same thresholding is applied on
SemEval scores. F1 measure is then computed to evaluate
classification of emotions. The experiment process is
summarized in Figure 2.

4.1.3. Regression and Classification Results

We present first the coverage results of ArSEL for the
translated SemEval dataset. Only one headline (“Toshiba
Portege R400”, “400 P ú
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lemma that matched to ArSEL. In terms of lemma counts,
2,688 unique lemmas represent the dataset. 301 lemmas
were not identified by MADAMIRA, 121 lemmas had
POS tags different than the four main ones and 2,266
lemmas were within the four POS tags: N, V, Adj and Adv.
To evaluate the coverage of ArSEL, we compare ArSEL
lemmas to the 2,266 lemmas that are within the main four
POS tags. 91.41% of the 2,266 lemmas were found in
ArSEL. Thus, we can conclude that ArSEL includes
commonly used Arabic lemmas with a high coverage.

In Table 7, Pearson correlation results are presented when
using ArSEL and when using EmoWordNet on the
translated SemEval Dataset and the original one
respectively. We notice that the performance of ArSEL is
very similar to EmoWordNet. The small difference in the
scores obtained is expected since the automatic Online
translation from English to Arabic cannot be guaranteed to
be 100% accurate as can be seen in some of the examples
shown in Table 4. Moreover, some English words may
have an emotion score while their Arabic translation may
not be present in ArSEL. In order to check if looking at
both the English and Arabic data improves the accuracy of
emotion prediction, we combine the two scores obtained
from using EmoWordNet on English SemEval 2007 and



Lemma#POS English Gloss Afraid Amused Angry Annoyed Don’t Care Happy Inspired Sad
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Table 3: Sample of ArSEL Arabic Lemmas with Emotion Scores.
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Table 4: News’ Headlines’ Examples to Show Differences between Google Translations and Human Translations.

Figure 2: Overview of ArSEL Evaluation Steps.

from using ArSEL on the translated version of the same
dataset. We compute the average of the two resulting
scores and use it to perform regression and classification.
We report the regression results in Table 7 under
Combined column. As can be seen, combining the scores
obtained through ArSEL and EmoWordNet improved
Pearson correlation on average and consistently for all
emotions except for Surprise. The discrepancy between
the results achieved by EmoWordNet and ArSEL is due to
the translation errors incurred by Google translate. The
translation errors cause MADAMIRA to generate
erroneous analysis of lemmas and hence the total emotion
scores of the headline will be incorrect. The same error
analysis can be inferred by looking at the other emotion
classes as well.

In Table 8, we also compare F1 measure achieved by using
ArSEL and EmoWordNet on translated SemEval and
original one respectively. We also notice that the results
for emotion classification are very close to each other. We
also test the performance of combining the output of the
two lexicons based on the parallel dataset shown under
combined column in Table 8. Hence, we can conclude that
the efficiency of EmoWordNet is preserved in ArSEL
when used for emotion recognition from text. We can also
deduce that emotion scores of EmoWordNet are correctly
represented in ArSEL. In Table 5, we show some examples
of news’ headlines that were correctly classified and in
Table 6, examples of news’ headlines that were
misclassified. By looking at the misclassified examples,
we notice that misclassification is either due to predicting
additional emotion labels to the actual ones (precision
issue) or by predicting different emotion labels than the
actual ones (recall issue). Similar to the regression task,
translation errors incurred by Google translate have a
negative impact on the analysis performed by
MADAMIRA, thus, the translated headline is
misrepresented and emotion scores assigned to the
headline are incorrect.

4.2. Using SemEval 2018 Arabic Affective
Tweets Dataset

While in the previous section we performed an extrinsic
evaluation of ArSEL against a translated dataset from
English, we present in this section an evaluation against a
native Arabic dataset extracted from SemEval 2018 Task 1
“Affect in Tweets”. We describe first the dataset and the
coverage achieved by ArSEL and then we present results
of applying regression and classification using the same
approach described in section 4.1.2.



English News’ Headline Google Translation True Emotions
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Table 5: Examples of Correctly Classified News’ Headlines from SemEval 2007.

English News’ Headline Google Translation True Emotions Predicted Emotions
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Table 6: Examples of Misclassified News’ Headlines from SemEval 2007.

Emotion EmoWordNet ArSEL Combined
Fear 0.51 0.44 0.53

Anger 0.31 0.34 0.37
Joy 0.33 0.26 0.35

Sadness 0.41 0.31 0.41
Surprise 0.17 0.1 0.14
Average 0.35 0.29 0.36

Table 7: Pearson Correlation Values.

Emotion EmoWordNet ArSEL Combined
Fear 0.45 0.57 0.55

Anger 0.17 0.36 0.36
Joy 0.48 0.55 0.59

Sadness 0.46 0.50 0.55
Surprise 0.43 0.52 0.53
Average 0.40 0.50 0.52

Table 8: F1-Measure results for emotion classification
using EmoWordNet on English SemEval 2007, using
ArSEL on the Arabic translated version and when
combining the two scores.

4.2.1. About the Data

In SemEval 2017, a task was created for Arabic Twitter
sentiment analysis (Rosenthal et al., 2017). Several teams
participated and the winning teams were NileTMRG
(El-Beltagy et al., 2017) and OMAM (Baly et al., 2017b;
Onyibe and Habash, 2017). In SemEval 2018, the focus
was on Emotion classification from text. We utilize the
provided competition dataset to evaluate ArSEL. SemEval
2018 dataset consists of Arabic tweets that are annotated
with four emotions: anger, fear, joy and sadness along with
the intensity present for each one. We have only access to
the training and the development sets. In total, there are
2,871 tweets. In Table 9, we show the distribution of
emotions across the tweets. The frequencies of the
emotions are very close to each other with “Sadness”
being the most frequent in the dataset. We follow the same
experiment setup described in section 4.1.2, but we do not
need the translation part since the data is already in

Emotion Number of Occurrence
Fear 1028

Anger 1027
Joy 952

Sadness 1030

Table 9: Distribution of Emotion Labels across the Tweets.

Arabic. Instead, we perform additional preprocessing steps
given that the dataset is extracted from Twitter. We clean
the tweets from the hash tag and the underscore characters.
We then feed the tweets to MADAMIRA to extract
lemmas. In terms of ArSEL coverage, we were able to
match 83.47% of the generated lemmas that belong to one
of the four main POS tags. We were not able to generate
any emotion scores for three tweets that mainly consisted
of dialectal Arabic terms ( l .

�
	
'ñJ
« , your eyes) elongations

(
	

¬@@ @ A
	

g, fear) and emoticons.

4.2.2. Regression and Classification Results

We follow the same approach described in section 4.1.2 to
perform regression and classification with the modifications
described in section 4.2.1. We use the average of the scores
of the four emotions (joy, fear, anger and sadness), mutually
present in ArSEL and in SemEval 2018 dataset. We have
tried the sum of the emotions’ scores as well, but, using
average showed to be better. For the regression, we evaluate
Pearson correlation coefficient against the intensity scores
provided in the Twitter data. On average, we achieve an R
score of 0.26. Table 12 shows the results per emotion.

For classification, we also apply min-max normalization
and compare against the provided labels in the data. We
use F1 measure as an evaluation metric. We also compare
the results of our naı̈ve unsupervised classifier to a
majority baseline classifier where the predictor will always
assign “Sadness” to the tweet since it is the most frequent
emotion. The results are shown in Table 13. We
outperform the baseline by an average of 30% as F1-score.
Thus, we can confirm the efficiency of using ArSEL for
emotion recognition tasks. We expect better results to be
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Table 10: Examples of Correctly Classified Arabic Tweets from SemEval 2018.

Arabic Tweet and English Translation True Emotions Predicted Emotions
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Qå

�
�ð PY

	
« AîD


	
¯ é

	
JJ
« ú



æ�m�

�
' Ð


ñ

�
� QK


	
Y

	
K é

	
KñÊÓ Ñî

	
EñJ
« ú



ÎË @

	
à@ ñ

	
¯ñ

�
��
K. ñ

	
KA¿ H. QªË@ èY»

	
àA

�
�« fear joy; sadness

That’s why Arabs thought that people with colored eyes are evil
I. mÌ'AK. ¨ñ

	
�ñÖÏ @

�
�Êª

�
K AÒÊ¿ ú



æ
.
Ê
�
¯ ú




	
¯

�
éJ.ëQË@ ÉJ


�
J
	
¯ ÈAª

�
�A


K. Ðñ

�
®K
 AÓ Zú



æ
�
� fear sadness

I have fear feelings whenever the subject is related to love
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Since it was reproach why did it become separation?

Table 11: Examples of Misclassified Arabic Tweets from SemEval 2018.

Emotion R Value
Fear 0.26

Anger 0.25
Joy 0.31

Sadness 0.22
Average 0.26

Table 12: Pearson Correlation Results on SemEval 2018
Arabic Tweets Dataset.

Emotion ArSEL Majority Baseline
Fear 0.32 0

Anger 0.41 0
Joy 0.52 0

Sadness 0.46 0.5
Average 0.43 0.13

Table 13: Classification F1-score Results on SemEval
2018 Arabic Tweets Dataset.

achieved when utilizing more sophisticated regression and
classification techniques.

We also show examples of correctly classified tweets in
Table 10, whereas in Table 11, we present examples of
misclassified tweets.

By analyzing some of the misclassification examples we
can see that several tweets are in dialectal Arabic which
may produce erroneous morphological analysis.
Moreover, some words have different meanings and
emotion significance especially when used in dialectal
Arabic such as the word “I. J
£” which could mean good,
ok, tasty or alright. Last but not least, it is important to
have a comprehensive model that takes into consideration
the whole tweet rather than only word components as for
instance in the first example in Table 11: although the
words “

	
¬A

	
g” and “I. «P”, which relate to fear are present

in the tweet, the overall emotion is joy since the writer is
happy that she has overcome her fear and she has been

able to watch scary movies without any problem.

5. Conclusion and Future Work

We presented in this paper ArSEL, a large scale Arabic
Sentiment and Emotion Lexicon. ArSEL is constructed
automatically by using three lexical resources:
DepecheMood, English WordNet and ArSenL. First,
DepecheMood is mapped to EWN. Then, it is expanded
iteratively using EWN synonymy semantic relation. The
resulting expanded version of DepecheMood,
EmoWordNet, is then linked to ArSenL entries using
EWN synset IDs that exist in both lexicons. ArSEL
consists of 32,196 Arabic lemmas annotated
simultaneously with sentiment and emotion scores. ArSEL
will be made publicly available on http://oma-project.com

to speed up research in the area of emotion recognition
from text. Moreover, using ArSEL in emotion
classification task proved to be efficient with comparable
performance to when utilizing EmoWordNet on an English
dataset. Using ArSEL in a simplistic classification model
outperformed a majority baseline predictor by 30% in
terms of F1 measure. As future work, we would like to
investigate more complex and sophisticated emotion
recognition models and test the proposed models on larger
datasets.
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