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Preface

Given the success of the first and second workshops on Open-Source Arabic Corpora and Corpora
Processing Tools (OSACT) in LREC 2014 and LREC 2016, where the presented papers received large
number of citations, the third workshop (OSACT3) comes to encourage researchers and practitioners of
Arabic language technologies, including computational linguistics (CL), natural language processing
(NLP), and information retrieval (IR), to share and discuss their research efforts, corpora, and tools. In
addition to the general topics of CL, NLP and IR, OSACT3 have given a special emphasis on a new
Arabic Data challenge track.

OSACT3 had an acceptance rate of 65%, where we received 20 papers from which 13 papers were
accepted. We believe that the accepted papers are high quality and present mixture of interesting
topics. This year, we introduced ArabicWeb16, a new Web dataset that is suitable for many research
projects. ArabicWeb16 is a public Web crawl of 150M Arabic Web pages, crawled over the month of
January 2016, with high coverage of dialectal Arabic (about 21%) as well as Modern Standard Arabic
(MSA). One goal of the workshop is to define shared challenges using this dataset. We encouraged
submissions describing experiments for research tasks on the dataset. This includes (but not limited to)
training word-embeddings, deduplication, cross-dialect search, question answering, dialect detection,
knowledge-base population, entity search, blog search, text classification, and spam detection.

We would like to thank all people who in one way or another helped in making this workshop a
success. Our special thanks go to Professor Mona Diab for accepting to give the workshop keynote
presentation, to the members of the program committee who did an excellent job in reviewing the
submitted papers, and to the LREC organizers. Last but not least we would like to thank our authors
and the participants of the workshop.

H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed Miyazaki (Japan), 2018
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ARLEX: A Large Scale Comprehensive Lexical Inventory for Modern
Standard Arabic

Sawsan Alqahtani1,3, Mona Diab1, Wajdi Zaghouani2
1The George Washington University , 2Hamad Bin Khalifa University, 3Princess Nora Bint Abdulrahman University

1Washington DC, USA, 2Doha, Qatar, 3Riyadh, Saudi Arabia
{sawsanq, mtdiab}@gwu.edu, wzaghouani@hbku.edu.qa

Abstract
This paper introduces a lexical resource, ARLEX, for Modern Standard Arabic (MSA) that explicitly lists ambiguity at the lexical and
syntactic levels for each token. Arabic orthography is known for being underspecified for short vowels and other markers such as letter
doubling and glottal stops, known as diacritics. This leads to further ambiguity in orthography with real impact on natural language
processing (NLP) applications, not to mention readability and human language processing. We specifically target listing alternative
ambiguous forms of words within and across the same part of speech (POS), namely where tokens with no specified diacritics may
have multiple possible diacritized alternatives. The entries in this dictionary are constrained to five POS tags: verbs, nouns, adjectives,
adverbs, and prepositions. A morphological analyzer and disambiguator is leveraged to generate the desired linguistic properties. The
resulting inventory, ARLEX, is a large scale comprehensive resource of words, recording their degree of ambiguity at various levels with
example usages. ARLEX could be most useful for NLP applications, pedagogical applications, as well as socio- and psycho-linguistic
studies.

Keywords: Lexicon, Diacritization, Arabic, Ambiguity

1. Introduction
Language ambiguity is an inherent characteristic of natural
languages, which refers to the phenomenon where an in-
stance can be interpreted in multiple ways. Ambiguity is
at the core of problems faced by natural language process-
ing (NLP) applications. Although humans have the ability
to resolve such ambiguity based on their prior knowledge
and context, there are instances (sentences, words, etc) that
require multiple readings to resolve within context. The
problem of natural language ambiguity is further exacer-
bated by conventional orthographic decisions where not all
phonemes are explicitly represented.
Arabic standard orthography is one of these languages that
is underspecified for such phonemes such as short vowels,
gemination, etc, which are collectively represented as dia-
critic marks, aka diacritics. In other words, diacritics are
crucial in denoting both pronunciations as well as mean-
ings of such underspecified words. Most typical text in
Arabic is rendered undiacritized, i.e. missing explicit di-
acritics, thereby compounding the linguistic ambiguity of
text as observed, for instance, during the annotation of the
various text types within the Qatar Arabic Language Bank
project (Zaghouani et al., 2014; Zaghouani et al., 2015; Za-
ghouani et al., 2016b).
Orthographically fully specified Modern Standard Arabic
(MSA) would consist of letters (consonants and long vow-
els) as well as diacritics. Diacritics can be divided into
lexical, which specify the meanings of the words, and in-
flectional, which are added to provide syntactic roles of the
words including syntactic case and mood endings as well as
passivation. They comprise the short vowels (

�
@

�
@ @�),1 gem-

ination marks (
�
@), nunation ( @�

�
@

�
@ ) denoting indefiniteness

1We adopt the Buckwalter Transliteration (Buckwalter, 2002)
system in the inventory.

markers, and the absence of vowels (
�
@) typically used as a

syllable delimiter as well as a mood marker. Because our
concern is the meaning of the words, we only consider the
internal diacritization (lexical) in this inventory and do not
include syntactic case or mood diacritics nor general tan-
ween (i.e. nunation) except where they are frozen, not syn-
tactically motivated.2

A resource that lists words in their typical underspecified
form and their corresponding possible meanings are use-
ful for multiple purposes such as evaluating/building NLP
tools, psycho-linguistic and socio-linguistic studies, as well
as pedagogical applications.
In this paper, we present a monolingual large scale compre-
hensive lexical resource for MSA, ARLEX, which provides
for each undiactrized word: various possible diacritized al-
ternatives, together with other relevant information includ-
ing: part of speech (POS), frequency of usage, genre usage,
in addition to usage examples. It is a large scale automat-
ically acquired inventory of words from multiple genres.
The main objective of this inventory is to explicitly mark
undiacritized forms of Arabic words when they are am-
biguous. ARLEX represents different aspects of ambigu-
ity at the word level: POS (syntactic level) and diacritized
alternatives (lexical level). At the syntactic level, ambigu-
ity indicates that the undiacritized word can have multiple
possible POS tags. If an undiacritized word has a single
POS then it is syntactically unambiguous. Within a given
possible POS tag for an undiacritized form, a word may be
lexically ambiguous as it may have multiple readings due
to either multiple possible diacritizations or the same dia-

2It is also worth noting that the diacritics may also include
glottal stops, elongation, dots on letters, emphatic markers, or any
additional normalization for the text such as replacing @ with

�
@,



@

or @
 where appropriate. However, we do not include them in this
study.
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critized form would have multiple meanings (similar to the
bank ’financial institution’ /bank ’river bank’, in English).
We account for all three ambiguity cases in ARLEX.
We use the morphological analyzer and disambiguator,
MADAMIRA v1 (Pasha et al., 2014), to generate the de-
sired features: POS, diacritized alternatives, and lemmas. It
is important to note that ARLEX is not manually evaluated
but rather uses human annotation in its development; cru-
cially, it is tapping into the underlying morphological ana-
lyzer SAMA. Additionally, where available, we link entries
in ARLEX with Tharwa (Diab et al., 2014). Tharwa en-
riches ARLEX diacritized lemmas with sense information
as well as information such as meaning correspondents in
dialects as well as English. Thus, ARLEX provides com-
plementary information found in Tharwa and morphologi-
cal analyzers such as SAMA.

2. Related Work
The phenomenon of language ambiguity has been investi-
gated previously in several studies (Zaghouani et al., 2016;
Versley, 2006). Zaghouani et al. (2016) provide linguistic
analysis for possible ambiguity effects in MSA and show
that automatic identification of ambiguous words helps re-
duce the annotation time. They ask annotators to tell
whether they agree with the automatic ambiguity identifi-
cation and then add missing diacritics to ambiguous words.
Maamouri et al. (2012) created an educational tool and a
corpus for Arabic reading enhancement by adding the dia-
critics to avoid the issue of word reading ambiguity.
In the the optimal diacritization scheme for Arabic ortho-
graphic representation (OptDiac) project (Bouamor et al.,
2015; Zaghouani et al., 2016a), the focus was to create a
large-scale annotated corpus with the diacritics for a va-
riety of Arabic texts covering more than 10 genres to de-
scribe Arabic word pronunciation, and to create a valuable
resource that can help address the issue of word reading
ambiguity in the Arabic language.
Several lexical resources are available that help other re-
search build and design their studies about languages (Za-
ghouani, 2014). This includes CELEX, Tharwa, AMPN,
and SAMA. ARLEX is in line with such resources.
CELEX (Baayen et al., 1995) is a lexical resource that
provides linguistic information for three languages: En-
glish (160,595 words), Dutch (381,292 words), and Ger-
man (365,530). It compiles available manually annotated
sources to provide detailed information about orthography,
phonology, morphology, syntax, and frequencies at lemma
and word levels. This resource is helpful for disambiguat-
ing the word forms since we may find multiple entries for
the same word with slightly different information. AR-
LEX shares a subset of the objective presented in CELEX.
CELEX, however, does not exist in Arabic.
Tharwa (Diab et al., 2014) is a multilingual lexicon that
addresses the gap between different languages: English,
MSA, and Arabic dialects with a current focus on Egyp-
tian, Iraqi, Levantine. The publicly released Tharwa lexi-
con comprises 29,329 MSA, English, and Egyptian parallel
instances. It is compiled to provide different linguistic in-
formation and help further studies in theoretical and com-
putational linguistics. Although Tharwa provides a large

repository of information about Arabic, it does not provide
all possible alternatives for a given word as one of its ob-
jectives. The current proposed repository is an augmen-
tation step to Tharwa where we link both resources using
the index of MSA lemma and identify whether a diacritized
lemma along with its POS has more than one sense.
AMNP (Hawwari et al., 2013; Zaghouani et al., 2016c) is
a lexical semantic resource for Arabic morphological pat-
terns. They built the morphological patterns’ database us-
ing linguistic generalization of the semantic roles of the ver-
bal predicates in the Arabic PropBank (Diab et al., 2008;
Zaghouani et al., 2010; Zaghouani et al., 2012), which is
a semantically annotated corpus of text from the Annahar
Journal.
SAMA (Maamouri et al., 2010) is a morphological analyzer
of MSA which provides all possible combinations of prefix,
stem, and suffix for a given word. It also provides diacriti-
zation, clitic splitting information, and POS tags for each
morpheme segment. SAMA maintains compatibility tables
that show the appropriate combinations of prefix, stem, and
suffix in MSA. This allows for the divination of all possible
analyses for each given word. It includes 1,328 prefixes,
945 suffixes, and 79,318 stems. ARLEX is built on top of
SAMA as MADAMIRA leverages it to provide all possible
analyses and combinations as a first step in the disambigua-
tion process. Our findings depend on SAMA output.

3. Dataset and Preprocessing
We use two datasets: the Arabic TreeBank
(ATB) (Maamouri et al., 2008).3 and the Contempo-
rary Corpus of Arabic (CCA) (Al-Sulaiti and Atwell,
2006). ATB includes three genres: newswire (NW),
broadcast news (BN), and web blogs (WB); CCA includes
autobiography, children stories, economics, education,
health medicine, interviews, politics, recipes, religion,
science, short stories, sociology, spoken, and tourist travel.
For preprocessing, we split all sentences in CCA at the
punctation sentence periods.4 Moreover, we leverage a di-
alectal identification tool, AIDA v2, to filter dialectal sen-
tences (Al-Badrashiny et al., 2015), especially from the WB
data in the ATB. Table 1 shows the number of sentences and
words in the undiacritized forms for each genre, which also
include numbers and punctuation. It is worth noting that
ARLEX entries are in surface form as they occur in natu-
rally occurring text with no preprocessing, which is differ-
ent from SAMA and Tharwa where the entries are indexed
by lemma form.
The ATB dataset provides human annotation for diacritics,
POS tags, and lemmas for each undiaciritzed word. We use
this information in our lexicon and complement them with
automated information to construct a comprehensive lexi-
con as much as possible in terms of including all possible
choices of alternative linguistic information. We apply the
morphological analyzer and disambiguator, MADAMIRA
(Pasha et al., 2014), to generate such alternatives for each

3Distributed by the Linguistic Data Consortium (LDC)
4CCA corpus includes long paragraphs; thus, we split the cor-

pus by period which is the natural ending punctuation in most texts
and fits our objective which is reducing the length of sentences.
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Genre # Sentences # Words Vocabulary Size
CCA 16,076 818,990 85,288
NW 23,488 630,634 65,404
BN 17,673 287,825 40,646
WB 3,818 58,468 18,222
TOTAL 61,055 1,795,917 142,381

Table 1: Corpus data statistics by genre indicating word types
and word instances, where tokens are surface forms.

undiacritized word. MADAMIRA is trained on SAMA an-
alyzer, discussed in Section 2., to retrieve all possible anal-
yses for a given word and then uses a supervised classi-
fier and a language model to rank the suggested choices.
MADAMIRA do not provide analysis for words that are
not recognized by its system; hence, we do not consider the
automated analysis for such words. Table 2 shows some
statistics of words with no provided analysis per genre.

Genre # Types # Words % of No Analysis % of Genre
CCA 7,311 41,334 60.17% 5.05%
NW 5,127 14,859 21.63% 2.36%
BN 1,702 10,356 15.07% 3.60%
WB 8,961 2,143 3.12% 3.67%
Overall 23,101 68,692 100% 3.82%

Table 2: This table shows the number of types (unique surface
forms of words) and the number of words with no provided analy-
sis in total and per genre. In addition, it shows the percentages of
the words with no provided analysis compared to the total number
of no-analysis words as well as the total number of words of the
corresponding genre.

For CCA, we do not have human annotation for POS tags
and lemmas, so we consider the top choices generated by
MADAMIRA as the correct choice despite the possible er-
rors (i.e. equivalent to the human annotation in ATB). CCA
provides human annotated diacritization on the majority of
the words which accounts for 93.64% of the data. How-
ever, where there is no human annotation for diacritization,
we also use MADAMIRA’s top choice.
For cleaning, we remove case and mood related diacrit-
ics from the diacritized version of the corpus since it does
not contribute to the lexical meanings. We restrict our in-
ventory to have a closed set of POS tags which are verbs,
nouns, adverbs, adjectives, and prepositions.We do not ac-
cept any word normalization.5

MADAMIRA reports an accuracy of 95.9% for POS tag-
ging and 86.3% in diacritization where both gold (i.e. hu-
manly annotated) and automated words being compared
have to be an exact match in tokenization, spelling, and
full diacritization including syntactic case and mood mark-
ers. Alqahtani et al. (2016) evaluates MADAMIRA per-
formance in diacritization in BN and WB genres, which
are not used in MADAMIRA’s training phase. They report
90.65% accuracy for full diacritization and 96.38% in full

5MADAMIRA suggests alternative normalization variants for
the following three groups (

�
@ @



@ Z @
 ), ( ø
 ø ), ( è �è ), as a result

of anticipated spelling errors. For example, one of the suggestions
for the word ”ZAg. P



@” [all around] in MADAMIRA is to convert it

to ”ZAg. P@
” [postpone] which both have very different meanings.

diacritization without case and mood diacritics which is the
one we are using in the current work.

4. Inventory
For each given undiacritized word in the corpus, we com-
pile a list of relevant lexical information which are help-
ful in studies that concern lexical ambiguity in addition to
potentially finding interesting relationships between ambi-
guity and other parameters. This lexicon is tab-serparated
where each record contains the following information for
each undiacritized word:

• UNDIAC: the surface word space-tokenized without
any diacritic marks, i.e. undiacritized word (e.g.
”I. �JºË@” or ” éJ. �J»”);

• DIAC: a possible diacritization for UNDIAC. (e.g.

”I.
��J
�
ºË@” [the books] or ” éJ.

��J
�
»



@” [I am writing it]);

• UNDIAC and DIAC LENGTH: the number of characters
in UNDIAC and DIAC forms;

• UNDIAC TOKEN: the core token/stem of the word with-
out any prefixes and suffixes (e.g. the stem ”I. �J»” for both

”I. �JºË@” and ” éJ. �J»


@”);

• DIAC TOKEN: the diacritized version of the UNDIAC TO-
KEN. This is useful to group words that have the same un-
derlying meanings (e.g. the stem ”I.

��J
�
»” for ”I.

��J
�
ºË@” and

”I.
��J
�
»



@” for ” éJ.

��J
�
»



@”);

• LEMMA: the diacritized lemma of the word. This is also
helpful to further specify the meaning of the word (e.g.
the lemma ”H. A�J»� ” for ”I.

��J
�
ºË@” and the lemma ”I.

��J
�
»” for

” éJ.
��J
�
»



@”);

• POS: the specific tag for DIAC as verb, noun, adjective,
adverb, or preposition (e.g. ” éJ.

��J
�
»



@” is a verb and ”I.

��J
�
ºË@” is

a noun);

• AMBIG POS: For each UNDIAC TOKEN, 0 means that
there is only one possible POS tag, and 1 means that there
are multiple possible tags (e.g. 1 for ”I. �J»”);

• AMBIG DIAC WITHIN POS: For each UNDIAC TO-
KEN within an associated POS, 1 means that we have multi-
ple diacritic alternatives, and 0 means that there is only one
possible reading (e.g. 1 for ”I. �J»” as a verb);

• AMBIG DIAC: For each UNDIAC TOKEN, 1 means that
we have multiple diacritized alternatives within and across
POS, and 0 means that there is only one possible reading
(e.g. 1 for ”I. �J»”);

• Tharwa Index: the index of Tharwa lexicon that has the
same lemma and POS as the current instance;

• Tharwa Ambiguity Within POS And Diac:
Tharwa lexicon includes possible senses of the diacritized
lemma along with its POS represented as possible English
translations. For each LEMMA instead of TOKEN, 0 means
that there is only one sense for the word within the same
POS and DIAC according to Tharwa lexicon, and 1 means
that there are multiple possible senses (e.g. 0 for ”I.

��J
�
»” and

”H. A�J»� ”);
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• UNDIAC *, DIAC *, DIAC POS *: The symbol *
refers to the a specific genre. These labels include infor-
mation about the frequencies of UNDIAC, DIAC, and DIAC
within the associated POS in each genre, respectively. In cal-
culating such frequencies, we only consider the top choices
within context for each word as it occurs in the correspond-
ing gold ATB sentences and the top ranked POS tags and
diacritics generated by MADAMIRA for CCA. We do not
take into consideration the other possible alternatives pro-
vided by MADAMIRA;

• TOTALs: this set of values corresponds to the total fre-
quencies of UNDIAC, DIAC, and DIAC within an associ-
ated POS in the whole corpus;

• SENTENCES: Representative example sentences from the
corresponding corpora, which show the associated DIAC
and POS (top analysis) in context. It is important to note
that some records do not have associated examples be-
cause MADAMIRA provides all possible alternative choices
which may not be present in the corpus as a top choice. For
ATB, we use the gold diacritics and POS tags as the top
choice. For CCA, we use the gold diacritics where avail-
able, for cases missing diacritics, and for all POS tags, we
use the top choice generated by MADAMIRA.

Each record is unique in terms of the diacritic variant,
lemma, POS, and diacritized token such that deeper linguis-
tic layers are available to use for researchers. Because we are
combining gold and automated resources, we need to obtain
the linguistic information which is not provided by the hu-
man annotation from the corresponding automated analysis.
This includes the same diacritics, POS, and lemma in case of
ATB records and the same diacritics in case of CCA records.
Thus, we compare the gold information with its automated
counterparts; if there is a match, we accept the remaining
linguistic information in the automated analysis. If there is
no match, we try to maximize the mapping by editing the
diacritized words in gold and automated resources so they
match each other.

For this reason, words that starts with ’* È@ �ð’ are considered

the same as the ones start with ’* È@ð’ so we do not consider
the presence of the diacritic on the first letter, which is not
necessarily specified since it can be inferred from the deter-
miner ’È@’. We also filter out analysis that are exactly the
same across all linguistic information except the diacritic in
the prefixes ’H. ’ or ’È’ where the diacritic ’ @�’ is optionally

added; for instance, the set of words (’I.
��	J �j.

���K.�’, ’I.
��	J �j.

���K.’) and

(’ ñ ��® ��Ë�’ , ’ ñ ��® ��Ë’) are the same across all linguistic infor-
mation except the diacritic in the prefix. Furthermore, we
filter those analyses whose undiacritized forms of the words
are different than the corresponding gold undiacritized to en-
sure that there is no normalization of the word of any kind.

Additionally, we filter gold entries of the following lem-
mas: typo (e.g. ¡ 	® 	JË @PAª�B� which is missing a space to

separate two valid words), dialect (e.g. YK



AK.�), transerr (e.g.

	PAêm.Ì'@), foreign (e.g. �I	JÊË�), and DEFAULT (e.g. the invalid

words * 	àPA 	® 	£ �ð or * ��ñ 	®Ë�) to further ensure the validity of
the words and its associated examples. We are aware that
some words of such types are valid but given incorrect lem-
mas6 because of their presence with incorrect surrounding

6For instance, the word ’Q��. ��Ë@’ which has the lemma ’DE-

context so that annotators provide them a generic lemma.
However, we choose to remove them all to make the process
systematic and maintain valid lemmas to make the entries of
this lexicon grouped in meaningful way.

To link between Tharwa and ARLEX, We follow similar ap-
proach to maximize their mapping in terms of lemmas and
POS tags. The POS tag sets differ in those resources in addi-
tion to the possible disagreement in the choice of POS tag for
some words such as noun and adjectives. Thus, for match-
ing, if the POS tag in ARLEX is noun, we consider identify-
ing entries in Tharwa in a specific order of matching; we re-
trieve the entry of the first encountered POS tag and neglect
the remaining choices. In particular, we compare the noun
tag to the following order of POS tags in Tharwa: noun,
vbn (i.e. verb, past participle), adjective, noun+prop (i.e.
proper nouns), pple act, noun num (i.e. cardinal number),
and noun+quant (i.e. quantifiers). If the POS tag is verb,
we consider verb and then modal. If the POS tag is adjec-
tive then we consider adjective, pple act, pple pass, noun,
and then adj+elative (i.e. adjective comparative). Adverbs
and prepositions are mapped with their counterparts only be-
cause we have not encountered disagreement.

We first identify Tharwa records in terms of lemma and POS
information. If available, we add the associated Tharwa in-
dex to ARLEX. If no record is found, we compare a lemma
and its POS tag of ARLEX to the word rather than the
lemma and its POS in Tharwa . We similarly add the as-
sociated Tharwa index if available; otherwise, we consider
the Tharwa index as ’-1’ which means no match.

4.1. Inventory Statistics
The analyses in our resource are augmented using pos-
sible valid combinations in SAMA. The number of to-
tal records in ARLEX is 343,919 where each instance is
unique in terms of dicritized word, diacritized token, di-
acritized lemma, Tharwa index,and POS. The number of
entries correspond to gold information is 155,495; the re-
maining are generated automatically without considering
context.

4.1.1. Surface Forms of Words
As mentioned, we only consider a closed set of POS tags.
Table 3 shows the percentages of considered and discarded
tokens with respect to the POS tag per genre. As can be
observed, the set of POS tags we have chosen constitute a
large portion of the dataset which means that the discarded
amount is not significant especially that it includes non-
verbal words (e.g. numbers and punctuations).
The longest undiacritized surface word is 17 characters
whereas the average length is 5 characters. Standard devia-
tion for the undiacritized length is around 1.73 which shows
that most words are spread over the average. We have 23
characters for the longest diacritized word and 8 characters
on average. Most of the diacritized words in the corpus are
of length near the average since the standard deviation is
approximately 2.44.
Table 4 shows statistics at the surface forms in each cat-
egory and overall corpus. The number of unique un-
diacritized surface words along with its POS is 148,396
whereas the number of unique undiacritized surface words

FAULT’ in the ATB corpus and means ’patience or endurance’.
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Statistic NW BN WB CCA All
# Considered tokens 74.18% 81.42% 73.42% 69.81% 73.32%
# Discarded tokens 25.81% 18.58% 26.58% 30.18% 26.67%

Table 3: This table shows per genre: 1. The percentage of the
surface forms of the words with the considered POS tags. 2: The
percentage of the discarded surface forms of the words which have
the remaining POS tags. Both combined construct the full dataset.

Statistic verbs nouns adjs advs preps Total
UNDIAC 37,098 79,451 30,903 171 773 113,570
Percentage 32.67% 69.96% 27.21% 0.15% 0.68% -
DIAC 97,156 114,912 38,668 226 850 229,529
Percentage 42.33% 50.06% 16.85% 0.1% 0.37% -
DIAC Increase 61.82% 30.86% 20.08% 24.34% 9.06% 50.52%

Table 4: This table shows the number of unique surface forms of
the word for each category and for the whole corpus.

regardless of the POS is 113,570. This accounts for approx-
imately 24% overlap between the surface words of different
POS categories. Noun is the dominant category which ac-
counts for 69.96% of the unique undiacritized words. Verb
and adjective are the following categories which account
for almost half of the occurrences of noun in the undia-
critized version. Adverb and preposition comprise signifi-
cantly a much smaller portion of the whole lexicon.
These observations change when the surface words are ren-
dered diacritized. The number of unique diacritized sur-
face word along with their corresponding POS is 481,341
whereas the number of unique diacritized words is 229,529
which shows around 53% overlap between diacritized
words across different POS categories. Nouns and verbs
are the most frequent POS tags that occur in the lexicon; ad-
jective follow them in rank with a considerable gap. Verbs
are the most frequent POS category that have diacritic vari-
ations which accounts for 61% increase of the number of
surface words. The remaining POS categories experience
increase due to diacritic variations at 20% to 30% except
the preposition which goes under 9% increase. Overall, We
have around 50% increase due to diacritic variations in the
whole corpus.

4.1.2. Tokens and Lemmas
Table 5 shows statistics regarding the token and lemma lev-
els for each POS tag. We consider the main token of the
word to reduce sparseness in the data and to further focus
in the underlying meaning. The number of undiacritized
tokens is reduced by 44,330 which is 39% reduction com-
pared to the surface forms. Noun is still the dominant POS
category in the undiacritized token followed by verb and
adjectives. The diacritized version of token follow the same
pattern as the diacritized surface words. Verb is the most
affected category due to diacritics which undergoes double
increase in size. Adjective is the following POS category
which accounts for around 33% diacritic variations. Noun
then follows them in rank whereas adverb and preposition
do not increase at a considerable percentage.
The lemma of the word further reduces sparseness as it fo-
cuses in the main meaning. As we can see from Table 5,
noun has the most variations of lemmas followed by verbs
and adjectives with significant gap. The number of unique
lemma along with its POS tag is 28,606. The number of

Statistic verbs nouns adjs advs preps Total
UNDIAC 26,769 42,670 18,740 126 503 69,240
Percentage 38.66% 61.63% 27.07% 0.18% 0.73% -
DIAC 58,733 60,568 28,030 143 537 134,652
Percentage 43.62% 44.98% 20.82% 0.11% 0.40% -
DIAC Increase 54.42% 29.55% 33.14% 11.89% 6.33% 48.59%
LEMMA 6,736 15,653 5,725 113 379 25,223
Percentage 26.70% 62.06% 22.70% 0.45% 1.50% -

Table 5: This table shows statistics at the token and lemma levels.

lemmas that are not found in Tharwa is 14,082 which ac-
count for 49.23%, which is a considerably high percentage.
We also target ambiguity at different levels: syntactic and
lexical. For the syntactic level, we have 18,043 undia-
critized stems that are ambiguous at the POS which ac-
counts for around 26%. For the diacritic alternatives, we
have 25,664 undiacritized stems that are ambiguous in
terms of the diacritic variations. The number of undia-
critized tokens that are ambiguous within the POS tags are
26,067. If we do not constraint the ambiguity within the
POS tag, the number of ambiguous words increase which is
39,413 undiacritized tokens. The number of lemmas along
with their POS tags that are ambiguous within the diacrit-
ics is 1,395 such that we include all lemmas in our lexicon
even the ones that have no link to Tharwa. We do not have
knowledge of the sense ambiguity within the diacritics of
the remaining lemmas.

4.2. Discussion
The absence of diacritics adds an additional layer of ambi-
guity in MSA. Diacritics help specify the exact meanings
or even reduce the number of possible senses for a given
undiacritized word. Although this sounds appealing and
has proven beneficial in some tasks (Vergyri and Kirchhoff,
2004; AlHanai and Glass, 2014), full diacritization might
also have performance degradation in some NLP applica-
tions (Alqahtani et al., 2016; Diab et al., 2007) and human
reading speed.
Maamouri et al. (2006) shows that there are three types of

ambiguity caused by diacritics: ambiguity within POS tags,
ambiguity for the same grapheme without considering POS
tags, and ambiguity that is related to case and mood infor-
mation. The former type concerns structural and grammati-
cal level of ambiguity whereas the first two types are lexical
which is our focus in this paper.
It has been claimed that frequency may play a significant
role in disambiguation where words that frequently occur
tend to be less ambiguous and that such frequency varies
depending on the genre (Stokoe et al., 2003; Mihalcea et
al., 2004; Lee and Myaeng, 2002). The current resource
provides three types of frequencies: diacritized within a
particular POS, undiacritized, diacritized words in addi-
tion to fine-grained frequencies for each genre so that re-
searchers would be able to pick certain genres suitable
for their studies. This lexical resource shows gaps in the
frequency distributions among the alternative choices for
each undiacritized word which may lead to having multiple
choices for the same undiacritized word that have equal or
close frequency approximation. This leads to an erroneous
expectations which one must be careful about when having
a limited-size data.For example, the word ’Q 	ª�



@’ can have
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the following valid choices: ’Q �	ª ��
�

@’[lesser/minimum/less]

or ’Q
��	ª ��

�

@’[I make something smaller] with frequencies 11

and 0, respectively.7 This example clearly shows the sig-
nificant difference in the frequency.
POS is an important factor that specifies the syntactic cate-
gory of a word in a sentence (Ballesteros and Croft, 1998).
It further helps refine the available diacritic alternatives for
the undiacritized word and identify the specific meaning.
For example, the word ’Q¢ ��’ can be ’Q �¢ ���’[bisector] as a

noun and ’’[sundered] or ’ �Q �¢ ���’[bisect] as verbs; there is no
ambiguity within POS when the word is a noun because it
can only take one form. On the other hand, the word is am-
biguous in the case of verbs because it can take one of the
two forms.
The main limitation of this resource is the automatic gener-
ation of linguistic information for each undiacritized word.
In other words, we are relying on MADAMIRA for linguis-
tic alternatives and have not evaluated this lexical resource
through manual annotation. However, it is also costly and
labor-intensive to create gold humanly-annotated lexical re-
source that provide all possible analysis and replace such a
resource.

5. Conclusion
The main objective of this lexical resource is to help lexical-
decision making based on explicitly marking within-POS
ambiguity which means having multiple diacritic alterna-
tives for the same undiacritized words within a particu-
lar POS. It also provides lexical information that is auto-
matically generated including diacritic alternatives, POS,
word length, frequencies (within and across varying cor-
pora of different domains and genres) in addition to explic-
itly marking undiacritized words that have multiple possi-
ble POS, as well as providing usage examples. This re-
source will be used for readability experiments where we
evaluate the impact of ambiguity and level of diacritization
in human readings.
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Slovenia.

Zaghouani, W., Hawwari, A., Diab, M., OGorman, T., and
Badran, A. (2016c). Ampn: a semantic resource for
arabic morphological patterns. International Journal of
Speech Technology, 19(2):281–288.

Alqahtani et al.: ARLEX: A Large Scale Comprehensive Lexical Inventory for Modern ... 7

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



An Arabic Dependency Treebank in the Travel Domain

Dima Taji, Jamila El Gizuli, Nizar Habash
Computational Approaches to Modeling Language Lab

New York University Abu Dhabi, UAE
{dima.taji,nizar.habash}@nyu.edu

Abstract
In this paper we present a dependency treebank of travel domain sentences in Modern Standard Arabic. The text comes from a
translation of the English equivalent sentences in the Basic Traveling Expressions Corpus. The treebank dependency representation is
in the style of the Columbia Arabic Treebank. The paper motivates the effort and discusses the construction process and guidelines. We
also present parsing results and discuss the effect of domain and genre difference on parsing.
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1. Introduction
Treebanks, or annotated corpora, are essential for Natural
Language Process (NLP) tasks. Such tasks include build-
ing lexicons, inferencing grammars, and creating compu-
tational analyzers, which can all be improved by creat-
ing treebanks with different kinds of linguistic annotations
(Abeillé, 2012). Treebanks with rich and good quality an-
notation are very expensive resources to create. They re-
quire a large number of man-hours to create and audit.

Treebanks can be in multiple genres, or genre-specific.1

However, there is a tradeoff between the cost of the size,
the diversity of a corpus, and having enough content in one
genre or domain to be able to make generalizations. As
a result, many treebanks tend to be predominantly of one
specific genre, but may add some samples of other genres.
For example, the Hindi/Urdu Treebank (Bhat et al., 2017)
is predominantly in the news domain with 85.3% of its sen-
tences coming from news articles, and only 14.7% from
other domains (9.7% from conversations, and 5% from the
travel domain). Webber (2009) shows that the Penn Tree-
bank (Marcus et al., 1994) consists of 90.1% news articles,
4.9% essays, 2.6% summaries, and 2.4% letters, and it is
still considered to be a news domain treebank. Similarly,
Maamouri et al. (2010) demonstrate that the Penn Ara-
bic Treebank (PATB) (Maamouri et al., 2004) consists of
39.9% newswire text, 28.2% broadcast news, 18.6% broad-
cast conversation in both Standard and Dialectal Arabic,
and 13.3% web texts.

In this paper we describe a small Modern Standard Ara-
bic (MSA) treebank, created using a travel corpus. This
treebank will be the seed of a larger multi-genre, and multi-
dialect Arabic treebank. The corpus we are using is part of
an MSA translation by Eck and Hori (2005) of the Basic
Travel Expression Corpus (BTEC) (Takezawa et al., 2007),
henceforth MSABTEC. As far as we know, there is no tree-
bank based on this corpus.

1The terms domain, genre, topic and style have been discussed
a lot in the field (Lee, 2002; Van der Wees et al., 2015; Ide and
Pustejovsky, 2017), and many authors discussed their ambiguous
and overlapping use. For the rest of this paper we use the term
travel domain, following Takezawa et al. (2007) whose corpus
was the basis for the translated corpus we treebank.

In Section 2, we discuss related work followed by a de-
scription of the corpus we annotate in Section 3. In Sec-
tion 4, we discuss the annotation format; and in Section 5
the annotation process. Finally, we present some results on
benchmarking parsing on our corpus and a comparison with
a major news-domain Arabic treebank in Section 6.

2. Related Work
BTEC is a collection of conversational phrases that cover
various situations in the travel domain in Japanese, and
their translations into English and Chinese (Takezawa et
al., 2007). The sentences in the corpus were collected from
bilingual travel experts, and were based on their experience
rather than being transcribed. The corpus was later trans-
lated into more languages including Arabic (Eck and Hori,
2005), where it was used for evaluating machine translation
systems.

Another treebank that included phrases from the travel
domain is the Hindi/Urdu treebank (Bhat et al., 2017).
Even though the majority of the treebank comes from news
sources, it contains 15K words, making up 1,058 sentences
relating to heritage and tourism. This part of the data
was specifically added to counteract the bias that could
result from using data in one specific domain, news in
this instance. The treebank contains dependency, phrase-
structure, and PropBank-inspired (Kingsbury et al., 2002)
annotations.

The Penn Treebank is a well known resource, that con-
tains phrases mostly from the news domain. The treebank
was annotated for genres as part of the Penn Discourse
Treebank (Miltsakaki et al., 2004), and Webber (2009)
shows that the different genres can have different charac-
teristics.

The Penn Arabic Treebank (PATB) is the primary tree-
bank for work on Arabic syntactic analysis. It uses a
phrase-structure representation, but has been converted to
other dependency formalisms (Habash and Roth, 2009; Taji
et al., 2017). The PATB contains various parts that come
from different domains and resources. PATB comes in 12
parts (Diab et al., 2013), that are mostly from news or
web sources (Maamouri et al., 2010). Other related tree-
banks were developed by the Linguistic Data Consortium

Taji et al.: An Arabic Dependency Treebank in the Travel Domain 8

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



(LDC) in various dialects such as Egyptian (Maamouri et
al., 2012), and Levantine (Maamouri et al., 2006), where
the data came from transcribing recorded conversations.

The first dependency Arabic treebank was the Prague
Arabic Dependency Treebank (PADT) (Hajič et al., 2004).
It employed a multi-level description scheme for functional
morphology, analytical dependency syntax, and tectogram-
matical representation of linguistic meaning.

Another large Arabic treebank is the Columbia Arabic
Treebank (CATiB) (Habash and Roth, 2009). CATiB has
around 250K words that were annotated directly in its de-
pendency representation, in addition to a fully converted
version of the PATB (PATB-CATiB). CATiB focuses on
news domain text in Standard Arabic. Most recently, Taji
et al. (2017) converted the PATB into the formalism of the
Universal Dependency (UD) project (Nivre et al., 2016) via
an intermediate step of mapping to CATiB dependencies.

The Quran Corpus is another important Arabic syntactic
corpus of the very specific genre of holy scripture (Dukes
and Buckwalter, 2010). It has its own representation
scheme which is a hybrid dependency and constituency.

In this work, we annotate in the format of the CATiB
treebank and compare to UD representations. And we
present a comparison with the news domain as captured in
the PATB.

3. Our Corpus
For our corpus, we selected the MSA translation of BTEC
(Eck and Hori, 2005). Our selection contains 2,000 sen-
tences making a total of 15,929 words (7.9 words/sen-
tence). The sentences chosen are the same as those in
CORPUS-25 from the Multi Arabic Dialect Applications
and Resources (MADAR) project (Bouamor et al., 2018).
The text of the corpus, coming from BTEC, is full of travel
related expressions such as inquiring about the prices of ho-
tel rooms, asking for directions, requesting help, ordering
food, etc. Being conversational, it also has a high percent-
age of first and second person pronouns and conjugations.
Below are examples of sentences from MSABTEC:

• . I. �
J.£ úÍ@
 h. A�Jk


@ ÂHtAj ǍlY Tbyb.2 ‘I need a doctor.’

• ?Qº�ð �éÖß
Q» krymh̄ wskr? ‘Cream and sugar?’

• ? �èP@ 	Qk. Ém× H. Q�̄

@ 	áK




@ Âyn Âqrb mHl jzArh̄?

‘Where is the nearest butcher?’

4. Annotation Format
To maximize compatibility with previous efforts, we fol-
lowed the Columbia Arabic Treebank (CATiB) (Habash
and Roth, 2009) annotation guidelines, and tokenization
schemes used by previous Arabic treebanks. We chose this
format because it uses traditional Arabic grammar as the in-
spiration for its relational labels and dependency structure
(Habash and Roth, 2009), making it intuitive for Arabic
speakers, and allowing for faster annotation. In addition,
this format can be automatically enriched with more mor-
phological features (Alkuhlani et al., 2013), and converted

2Arabic transliteration is presented in the Habash-Soudi-
Buckwalter scheme (Habash et al., 2007).

into other dependency formats such as the Universal De-
pendency format (Taji et al., 2017). Except for a number of
minor specifications for some new syntactic constructions,
there was no change to the guidelines for tokenization, part-
of-speech (POS) tag set, and relations.

4.1. Tokenization
The tokenization followed in the treebank creation is the
same tokenization scheme used in PATB. This scheme tok-
enizes all the clitics, except for the definite article +È@ Al+
‘the’ (Habash, 2010). The 2,000 sentences in our corpus
consist of 18,628 tokens (manually checked).

4.2. Annotation Scheme
For our treebank, we followed the CATiB dependency an-
notation scheme. This scheme is designed to be speedy for
annotation, and intuitive for Arabic speakers. We also used
the guidelines that were prepared for the CATiB annotation
project (Habash et al., 2009).

4.2.1. POS Tags
The CATiB annotation scheme uses six POS tags which
are NOM for all nominals excluding proper nouns, PROP
for proper nouns, VRB for active-voice verbs, VRB-PASS
for passive-voice verbs, PRT for particles, which include
prepositions and conjunctions, and PNX for punctuation
marks.

4.2.2. Relations
There are eight relations used in the CATiB scheme: SBJ
for the subjects of verbs and the topics of simple nomi-
nal sentences; OBJ for the objects of verbs, prepositions,
or deverbal nouns; TPC for the topics of complex nomi-
nal sentences which contain explicit pronominal referents;
PRD for the complements of the extended copular con-
structions; IDF for marking the possessive nominal con-
struction (idafa); TMZ for marking the specification nom-
inal construction (tamyiz); MOD for general modification
of verbs or nominals; and, finally, — for marking flat con-
structions such as first-last proper name sequences.

4.2.3. Syntactic Structures
Since the original CATiB treebank, as with the Penn Ara-
bic treebank, was focused on the news genre, there were
many syntactic constructions that MSABTEC introduced
that needed special attention. In particular, there was an
abundance of interrogatives, and first and second person
statements in MSABTEC compared to CATiB. To address
these constructions, additional guideline specifics and clar-
ifications were added. All of these extensions followed nat-
urally from the spirit of the original guidelines. For exam-
ple, an interrogative pronoun such as 	áÓ man ‘who/whom’
is often sentence-initial, but it can be the subject or the ob-
ject of a verb: ? ¼+ ©ÖÞ� 	áÓ man samiςa +ka? ‘who heard

you?’ versus ? �IªÖÞ� 	áÓ man samiςta? ‘whom did you
hear?’. Similarly, in Figure 1 (C), the interrogative ad-
verb 	áK




@ Âyn ‘where’ is treated as the predicate head of a

copular sentence since that is the syntactic role of the an-
swer to the question. For another common example in this
genre, single word interjections such as 	­�

�
@ Āsf ‘sorry’
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or
�
@Qº �� škrAã ‘thanks’ are treated as independent sentence

trees that attached directly to the main root of the sentence
they appear in.

4.3. Interface
The annotation was done using the TrEd annotation inter-
face (Pajas, 2008), which was also used by Habash and
Roth (2009) for CATiB annotation.

Figure 1 illustrates the annotation scheme of three exam-
ples from the MSABTEC Treebank in the CATiB format
in which they were annotated. We also provide, for com-
parison, the analysis in the increasingly popular Universal
Dependency representation (Nivre et al., 2016; Taji et al.,
2017).

5. Annotation Process
The annotation process we followed in the preparation of
this treebank is the same process described by Habash and
Roth (2009), which consisted of the following steps: (a)
Automatic Tokenization and POS Tagging, (b) Manual Tok-
enization Correction, (c) Automatic Parsing, and (d) Man-
ual Annotation. In this section, we discuss what we did
for these steps as well as report on annotator(s), speed, and
inter-annotator agreement.

5.1. Annotator(s)
Due to the relatively small size of our treebank, we had
only one annotator working on the task. Our annotator is
an educated native Arabic speaker, who was trained on the
CATiB scheme and the use of TrEd as part of her work
on the original CATiB project (Habash and Roth, 2009).
To evaluate inter-annotator agreement, we worked with a
second annotator who was asked to annotate a small part of
the treebank (see below).

5.2. Automatic Tokenization and POS Tagging
We used MADAMIRA (Pasha et al., 2014) to tokenize and
POS tag the input sentences. We used MADAMIRA’s con-
figuration for PATB tokenization and CATiB POS tags.

5.3. Manual Tokenization Correction
Our annotator then manually checked and fixed all of the to-
kenization errors. This also included the correction of typos
and spelling changes resulting from wrong automatic anal-
ysis. Overall there were 2.8% tokenization errors, which is
higher than MADAMIRA’s reported tokenization error rate
(around 1.1%). The increase is most likely due to the differ-
ence in genre between the data used to train MADAMIRA
and our corpus.

5.4. Automatic Parsing
We ran the data with the fixed tokenization through the
CamelParser (Shahrour et al., 2016), which is trained on
the gold CATiB representation of the training data from the
PATB parts 1, 2, and 3, according to the splits proposed by
Diab et al. (2013). We present automatic parsing quality
results in Section 6.2.

(A)

. I. �
J.£ úÍ@
 h. A�Jk


@

ÂHtAj ǍlY Tbyb.
‘I need a doctor.’

CATiB
—————-

VRB

h. A�Jk


@ ÂHtAj

‘need.1S’

MOD

PRT
úÍ@
 ǍlY

‘for’

OBJ

NOM
I. �
J.£ Tbyb

‘doctor’

MOD

PNX
. .
‘.’

NUDAR
—————-

VERB

h. A�Jk


@ ÂHtAj

‘need.1S’

OBJ

NOUN
I. �
J.£ Tbyb

‘doctor’

CASE

PREP
úÍ@
 ǍlY

‘for’

PUNCT

PUNC
. .
‘.’

——————————————————————-
(B)

? Qº� ð �éÖß
Q»
krymh̄ w skr?

‘Cream and sugar?’
CATiB

—————-
NOM�éÖß
Q» krymh̄

‘cream’

MOD

PRT
ð w

‘and’

OBJ

NOM
Qº� skr
‘sugar’

MOD

PNX
? ?
‘?’

NUDAR
—————-

NOUN�éÖß
Q» krymh̄

‘cream’

CC

CCONJ
ð w

‘and’

CONJ

NOUN
Qº� skr
‘sugar’

PUNCT

PUNC
? ?
‘?’

——————————————————————-
(C)

? �èP@ 	Qk. Ém× H. Q�̄

@ 	áK




@

Âyn Âqrb mHl jzArh̄?
‘Where is the nearest butcher?’

CATiB
—————-

NOM
	áK




@ Âyn

‘where’

SBJ

NOM

H. Q�̄

@ Âqrb

‘nearest’

IDF

NOM
Ém× mHl
‘place’

IDF

NOM�èP@ 	Qk. jzArh̄
‘butchery’

MOD

PNX
? ?
‘?’

NUDAR
—————-

ADV
	áK




@ Âyn

‘where’

NSUBJ

ADJ

H. Q�̄

@ Âqrb

‘nearest’

NMOD:POSS

NOUN
Ém× mHl
‘place’

NMOD:POSS

NOUN�èP@ 	Qk. jzArh̄
‘butchery’

PUNCT

PUNC
? ?
‘?’

Figure 1: The structures for example trees from the
MSABTEC Treebank in CATiB format, and their counter-
part in the Arabic Universal Dependency (NUDAR) format
(Taji et al., 2017).
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5.5. Manual Annotations
The output of the automatic parsing was given in TrEd’s .fs
format to the annotator to manually fix the POS tags, the
relation labels, and the syntactic structures of the trees.

5.6. Annotation Speed
The manual fixing of the tokenization took the annotator
10 hours of work at the speed of 1,593 words/hour. The
manual correction of the parsed trees (POS, relations, and
structure) took 40 hours of work at the speed of 466 to-
kens/hour (398 words/hour). This number is comparable to
the speed reported by Habash and Roth (2009) (540 token-
s/hour). The sentences in their treebank were of the same
genre as the data used to train the automatic parsers unlike
our case; furthermore, their sentences are much longer than
ours (32.0 words/sentence compared to our 7.9 words/sen-
tence). These two issues may explain part of the difference
in speed. The end-to-end speed (from raw words to fully
corrected trees) is 319 words/hour.

5.7. Inter-Annotator Agreement
To check the consistency of our annotations, we had an-
other person with previous experience in dependency anno-
tation annotate a subset of 100 sentences from this treebank.
The second annotator started from the CamelParser output
on the same corrected tokenization produced by the first
treebank annotator. The inter-annotator agreement scores
are 98.7% on POS agreement, 96.1% on label agreement,
90.6% on attachment agreement, and 89.7% on labeled at-
tachment agreement. This is close to the highest average
pairwise inter-annotator agreement number reported on the
creation of the CATiB Treebank (Habash and Roth, 2009).

6. Results
We present next a comparison between our treebank and the
Penn Arabic Treebank, followed by benchmark results of
the performance of a state-of-the-art parser on our corpus.
We use the abbreviation PATB to refer to facts about the
content of the Penn Arabic Treebank, and PATB-CATiB to
refer to the CATiB dependency representation of it.

6.1. Comparison with Penn Arabic Treebank
Our corpus is from the travel genre, which has some char-
acteristics that are different from those of the news genre.
For example, the average sentence length in MSABTEC
is 7.9 words/sentence (9.3 tokens/sentence), as opposed to
PATB’s average of 32.0 words/sentence (37.6 tokens/sen-
tence). Over 40% of MSABTEC sentences contained a
question, while in PATB this percentage did not exceed
2.6%. This is expected as travel corpora are more likely
to include questions and answers by travelers.

Moreover, the most frequent words in both corpora vary
distinctly. MSABTEC’s most frequent verb is 	áºÖß
 yumkin
‘can’, which is often used when asking for help. In PATB,
however, the most common verb is ÈA�̄ qAl ‘said’, which is
commonly used for reporting news. In addition, question
words such as Õ» kam ‘how much’, Éë hal ‘do/does’, and
	áK
 @ Âyn ‘where’ appear in the set of the most frequent 50

words in MSABTEC, whereas no question words appear in

the set respective to PATB. Frequent nouns in MSABTEC
include É 	� 	̄ faĎl ‘favor/please’, Õ�̄P raqam ‘number’, and
�é 	̄Q 	« γurfah̄ ‘room’. In PATB, the most frequent nouns in-
clude ��

KP raŷiys ‘president’, 	àA 	JJ. Ë lubnAn ‘Lebanon’, ÐñJ
Ë @
Alyawm ‘today’, and �èYj�JÖÏ @ Almut∼aHidah̄ ‘the united’.

Another phenomenon that differentiates MSABTEC and
PATB is the pronoun frequencies. On the one hand, the
most frequent pronouns appearing in MSABTEC are ¼+
+k, which is the second person singular pronoun in ac-
cusative, and ø
 + +y and ú


	G+ +ny, which are the first person

singular pronouns in genitive and accusative cases, respec-
tively. On the other hand, the most frequent pronouns ap-
pearing in PATB are è+ +h and Aë+ +hA, which are the
masculine and feminine third person singular pronouns,
respectively. This leads to the obvious conclusion that
MSABTEC mostly contains conversational text that refer
to the speaker or the listener, whereas PATB’s most domi-
nant style is that of reporting in the third person, which is
expected of a news genre corpus.

6.2. Automatic Parsing Quality
We compare the performance of a state-of-the-art parser
on our MSABTEC corpus, against its performance on a
standard test set from the same corpus it was trained on.
The parser we are using is the CamelParser (Shahrour et
al., 2016), which was trained and optimized on the PATB-
CATiB corpus training set. The results are reported on the
PATB-CATiB test set and the entire MSABTEC corpus.
The evaluation metrics we are using are Labeled Attach-
ment Score (LAS), Unlabeled Attachment Score (UAS),
and Label selection, which measure the accuracy of the
parser in predicting both the label and the parent, the parent
only, and the label only, respectively.

LAS UAS Label
PATB-CATiB test 83.8% 86.4% 93.2%
MSABTEC 73.5% 77.0% 90.5%

Table 1: The evaluation of the CamelParser prediction on
data from PATB-CATiB test and MSABTEC

The error increase in the results of MSABTEC from the
results on PATB-CATiB test for the LAS, UAS, and La-
bel selection is 64%, 70% and 39%, respectively. This
shows that the genre difference between the training data
and the testing data significantly affects the performance
of the parser. The previously described characteristics that
differ between PATB and MSABTEC (sentence length, pre-
vailing person, and different frequent words) can explain
this decline in performance. The large performance drop
highlights the need for creating treebanks in less-studied
genres to support research on them.

7. Conclusion and Future Work
We presented a small dependency treebank of travel
domain sentences in Modern Standard Arabic. The
text comes from a translation of the English equivalent
sentences in the Basic Traveling Expressions Corpus. The
treebank dependency representation is in the style of the
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Columbia Arabic Treebank. Our parsing evaluation of the
constructed treebank confirms the need for more treebanks
in different genres and domains to support research on
multi-domain, multi-genre parsers.

In the future, we plan to expand our annotation efforts
to other genres and domains as well as to other Arabic di-
alects. We are also very interested in using the created cor-
pus in improving Arabic syntactic parsing. Since the data
we created is small in size compared to the large dominant
treebanks, we plan to pursue the genre and domain adapta-
tion research direction. We also plan to make this resource
publicly available to support research on Arabic syntactic
parsing.
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Abstract 

Developing easy-to-read written medicine information continues to be a challenge in health communication. Readability aims to gauge the 

difficulty level of a text. Various formulas and machine learning algorithms have proposed to judge the readability of health materials and 

assist writers in identifying possible problems related to text difficulty. For this reason, having corpus annotated with readability levels is 

fundamental to evaluating the readability formulas and training machine learning algorithms. Arabic suffers from a lack of annotated corpora 

to evaluate text readability, especially for health materials. To address this shortage, we describe a baseline results towards constructing 

readability corpus ARC-WMI, a new Arabic collection of written medicine information annotated with readability levels. We compiled a 

corpus of 4476 sentences with over 61k words, extracted from 94 sources of Arabic written medicine information. These sentences were 

manually annotated and assigned a readability level (“Easy,” “Intermediate,” or “Difficult”) by a panel of five health-care professionals.  

Keywords: Corpus annotation, Readability corpus, Written medicine information 

 

1. Introduction 
Corpus annotation is the practice of adding metadata to a 

collection of text (Baker, 1997). These metadata relate to 

specific parts of the text (i.e., a word or a sentence) and are 

used to add both linguistic and descriptive information to it. 

Annotated corpora emerged to model various language 

phenomena and to train algorithms (Pustejovsky and Stubbs, 

2012). There are different types of annotation tasks: one 

relates to linguistic models, such as a semantic annotated 

corpus (Basile et al., 2012) and a syntax annotated corpus 

(Brants et al., 2002), and the other relates to natural language 

processing (NLP) tasks, such as an inference corpus 

(Bowman et al., 2015).  

Many recent studies have emerged to address the need for 

large health materials corpora with linguistic or NLP related 

metadata added to the text. There are health materials 

annotated corpora with sentiment-related information, such 

as clinical sentiment corpus (Deng et al., 2016), and other 

health related materials annotated with linguistics metadata, 

such as clinical part-of-speech tagging corpus (Pakhomov et 

al., 2006). Adding these metadata to health materials provides 

better insight into the data and facilitates obtaining robust 

results from the analyses. 

Written medicine information (WMI) refers to the written 

information leaflet that accompanies medications (Koo et al., 

2006). WMIs play an important role in educating consumers 

about their medicines. To contribute effectively to healthcare 

                                                           
1 http://www.sfda.gov.sa/En/Pages/default.aspx 

decision-making, these resources should be written at a level 

readable by any patient. Known as health literacy, measuring 

the readability for health related text is a long-established 

problem. Health literacy is defined as the degree to which 

individuals have the ability to understand basic health to 

make appropriate health decisions (Hewitt, 2012). Different 

methods have been used, such as traditional formulas and 

machine learning algorithms, to predict the text difficulty 

level and automatically predict the level of text readability. 

These methods need to be evaluated using a corpus annotated 

with readability levels (Koo et al., 2006). 

In this paper, we introduce the ARC-WMI Arabic Readability 

Corpus. Comprised of more than 4000 sentences, it contains 

WMIs annotated with readability levels and collected from 

two sources: the Saudi Food and Drug Authority (SFDA)1 

and the King Abdullah Bin Abdulaziz Arabic Health 

Encyclopedia (KAAHE).2 The ARC-WMI will address the 

need for a readability corpus to evaluate the readability 

algorithm and the formulas in the Arabic health domain.  

This paper is organized as follows: Section 2 reviews the 

related work on the readability corpus field. Section 3 

outlines the constructed corpus. Section 4 presents the 

methodology (in detail) that we used for the annotation 

process. The conclusion and future directions follow in 

Section 5.  

2 https://www.kaahe.org/en/ 
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2. Related works  
Numerous studies have emerged to address the need for a 

gold standard corpus for readability assessments in the health 

field. There are two common methods for evaluating text 

readability: (1) direct evaluation and (2) pair-wise 

comparison. In the direct evaluation method, the annotator 

assigns absolute scores or labels that reflect the text difficulty 

and uses the resulting mean readability score as the overall 

text difficulty score. Many studies, such as the one by 

(Kandula and Zeng-Treitler, 2008), where they annotated 324 

health documents with the readability level based on a 1–7 

Likert scale, follow this method to annotate text for 

readability. Another study (Rosemblat et al., 2006), used the 

same method to evaluate the readability of 22 consumer 

health texts based on linguistic and stylistic features. In the 

pairwise comparison method, the annotator will compare 

between two texts and judge the relative readability score 

between them. However, in this study (Van Oosten and 

Hoste, 2011), they used a pair-wise comparison to evaluate 

the readability of a large corpus that contained domain-

specific documents, manuals, and patient information 

leaflets.  

There has been a significant amount of work on linguistic 

related corpora for Arabic text, including morphological 

segmentation (Dukes and Habash, 2010), punctuated corpora 

(Zaghouani and Awad, 2016), and in-depth work on 

sentiment corpora (Abdul-Mageed and Diab, 2012). In 

contrast, Arabic suffers from a shortage of well-formed 

readability corpus, especially for health related materials. In 

this paper, we construct a collection of readability annotated 

WMIs texts to describe an ongoing effort to fill this gap. 

3. Corpus description  
In the Arabic Readability Corpus for Written Medicine 

Information (ARC-WMI), the readability annotation was 

conducted at the sentence level in which selected sentences 

from each piece of WMI was evaluated based on three 

readability levels (Easy, Intermediate, and Difficult). A total 

of 4476 sentences and approximately 61k words were 

collected from 94 WMIs. The WMIs were collected from two 

sources: 47 WMI from the Saudi Food and Drug Authority 

(SFDA) and 47 WMI from the King Abdullah Bin Abdulaziz 

Arabic Health Encyclopedia (KAAHE) . Table 2 illustrates 

the word and sentence distributions in each source. These two 

sources have different text structures and use different 

subheadings and sections, as shown in Figure 2, which forced 

us to define the distribution of the sentences for each WMI. 

In our corpus, we designed a coding scheme to enable the 

unique and descriptive tag identification for the sentences of 

any of the WMIs. 

The ID tag naming follows this pattern: 

“𝑆𝑜𝑢𝑟𝑐𝑒(𝑓𝑖𝑙𝑒𝑛 )_𝑆𝑧_(𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑡)”, where Sz indicates the 

section number for each destination source (KAAHE or 

SFDA), as shown in Table 1. We defined the annotation 

values for the tags as integer numbers related to the text 

difficulty level (1. Easy; 2. Intermediate; 3. Difficult). 

 

 

Figure 1 SFDA and KAAHE Structure 
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Table 1 Sentence coding 

 
Table 2 Words and sentences distribution 

Source SFDA KAAHE Total 

Word 

count 
31995 29400 61395 

Sentences 2231 2245 4476 

4. Annotation Methodology 
We followed the annotation process pipeline defined by 

(Pustejovsky and Stubbs, 2012) to create an ARC-WMI with 

a readability annotations. Figure 2 shows the workflow and 

the main phases for the readability annotation process. The 

annotation modelling and guidelines define the annotation 

policy for the annotators and they identify the annotation 

values to be assigned for each sentence. Our readability 

guidelines focused on identifying the readability levels and 

they described how the difficulty level should be assigned for 

a given sentence. We defined three levels of text readability 

(Easy, Intermediate, and Difficult), as shown in Table 4. 

 

 
Figure 2 Annotation process pipeline 

SFDA section (English) SFDA section (Arabic) Sentence coding 

What is the medicine, and the reason of the 

usage? 

و ما هي دواعي استعماله الدواء ما هو  SFDA(File#)_S0_(Sentence#) 

Before taken the medicine الدواء قبل القيام بتناول   SFDA(File#)_S1_(Sentence#) 

How to take the medicine? الدواء كيف تتناول  SFDA(File#)_S2_(Sentence#) 

Possible side effects الآثار الجانبية المحتملة SFDA(File#)_S3_(Sentence#) 

How to save the medicine? الدواء كيف تقوم بحفظ  SFDA(File#)_S4_(Sentence#) 

Important information about medicine 

ingredients. 

الدواء معلومات مهمة حول بعض مكونات  SFDA(File#)_S5_(Sentence#) 

KAAHE  section (English) KAAHE section (Arabic) Sentence coding 

Therapeutic Categories and drug dosage 

and 

 KAAHE(File#)_S0_(Sentence#) التَّصنيفُ العِلاجيُّ للدَّواء والجرعةُ الدَّوائيَّة

mechanism of action آليَّةُ عَمَل الدَّواء KAAHE(File#)_S1_(Sentence#) 

The reason for the  medicine use دوَاعي استِعمال الدَّواء KAAHE(File#)_S2_(Sentence#) 

contraindication مَوانِعُ استعِمال الدَّواء KAAHE(File#)_S3_(Sentence#) 

Best way of taking medicine  الدَّواء؟ما هي الطَّريقةُ المُثلى لاستِعمال هذا  KAAHE(File#)_S4_(Sentence#) 

Drug and foods interactions تدَاخلُ الدَّواء مع الطَّعام KAAHE(File#)_S5_(Sentence#) 

Medicine Interference with other 

medications 

 KAAHE(File#)_S6_(Sentence#) تدَاخلُ الدَّواء مع الأدَوية الأخرى

What to do if you missed a dose? رتُ عن موعد إحدى الجرعات؟  KAAHE(File#)_S7_(Sentence#) ماذا أفعلُ إذا تأخَّ

Precautions that must be taken when using 

this medicine 

ما هي الاحتياطاتُ التي يجب مُراعاتهُا لدى استِعمال هذا 

 الدَّواء؟

KAAHE(File#)_S8_(Sentence#) 

What are the common side effects of this 

medicine? 

 KAAHE(File#)_S9_(Sentence#) ما هي التأثيراتُ الجانبيَّة الشَّائعة لهذا الدَّواء؟

What you must monitor when using this 

medicine? 

 KAAHE(File#)_S10_(Sentence#) ماذا يجب على المَرء مراقبتهُ عندَ استِعمال هذا الدَّواء؟

What are the reasons for calling the health 

care resource "doctor"? 

ما هي الأسبابُ التي تدعو لاستدعاء مورد الرعاية 

ية " الطَّبيب " على الفور؟  الصح ِ

KAAHE(File#)_S11_(Sentence#) 

What you supposed to follow when store 

this medicine? 

تخَزين هذا الدَّواء؟ما المَفروضُ ات بِاعُه لدى   KAAHE(File#)_S12_(Sentence#) 

General Instructions ة  KAAHE(File#)_S13_(Sentence#) إرشاداتٌ عامَّ
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These levels were derived from a study by (Leroy et al., 

2008), which evaluates the sentence based on the vocabulary 

used, the syntax structure, and the overall understanding. In 

the annotation phase, the sentence was judged for its 

readability by five health-care professionals' annotators. Each 

sentence was evaluated by two annotators to ensure the 

overlap between the annotation values.  

In addition, these expert annotators have a pharmacy 

education background to ensure they can easily interpret and 

follow (Leory et al. ,2008) health information evaluation 

criteria. Each sentence was evaluated as “Easy” 

“Intermediate,” or “Difficult,” where readability was defined 

as a subjective judgment of how easily a reader could extract 

the information from the WMI. 

 

In the evaluation phase, we measured the efficiency of the 

annotation’s results using the Inter-Annotator Agreement 

(IAA) score. We calculated the IAA using kappa statistics for 

comparing two annotations against each other, based on 

Landis and Koch guidelines (Landis and Koch, 1977), to 

interpret the kappa value and define the agreement level.  

 
Table 3 Example annotations from the corpus 

Sentence ID Sentence English translation annotator 1 annotator 2 

KAAHE37_S0_3 

يانةَ فهي  ا جرعةُ الص ِ  100-25أمَّ

ملغ/اليوم على دفعة أو دفعتين بعدَ 

أسبوعين من بدَء العِلاج عندَ 

ات الضَّرورة؛ ويمكن إضافةُ  المدرَّ

 حسب الحاجة.

The maintenance dose is 25-100 mg/ 

day on a batch or two batches after two 

weeks of starting treatment, it is 

possible to add diuretics when 

necessary 

3 2 

KAAHE36_S12_45 .يحُفَظ الدَّواءُ في درجة حرارة الغرفة Keep the medicine at room temperature 1 1 

KAAHE11_S3_11 

إذا كان المَريضُ يعانيِ من أمراض 

ى التهاب  الكبد أو من إسهال شَديد يسُمَّ

 القولون الغِشائي الكاذب.

If the patient is suffering from liver 

disease or from severe diarrhea called 

pseudo-colitis. 

2 1 

 
Table 4 Annotation guideline 

Readability 

level 

Definition 

Easy 
Contains small number of medical vocabulary and syntax structure 

used by the average consumer and he/she can understand the sentence 

without any help. 

Intermediate 
Contains medical vocabulary and syntax structure used in consumer 

health education and he/she can understand the sentence as consumer 

health education. 

Difficult 
Contains many medical vocabulary and syntax structure used by 

health professionals. Only health professionals can understand the 

sentence. 

 

 

Table 5 shows the resulting IAA with average Inter-

Annotator agreement 22% for the complete annotated 

dataset. This result indicates a fair agreement level with 

noticeable fluctuation in the agreement levels between the 

annotators. To resolve the conflict we used a third party judge 

to settle the differences in the annotation set. Table 3 presents 

sample of annotations values from dataset. Considering that 

the guideline definitions were derived from (Leory et al. 

2008), still the annotators find it difficult to distinguish 

between Intermediate and Easy sentences. In addition the 

annotators tend to choose in case of uncertainty the 

intermediate level.  

 

Adjudicating was conducted to resolve the conflicts between 

the annotators’ results. In the annotation set, the differences 

between the annotations occurred because the text readability 

is based on the annotator’s intuition to evaluate the difficulty 

level of the text. The differences between the annotations are 

expected and they are legitimate, based on the nature of the 

readability process (Finlayson, 2011). To finalize the results 

of the annotation, an adjudicator was employed to compare 

between the annotation values and to resolve any conflicts 

between the annotator’s assigned values, to produce the final 

version of the annotated corpus. Table 6 shows the 

distribution of the sentences for each category, with an 

average sentence length of 15 for Easy, 21 for Intermediate, 

and 25 for Difficult. 
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Table 5 The resulted Inter-Annotator Agreement (IAA) score 

Annotator 

Pair\agreement  
IAA (Kappa) 

Annotator (1 & 2) 0.48 

Annotator (2 & 3) 0.11 

Annotator (3 & 4) 0.028 

Annotator (4 & 5) 0.28 
 

Table 6 Distribution of sentences 

 Easy Intermediate Difficult 
Sentences 

count 
3224 918 334 

Words 

count 

(per 

sentence) 

38501 15815 7079 

AVG 

sentence 

length 

15 21 25 

 

5. Conclusion and Future Directions  

In this paper, we presented the ARC-WMI Readability 

Corpus for WMIs, which is the first computationally 

analyzed Arabic corpus for readability assessment for the 

health domain. This corpus contains over 61k words and 

4476 sentences annotated with three readability levels (Easy, 

Intermediate, and Difficult). We believe that a readability 

annotated corpus would be extremely valuable for future 

developments in computational readability research, 

especially for health literacy studies. Future work includes a 

further extension of the corpus along with guideline 

enhancement to improve the overall IAA results. The IAA 

values, can be improved by the experience gained over time 

by the annotators during the annotation process and by 

updating the annotation guidelines to simplify the readability 

assessment criteria and include a clear criteria for uncertainty 

cases as well. Finally, we will soon release the preliminary 

version of ARC-WMI corpus 3 under a Creative Commons 

License, so the research community can benefit from it. 
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Abstract
Speech acts are the type of communicative acts within a conversation. Speech act recognition (aka classification) has been an active
research in recent years. However, much less attention was directed towards this task in Arabic due to the lack of resources for training
an Arabic speech-act classifier. In this paper we present ArSAS , an Arabic corpus of tweets annotated for the tasks of speech-act
recognition and sentiment analysis. A large set of 21k Arabic tweets covering multiple topics were collected, prepared and annotated
for six different classes of speech-act labels, such as expression, assertion, and question. In addition, the same set of tweets were also
annotated with four classes of sentiment. We aim to have this corpus promoting the research in both speech-act recognition and sentiment
analysis tasks for Arabic language.

1. Introduction
Understanding user’s Speech act within conversations is an
important research task of Natural Language Understand-
ing (NLU). Speech act task could be defined as identifying
the intention of a speaker in producing a particular utter-
ance of few words (e.g. sentence in a conversation or a
tweet) (Webb, 2010), where the intention can be expression
of a feeling, asking question, recommending something ...
etc. Speech act recognition is becoming an essential task
for many NLU applications such as summarization (McK-
eown et al., 2007), question answering (Hong and Davison,
2009), and chat-bots (Feng et al., 2006).
Speech act recognition is usually applied to conversations,
such as dialogues and chatting platforms, which is mainly
called synchronous conversations (Dhillon et al., 2004; Ju-
rafsky, 1997). Other work focused on asynchronous con-
versations, where the discussion is to open audience and
sequence of conversation is not fully synchronized; e.g.
forums and social media (Tavafi et al., 2013; Oya and
Carenini, 2014; Vosoughi and Roy, 2016b). Recently, so-
cial media platforms, such as Twitter, have become a ma-
jor mean of communication between users. Consequently,
understanding the speech act of user posts on these plat-
forms became of increasing importance (Vosoughi and Roy,
2016b). The main objective of classifying speech act of a
social post goes beyond the literal meaning of text, where
it considers how the context and intention contribute to the
meaning of the post (Vosoughi and Roy, 2016b). Most of
the work on this task focused on English, while almost no
attention was directed towards highly inflected languages
such as Arabic.
In this paper, we present ArSAS, a manually annotated
Arabic Speech Act and Sentiment corpus of tweets. To our
knowledge, ArSAS is considered the first corpus of Ara-
bic speech act on Twitter. The corpus consists of a set
of more than 21k Arabic tweets that are manually anno-
tated for six differences classes of speech-act {Assertion,
Expression, Recommendation, Respect, Question and
Misc}. In addition, tweets are also annotated for four dif-
ferent categories of sentiment {Positive, Negative, Neu-

tral and Mixed}, which is considered the largest Arabic
tweets corpus that is labeled for four categories of senti-
ment. ArSAS dataset is publicly available for free for re-
search purposes1.

2. Background
2.1. Speech Act
One of the most essential steps in human-computer interac-
tion systems, aka dialogue Systems, is understanding user’s
need. This process is called “language understating com-
ponent”, “Dialogue Acts” or “Speech Acts”. Speech act
recognition (also know as classification) task is labeling the
speaker’s intention in producing a particular utterance. The
speech act terminology is approximately the equivalent of
the speech act of (Searle, 1969), where it was presented as a
fundamental concept of linguistic pragmatics analyzing; for
example, what it means to ask a question or make a state-
ment. Although major dialogue theories treat dialogue acts
as a central notion, the conceptual granularity of the used
speech act labels/classes varies considerably among alter-
native analyses, depending on the application or domain
(Webb and Hardy, 2005). Within the field of computational
linguistics, recent work closely linked to the development
and deployment of spoken language dialogue systems has
focused on some of the conversational roles such acts can
perform. Most of the previous research on speech act is
widely used with data transcribed from telephone or face-
to-face conversations, which is also known as synchronous
conversations (Dhillon et al., 2004; Jurafsky, 1997).
Recently, social media platforms, such as Twitter, became
a hub for users to communicate and discuss various top-
ics. These communicative acts among social media users
are seen as a kind of asynchronous conversations, which
can include spreading news, asking questions, or express-
ing feelings, which all fall under the scope of “speech act”.
Classifying speech act of social media posts can provide
a new dimension to study social media content as well as
providing real-life data to validate or reject claims in the

1http://homepages.inf.ed.ac.uk/wmagdy/
resources.htm
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speech act theory (Zhang et al., 2012). Speech act classifi-
cation of tweets is considered fairly new task. Recent work
mostly focused on classifying speech act of tweets on trend-
ing topics. (Zhang et al., 2012; Zhang et al., 2011) proposed
a speech act classification method to understand Twitter
users’ behavior through a set of word-based and character-
based features. (Nemer, 2015) proposed a system for un-
derstanding celebrity (e.g. Oprah Winfrey and Britney
Spears) speech act on Twitter. They investigated celebri-
ties’ speech patterns on Twitter and whether they mostly
talk to fans, and how they communicate with different au-
diences. (Vosoughi and Roy, 2015; Vosoughi and Roy,
2016a) proposed two systems based on assertion speech act
detection. The assertion act is an utterance that commits the
speaker to the truth of the expressed proposition. For exam-
ple, the tweet “there is a third bomber on the roof ” contains
an assertion, while the tweet “I hate reporters!” contains an
expression. They proved that assertion is important to iden-
tify rumors and track stories about real-world events. More-
over, they showed that more than half of tweets about events
do not contain assertions. (Vosoughi and Roy, 2016b) pro-
posed automatic speech act classifier for tweets based on
semantics features such as opinion and vulgar words, emo-
tions, speech act verb, n-grams, syntactic features, Twitter-
specific Characters (# and @ ), abbreviations, and depen-
dency Sub-trees. They examined four classifiers: Naive
Bayes (NB), decision trees, logistic regression, and SVMs.
All previous work mainly focused on speech act classifica-
tion for English, while very limited work targeted speech
act classification for Arabic.

2.2. Arabic Speech Act
To the best of our knowledge, there are two available
corpora for Arabic speech act on synchronous conversa-
tions. First, TuDiCoI (Tunisian Dialect Corpus Interlocu-
tor) consists of Railway information from the National
Railway Company in Tunisia (SNCFT) which transcribed
spoken Arabic dialogues and contains 12,182 utterances
(Graja et al., 2013). Second, JANA corpus which is a
multi-genre corpus of Arabic dialogues labeled for Ara-
bic Dialogues Language Understanding (ADLU) at utter-
ance level and comprising Spontaneous Speech Dialogues
(SSD) and Instance Messages (IM) for Egyptian dialect.
It contains 4,725 utterances and it is published on LDC
(LDC2016T24) (Elmadany et al., 2016).
These two datasets were investigated in few research stud-
ies. (Graja et al., 2013) used the TuDiCoI corpus to develop
a discriminative algorithm based on conditional random
fields (CRF) to semantically label spoken Tunisian dialect
turns which are not segmented into utterances. (Elmadany,
2016; Elmadany et al., 2018) utilized the JANA corpus to
create a statistical dialogue analysis model for recogniz-
ing utterance’s dialogue acts using a machine learning ap-
proach based on multi-classes hierarchical structure.
In addition, there are other few initiatives that studied Ara-
bic speech acts classification, but on a much smaller scale
using hand-crafted small dataset. (Shala et al., 2010) ap-
plied speech act classification for Arabic discourse using
NB and decision trees classifiers on a dataset of about
400 utterances only collected from newspapers. (Bahou et

al., 2008) proposed a method for the semantic representa-
tions of utterances of spontaneous Arabic speech based on
the frame grammar formalism and tested on about 1,000
Tunisian national railway queries collected using Wizard-
of-Oz technology. Another work (Lhioui et al., 2013) used
the same Wizard-of-Oz technology but to collect a smaller
set of 140 utterances only recorded from 10 speakers.
Previous work shows the huge limitation in the avail-
ability of annotated Arabic data for the task of speech
act recognition. We believe that ArSAS would be the
first stranded corpus for Arabic speech act classification
for asynchronous conversations, which contains over 21k
tweets labeled with fine-grained set of six different speech
act classes.

2.3. Arabic Sentiment Analysis
Unlike speech act, there was some attention to Arabic sen-
timent analysis including few initiative to create standard
corpora and lexicons for this task.
Early work on Arabic sentiment analysis focused on Mod-
ern Standard Arabic (MSA) (Abbasi et al., 2008; Abdul-
Mageed et al., 2011). Later on, many initiatives started
to focus on dialectal Arabic on social media (Mourad and
Darwish, 2013; Abdul-Mageed et al., 2014). One of the
initial work on sentiment analysis for Arabic tweets was
presented by (Mourad and Darwish, 2013). They proposed
expandable ArabSinti lexicon for both Modern Standard
Arabic (MSA) news articles and dialectal Arabic tweets.
They used 2,300 Arabic tweets annotated with five pos-
sible labels: neutral, positive, negative, both, or sarcas-
tic. Another work by (Badaro et al., 2015) introduced a
large-scale Standard Arabic sentiment lexicon (ArSenL)
developed using a combination of English SentiWordnet
(ESWN), Arabic WordNet, and the Arabic Morphologi-
cal Analyzer (AraMorph). They developed a set of 28,760
words, but mainly in MSA. (Ibrahim et al., 2015) proposed
a corpus of MSA and Egyptian dialect. The corpus is ex-
tracted from tweets, comments on hotel reservations and
TV programs and product reviews annotated at the sentence
level. It consists of 2,154 positive, 1,648 negative and 1,98
neutral texts. (Refaee and Rieser, 2014) proposed a cor-
pus of Arabic tweets annotated for subjectivity and senti-
ment analysis consists of 6,894 tweets and annotated with
four sentiment labels: positive, negative, neutral and mixed.
More recent work in SemEval 2016 on a sentiment analysis
task for multiple languages including Arabic (Kiritchenko
et al., 2016) introduced a small dataset of 1,366 tweets. An-
other SemEval task for sentiment analysis for Arabic tweets
was introduced in 2017 with a larger set of 9,455 Arabic
tweets annotated with 3 labels: positive, negative, and neu-
tral (Rosenthal et al., 2017). Another available copora on
Arabic sentiment analysis was introduced by (Nabil et al.,
2015), where they introduced the Arabic Sentiment Tweets
Dataset (ASTD) which contains 10k Egyptian tweets an-
notated with four sentiment labels. Finally, (Al-Twairesh
et al., 2017) developed a larger corpus that consists of 17k
annotated tweets with the same four sentiment labels.
Our ArSAS corpus should be the current largest corpus for
Arabic sentiment analysis with over 21k annotated tweets
annotated with 4 different labels of sentiment.
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Type Arabic Topic Translation 

Ev
en

ts
 

 Egyptian presidential election الانتخابات الرئاسية المصرية

ات سيناء  Sinai bombings تفجير

 Wahat attack حادث الواحات

 World cup qualifications تصفيات كأس العالم

ي السعودية
 
  Fighting corruption in KSA محاربة الفساد ف

 World youth forum منتدى شباب العالم

 Arresting Salman Aloda مان العودةاعتقال سل

En
ti

ti
es

 

 Abdelfattah Al-Sisi عبد الفتاح السيسي 

 Khaled Ali المحامي خالد علي 

 Hamdeen Sabahi حمدين صباحي 

 Mohamed Salah محمد صلاح

ي منصور
 Mortada Mansour مرتض 

 KSA crown prince ولي العهد السعودي

 Houthis الحوثيون

 Khalifa Haftar خليفة حفي  

Lo
n

g 

St
an

d
in

g
 

ي   Arab spring الربيع العرب 

ان وصنافير   Tiran and Sanafir تير

 January Revolution ثورة يناير

 Gulf crisis أزمة الخليج

 Qatar siege and boycott حصار ومقاطعة قطر

 

Table 1: List of topics used to collect tweets

3. Corpus Creation
3.1. Data Collection
We used the Twitter API2 to collect tweets on a set of topics
we developed. We used (Zhao and Jiang, 2011; Vosoughi
and Roy, 2016b) definitions for three different types of
topic. A topic is an essay or article which discussed in one
or more tweets. A type is the characteristic of topics, and is
classified into:
• Long-Standing: Topics about articles that are com-

monly discussed over long period of time.
• Entity: Topics about celebrities or organizations.
• Event: Topics about an important thing that is happen-

ing.
We created a set of 20 topics of the three types above which
covers controversial topics that potentially get discussion
on social media, which would be highly suitable for both
the tasks of speech act recognition and sentiment analysis.
Table 1 shows the list of topics we developed and used to
collect the tweets.
We collected a set of 62,690 tweets in the period 1-15
November 2017. We applied some data filtering by remov-
ing short tweets that contain fewer than three words (with-
out counting hashtags, user mentions, and URLs). Then we
randomly selected a set of 21,064 tweets for annotation,
where 6151, 6146, 8767 tweets were covering the long-
standing, entity, and event topics respectively.

3.2. Labels Schema
Each tweet in our collection prepared for annotation with
two labels for speech act and sentiment. We used a list
of six speech act tags based on Searleś speech act tax-
onomies (Searle, 1969; Searle, 1975) as follows:

2https://dev.twitter.com/

Arabic Tweet Speech act Sentiment 

ي أزمة ولا  -الرياضة تنتخب 
يف عبد القادر : الزمالك ف  شر

 أحد ينكر طفرة مرتض  منصور داخل النادي
Assertion Mixed 

كي ال الشيخ
 Recommendation Neutral الكرة الايطالية تحتاج لتر

ي رغم الالتفاف عليه الا أنه إشعاع من   Expression Positive الحريةالربيع العرب 

   Question Positive ليه محمد صلاح؟

اطالب الرئيس ببناء مدينة لها سور عالى ف  اقاصى الصحراء 

 وليتم حجز كل المعاتيه الذين امنو بما اسموها ثورة يناير
Request Negative 

جنيه وسأنفذ حكم  2000سأرفع الحد الأدب  للأجور إلى 

ان   وتعهد أيضا بالإفراج عن المحبوسير   -وصنافتر تتر
Miscellaneous Neutral 

 

Table 2: Samples of annotated tweets with speech act and
sentiment

1. Assertion: user declares some proposition such as
stating, claiming, reporting, or announcing.

2. Recommendation: user recommends something.

3. Expression: user expresses some psychological state
such as thanking, apologizing, or congratulating.

4. Question: user asks a question such as why, what, or
confirmation.

5. Request: user asks for something such as ordering,
requesting, demanding, or begging.

6. Miscellaneous: user committed to some future action
such as promising or offering.

For sentiment labels, we used the standard four sentiment
tags: positive, negative, mixed (contains both positive
and negative sentiment), or neutral (no opinion or senti-
ment disclosed).
Table 2 shows illustrative examples of each of the speech
act and sentiment tags.

3.3. Data Annotation
For tweets annotation, we created a job on CrowdFlower
crowdsourcing platform where we showed tweets to anno-
tators and asked them to classify speech act and sentiment
for each tweet into one of the above-described tags. Guide-
lines and examples of tweets for each tag were presented to
annotators for better understanding. We restricted annota-
tion to workers from all Arab countries who have “Arabic”
language in their profile. Each tweet was judged by at least
three annotators.
Quality of annotation was controlled by utilizing 70 hid-
den test questions; each has the correct answer(s) for both
speech act and sentiment. These test questions were se-
lected such that their answers, as selected by two language
experts, are matched. Annotators on CrowdFlower were re-
quired to get at least 70% of the hidden test questions cor-
rectly to continue. Otherwise, they get excluded from the
job and their work gets discarded. Around 500 annotators
participated successfully in the annotation process which
gives the diversity of opinions needed for such tasks.
Agreement among annotators was 87% for speech act,
and 79% for sentiment, which indicates that annotation
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Annotators agreement on labels
0 5,000 10,000 15,000 20,000

Sentiment

Speech Act

# tweets

Annotators agreement on labels

Full agreement 2 vs. 1 agreement no agreement

Figure 1: The number of tweets that have full, partial, or no
agreement for each of the speech act and sentiment labels

of speech act might be simpler and more straightforward
than the arguable sentiment. However, both inter-annotator
agreements are considered high, especially for an annota-
tion task with three annotators and 4+ choices.
Crowdflower provides a confidence score with each anno-
tated tweet that represents the confidence in the quality of
the label. For a three annotators per tweet setup, the con-
fidence score would range between 0.3 and 1 according to
two factors: 1) annotator quality level; and 2) agreement
among annotators. A confidence score of 1 means that the
three annotators selected the same label. A score around
0.6 refers to two annotators agreeing on a given label while
the third selecting another one. A score around 0.3 refers
to having the three annotators selecting three different la-
bels, and in this case the label selected by the annotator with
the highest quality value is considered. Figure 1 shows the
number of tweets that have full, partial, or no agreement
for each of the speech act and sentiment labels. As shown,
the majority of the tweets got full agreement for both tasks
(69% and 55% for speech act and sentiment labels respec-
tively). The number of tweets that received different label
from each annotator is very small (2% and 6% of all tweets
for speech act and sentiment labels respectively). We could
exclude these tweets, however we preferred to keep in our
collection as an example of challenging tweets.

4. ArSAS Corpus Characteristics
ArSASreleased dataset contains the following information:

• ID: ID of the tweet.

• Text: the original unprocessed text of the tweet

• topic: topic type of the keyword used to collect the
tweet.

• Sentiment: selected sentiment label.

• Sentiment Conf.: Confidence score of sentiment
label.

• Speech Act: selected speech act label.

• Speech Act Conf.: Confidence score of the
speech act label.

Figure 2(a) shows the distribution of speech act labels in
our ArSAS corpus after annotation. As shown, the ma-
jority of the tweets are labeled as either Expression (56%)
or Assertion (39%), and the remaining labels are used in
only 5% of the cases. This highly unbalanced distribution
is similar to the English tweets corpus used in (Vosoughi
and Roy, 2016b).

Figure 2(b) shows the distribution of sentiment labels.
Tweets having negative sentiment represent one third of
the tweets, while those with positive sentiment represent
around quarter of the tweets, and one third of the tweets
have no (neutral) sentiment. Only 6% of the tweets have
mixed sentiment.

Table 3 shows the fine-grained distribution of speech act
tags by topics type and sentiment tags. As can be seen in
the table, the majority of the Assertion tweets are coming
from the ‘Events’ topics, while the tweets with other speech
acts have less bias towards the topics. Also, it can be no-
ticed that the largest two speech act tags, Assertion and
Expression, have very different distributions for the sen-
timent, where most of the Assertion tweets have no senti-
ment (neutral), while most of the tweets with Expression
speech act have polarized sentiment, most of them are neg-
ative. These observations show the value of having a corpus
labeled for both speech act and sentiment, since one of the
two tasks can be used as an effective feature to predict the
other.

5. Conclusion

In this paper, we introduce ArSAS, a large dataset of Ara-
bic tweets annotated for both speech acts and sentiment.
ArSAS consists of 21k Arabic tweets written in multiple
Arabic dialects as observed by examining different sam-
ples. The tweets in the corpus were extracted and collected
using 20 controversial topics in different countries that are
expected to have hot discussions among Twitter users. The
tweets collection did not rely on emotions or sentiment key-
words to avoid data bias to a given lexicon, especially for
the task of sentiment analysis. The corpus is annotated with
six speech act labels and four sentiment labels. The anno-
tation process was applied using a crowdsourcing platform
by having at least three annotators labeling each tweet. An
inter-annotator agreement of 87% and 79% was achieved
for the speech act and sentiment labels respectively. To the
best of our knowledge, ArSAS is the largest annotated cor-
pus of speech act and sentiment in Arabic. In addition, it is
considered the first Arabic corpus annotated for the speech
act recognition in tweets. We hope that our corpus would
bring the attention to the speech act recognition task for
Arabic and further promote the research in Arabic senti-
ment analysis. Moreover, it can be applied for applications
that combines both tasks.

ArSAS corpus is freely available online as an open-
source for researchers interested in Arabic speech act
and sentiment analysis and could be downloaded from
http://homepages.inf.ed.ac.uk/wmagdy/
resources.htm.

Elmadany et al.: ArSAS: An Arabic Speech-Act and Sentiment Corpus of Tweets 23

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



 

55.7%
39.1%

3.6% 0.9% 0.5% 0.3% Expression
Assertion
Question
Request
Recommendation
Misc 37.2%

34.6%

22.0%

6.2% Negative

Neutral

Positive

Mixed

Speech Act Sentiment 

(a)                                                             (b) 

Figure 2: The distribution of the speech act tags (a) and sentiment tags (b) in the ArSAS corpus

Topics Types Sentiment Analysis tags
Speech Act (# tweets) Long-standing Entities Events Neutral Positive Negative Mixed
Assertion (8,221) 627 2,097 5,497 6,666 962 488 105
Recommendation (107) 18 55 34 23 36 36 12
Question (751) 327 219 205 248 47 403 53
Request (180) 23 94 63 30 63 66 21
Expression (11,745) 5,126 3,658 2,961 289 3,514 6,835 1,107
Miscellaneous (60) 30 23 7 23 21 12 4

Table 3: The distribution of speech act tags via topics type and sentiment analysis tags
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Abstract
With the advancement of Web 2.0, social networks experienced a great increase in the number of active users reaching 2 billion active
users on Facebook at the end of 2017. Consequently, the size of text data on the Internet increased tremendously. This textual data is rich
in knowledge, which attracted many data scientists as well as computational linguists to develop resources and models to automatically
process the data and extract useful information. One major interest is sentiment and emotion classification from text. In fact, learning
the opinion and emotions of people is important for businesses, marketers, government, politicians, etc. While focus had been given to
sentiment analysis, recently emotion analysis has captured great interest as well. Several resources were developed for emotion analysis
from text for English, however, very few targeted Arabic text. We present in this paper, ArSEL, the first large scale Arabic Sentiment
and Emotion Lexicon. ArSEL is built in a way to augment the publicly available Arabic Sentiment Lexicon, ArSenL, and to generate
a large scale lexicon that includes emotion and sentiment labels for almost every lemma in ArSenL. We also show the efficiency of
using ArSEL in emotion regression and classification tasks using an Arabic translated version of annotated data from SemEval 2007
“Affective Task” as well as SemEval 2018 Task1 “Affect in Tweets” Arabic dataset. Coverages of 91% and 84% are achieved on the two
datasets respectively. An improvement of 30% compared to majority baseline is achieved in terms of average F1 measure for emotion
classification on SemEval 2018 Arabic dataset. ArSEL is publicly available on http://oma-project.com.

Keywords: Emotion Lexicon, Arabic Natural Language Processing, Emotion Classification, Regression

1. Introduction

The task of emotion recognition has been extensively
studied from different modalities. For instance, several
researchers tried to predict users’ emotion by looking at
their interaction with computers (Cowie et al., 2001;
Pantic and Rothkrantz, 2003; Brave and Nass, 2003;
Fragopanagos and Taylor, 2005; Jaimes and Sebe, 2007;
Hibbeln et al., 2017; Patwardhan and Knapp, 2017;
Constantine et al., 2016). Others have tried to assign to
facial expressions emotion labels (Busso et al., 2004;
Goldman and Sripada, 2005; Gunes and Piccardi, 2007;
Trad et al., 2012; Wegrzyn et al., 2017). Recently, with the
increase of textual data on the Web, computational
linguists and data scientists started looking at emotion
analysis from text. In fact, recognizing emotions of users
is critical for different applications: first, it helps
businesses and companies sense the feedback of its clients
expressed on the Internet and consequently adapt their
marketing strategies (Bougie et al., 2003); second, it
allows providing customers with better personalized
recommendations whether for advertisements or products
(Mohammad and Yang, 2011) on top of collaborative
filtering based recommender systems (Badaro et al., 2013;
Badaro et al., 2014c; Badaro et al., 2014d); third, it can
help in tracking emotions of users towards politicians,
movies, music, products, etc, (Pang et al., 2008); fourth, it
allows developing complex search algorithms that provide
advanced search features filtered by emotions (Knautz et
al., 2010) and last but not least, it allows a more accurate
prediction of stock market prices (Bollen et al., 2011).

Some efforts have already been placed in developing
emotion classification models from text (Shaheen et al.,
2014; Houjeij et al., 2012; Abdul-Mageed and Ungar,
2017; Felbo et al., 2017). Since sentiment lexicons helped

in improving the accuracy of sentiment classification
models (Liu and Zhang, 2012; Taboada et al., 2011),
several researchers are working on developing emotion
lexicons for different languages such as English, French
and Chinese (Mohammad, 2017; Bandhakavi et al., 2017;
Yang et al., 2007; Poria et al., 2012; Mohammad and
Turney, 2013; Das et al., 2012; Mohammad et al., 2013;
Abdaoui et al., 2017; Staiano and Guerini, 2014). While
sentiment is usually represented by three labels namely
positive, negative or neutral, several representation models
exist for emotions such as Ekman representation (Ekman,
1992) or Plutchik model (Plutchik, 1980; Plutchik, 1994)
that includes Ekman’s six emotions in addition to two
labels: trust and anticipation. Despite the efforts for
creating large scale emotion lexicons for English, the size
of existing lexicons remain much smaller compared to
sentiment lexicons. For example, DepecheMood (Staiano
and Guerini, 2014), one of the largest publicly available
emotion lexicon for English, includes around 37K while
SentiWordNet (SWN) (Esuli and Sebastiani, 2007;
Baccianella et al., 2010), a large scale English sentiment
lexicon semi-automatically generated using English
WordNet (EWN) (Fellbaum, 1998), includes around 150K
terms annotated with three sentiment scores: positive,
negative and objective. While some efforts have already
been placed for developing emotion lexicons for English,
we were only able to find two attempts for Arabic where
the first emotion lexicon is a Google translation of an
English Emotion lexicon, Emolex (Mohammad and
Turney, 2013; Mohammad et al., 2013) and the second one
is extracted from manually annotated Arabic documents
for emotions (El Gohary et al., 2013). In fact, more work
can be found related to sentiment analysis classification
models for Arabic such as the work in (Badaro et al.,
2014b; Badaro et al., 2015; Al Sallab et al., 2015;
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Al-Sallab et al., 2017; Baly et al., 2017b; Abdul-Mageed,
2017) and to Arabic sentiment lexicon developments such
as ArSenL (Badaro et al., 2014a), SIFAAT (Abdul-Mageed
and Diab, 2012) and SANA (Abdul-Mageed and Diab,
2014). Developing emotion and sentiment classification
models for Arabic is important given the tremendous
increase of Arabic speaking users of Web 2.0. For
instance, more than 11 million users are active on Twitter
within the 22 Arab countries and more than 27 million
tweets are generated daily.1 Moreover, analyzing Arabic
Twitter is a more complex task than MSA given that it
includes different dialects with different characteristics
(Baly et al., 2017a). Since the usage of sentiment lexicons
in sentiment classification models showed significant
improvement in the accuracy of such models (Al-Sallab et
al., 2017), it is necessary to develop Arabic emotion
lexicons for improved emotion classification models.

In this paper, we present ArSEL, the first publicly
available large scale Arabic sentiment and emotion
lexicon. ArSEL is an extension of ArSenL, where almost
each lemma2 in ArSenL is amended by eight emotion
scores corresponding to: afraid, amused, angry, annoyed,
don’t care, happy, inspired and sad. The emotion scores
are automatically obtained from DepecheMood (Staiano
and Guerini, 2014), one of the largest publicly available
English emotion lexicon. We first align DepecheMood
with English WordNet (Fellbaum, 1998) and then, using
synonymy semantic relation, we expand the coverage of
DepecheMood and obtain EWN synsets annotated with
emotion scores. Since ArSenL is linked to EWN 3.0, we
can automatically assign the synsets’ emotion scores to
ArSenL lemmas. ArSEL can be used for several NLP
tasks such as sentiment analysis, emotion analysis, or
other semantic extraction tasks. It would be in particular
useful for cases where it is desired to simultaneously
extract the sentiment and emotion scores for words. In
order to test the efficiency of ArSEL, we utilize ArSEL in
emotion regression and classification tasks using
unsupervised techniques similar to the way the efficiency
of DepecheMood was tested with SemEval 2007 Affective
Task dataset (Strapparava and Mihalcea, 2007). We also
test the usefulness of ArSEL on a native Arabic dataset
from SemEval 2018 Task1 “Affect in Tweets”.3

The paper is organized as follows: in section 2, we present
a literature review about emotion lexicon development. In
section 3, we describe the approach followed for
constructing ArSEL. In section 4, we evaluate ArSEL in
emotion regression and classification tasks using first,
SemEval 2007 news headlines data translated from
English to Arabic using Google translate and second,
SemEval 2018 Arabic Affect Tweets. We conclude the
results of the paper in section 5 and present some ideas for
future work.

1https://weedoo.tech/twitter-arab-world-statistics-feb-2017/
2For more information on issues of Arabic morphology in

natural language processing, see (Habash, 2010).
3https://competitions.codalab.org/competitions/17751

2. Literature Review

We conduct a literature review on existing emotion lexicons
for multiple languages. We present the techniques used to
build the lexicons and the methods employed for evaluating
their efficiency in emotion recognition tasks.

Strapparava et al. (2004) developed WordNet Affect by
tagging specific synsets with affective meanings in EWN.
They identified first a core number of synsets that
represent emotions of a lexical database. They expanded
then the coverage of the lexicon by checking semantically
related synsets compared to the core set. They were able to
annotate 2,874 synsets and 4,787 words. WordNet Affect
was also tested in different applications such as affective
text sensing systems and computational humor. WordNet
Affect is of good quality given that it was manually
created and validated, however, it is of limited size.

Mohammad and Turney (2013) presented challenges that
researchers face for developing emotion lexicons and
devised an annotation strategy to create a good quality and
inexpensive emotion lexicon, EmoLex, by utilizing
crowdsourcing. To create EmoLex, the authors first
identified target terms for annotation extracted from
Macquarie Thesaurus (Bernard and Bernard, 1986),
WordNet Affect and the General Inquirer (Stone et al.,
1966). Then, they launched the annotation task on
Amazon’s Mechanical Turk. EmoLex has around 10K
terms annotated for emotions as well as for sentiment
polarities. They evaluated the annotation quality using
different techniques such as computing inter-annotator
agreement and comparing a subsample of EmoLex with
existing gold data. Moreover, they utilized Google
translate to perform word translations into multiple
languages including Arabic (Mohammad et al., 2013).
However, the translation may include several errors: first,
the translation may be incorrect since it is a word to word
translation and second, the translation may be a
transliteration instead in case the word is seen for the first
time by the machine translator. Furthermore, the terms in
the lexicon are not in their lemma form which make the
lexicon harder to be utilized in an emotion classification
task.

AffectNet (Cambria et al., 2012), part of the SenticNet
project, includes also around 10K terms extracted from
ConceptNet (Liu and Singh, 2004) and aligned with
WordNet Affect. They extended WordNet Affect using the
concepts in ConceptNet. While WordNet Affect, EmoLex
and AffectNet include terms with emotion labels, Affect
database (Neviarouskaya et al., 2007) and DepecheMood
(Staiano and Guerini, 2014) include words that have
emotion scores instead. Affect database extends SentiFul
(Neviarouskaya et al., 2011) and covers around 2.5K
words presented in their lemma form along with the
corresponding part of speech tag.

DepecheMood is automatically built by harvesting social
media data that were implicitly annotated with emotions.
They utilize news articles from rappler.com. The articles
are accompanied by Rappler’s Mood Meter, which allows
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readers to express their emotions about the article they are
reading. DepecheMood includes around 37K lemmas
along with their part of speech (POS) tags and the lemmas
are aligned with EWN. Staiano and Guerini also evaluated
DepecheMood in emotion regression and classification
tasks in unsupervised settings. They claim that, although
they utilized a naı̈ve unsupervised model, they were able
to outperform existing lexicons when tested on SemEval
2007 dataset (Strapparava and Mihalcea, 2007).

Bandhakavi et al. worked on constructing emotion
lexicons using Tweets annotated with emotion labels
(Bandhakavi et al., 2014; Bandhakavi et al., 2017). They
experiment different techniques for lexicon generation:
term frequency models and iterative models including
generative and expectation maximization algorithms.
Bandhakavi et al. evaluated the different lexicons on a
Twitter dataset (Wang et al., 2012) and utilized a feature
based supervised approach for classifying emotion.

While the above emotion lexicons were mainly developed
for English, Yang et al. (2007) constructed an emotion
lexicon for Chinese language. The authors used web blog
corpora in order to extract the lexicon terms and assigned
emotion scores using point wise mutual information
measure. They created two different lexicons by varying
the number of documents downloaded from the Web. They
also evaluated the lexicons in an emotion classification
task using different prediction methods.

Xu et al. (2010) also worked on constructing emotion
lexicon for Chinese using graph-based algorithm which
ranks words according to a few seed emotion words. The
graph algorithm utilizes different similarity measures
derived from dictionaries, unlabeled corpora and heuristic
rules. In order to improve the quality of the lexicon, they
mixed manual verification with the automatic assignment
of emotions.

Abdaoui et al. (2017) presented Feel, an emotion and
sentiment lexicon for French. Abdaoui et al. utilized NRC
emotion lexicon (Mohammad et al., 2013) and translated
its terms to French using multiple online translators. Then,
a professional human translator validated the translation
along with their emotion labels. Abdaoui et al. also
claimed that FEEL outperformed other French emotion
lexicons in emotion classification from texts.

In summary, several techniques are employed for building
emotion lexicons and can be mainly grouped into two
categories: the first one is based on manual annotation
provided by professional individuals or through
crowdsourcing, the second technique is rather automatic
and lexicons are derived from annotated corpora. Only
couple of papers worked on developing emotion lexicon
for Arabic, thus, we focus on developing a large-scale
Arabic emotion lexicon. We present next the methodology
followed to construct automatically ArSEL by utilizing
DepecheMood, EWN and ArSenL.

3. ArSEL

We describe in this section the process followed to
construct ArSEL. We first briefly describe the harvested
resources. Then, we present the expansion technique of
DepecheMood and how we link it to ArSenL.

3.1. Resources

We make use of three resources: DepecheMood, English
WordNet and ArSenL.

DepecheMood: (Staiano and Guerini, 2014) an emotion
lexicon for English consisting of 37,771 words aligned
with English WordNet. Each word along with its
corresponding part of speech tag is annotated with 8
emotion scores (afraid, amused, angry, annoyed, don’t
care, happy, inspired and sad) derived automatically from
annotated corpora collected from Rappler.com news
website. Three variations of the lexicon were presented
where the differences are related to the method of
normalizing the emotion scores.

English WordNet 3.0: (Fellbaum, 1998; Fellbaum, 2010)
is a hierarchical dictionary including more than 117,000
synsets and around 150,000 terms distributed among four
part of speech tags: noun, verb, adjective and adverb.
EWN has been used extensively in multiple natural
language processing tasks and also for developing
sentiment lexicons such as SentiWordNet (Esuli and
Sebastiani, 2007; Baccianella et al., 2010) and emotion
lexicons such as WordNet Affect (Strapparava et al.,
2004).

ArSenL: (Badaro et al., 2014a) is a free publicly available
large-scale Arabic Sentiment lexicon. ArSenL consists of
Arabic lemmas assigned to EWN synsets along with three
sentiment scores derived from English SentiWordNet.
ArSenL was automatically developed by taking the union
of two sentiment lexicons: the first one maps Arabic
WordNet 2.0 (Black et al., 2006) to English SentiWordNet
by using WordNet sense map files across WordNet
versions 2.0, 2.1 and 3.0. The second lexicon is the result
of performing gloss matching between English gloss terms
of an Arabic lexical resource, SAMA (Standard Arabic
Morphological Analyzer) (Graff et al., 2009), and EWN
synset terms. In both sub-lexicons, the sentiment scores
are obtained from English SentiWordNet. ArSenL
includes 153,638 Arabic lemma-EWN synset pairs
corresponding to 33,995 Arabic lemmas/POS tags
annotated with three sentiment scores: positive, negative
and objective.

We choose DepecheMood since it is the largest publicly
available emotion lexicon in English and its terms are
aligned with English WordNet. We benefit from the
available alignment with English WordNet to expand the
coverage of DepecheMood and obtain emotion scores for
EWN synsets, in addition to emotion scores for an
expanded list of EWN terms compared to those already in
DepecheMood. We also utilize the advantage that ArSenL
is connected to EWN synsets and hence, we automatically
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assign emotion scores of EmoWordNet to corresponding
ArSenL entries.

3.2. Expansion of DepecheMood and Link to
ArSenL

In Figure 1, we show an overview of the steps followed to
expand DepecheMood into EmoWordNet (steps grouped
under DepecheMood Expansion) and then linking
EmoWordNet to ArSenL to obtain ArSEL.

Figure 1: Overview of ArSEL Construction Methodology.

We detail first the steps utilized for expanding
DepecheMood iteratively into what we name
EmoWordNet.

Step 1: EWN synsets that include lemmas of
DepecheMood are retrieved. A score is then computed for
each retrieved synset, s. Let S denotes the set of all such
synsets. Two cases may appear: either the retrieved synset
includes only one lemma from DepecheMood, in this case
the synset gets the same score of the lemma, or, the synset
includes multiple lemmas, in this case the score is the
average of the scores of the corresponding lemmas. A
synset, s, includes two sets of terms, T, terms that are in
DepecheMood, and T̄ , terms not in DepecheMood.

Step 2: using the synonymy semantic relation in EWN, and
based on the concept that synonym words will likely share
the same emotion scores, we assign the synset scores to its
corresponding terms T̄ . Again, a term t in T̄ may appear in
one or multiple synsets from S. Hence, the score assigned

to t will be either the one of its corresponding synset or
the average of the scores of its corresponding synsets that
belong to S.

Step 3: terms in T̄ may also appear in synsets s̄ that do not
belong to S. s̄ will get the score of its corresponding terms.

Step 2 and 3 are repeated until no new terms or synsets are
added and scores of added terms converged. It is important
to note that we decided to consider only synonyms for
expansion since synonymy is the only semantic relation
that preserves the emotion orientation and does not require
manual validation (Strapparava et al., 2004).

Using the described automatic expansion approach, we
were able to extend the size of DepecheMood by a factor
of 1.8. We obtained emotion scores for an additional
29,967 EWN terms and for 59,952 EWN synsets. Overall,
we construct EmoWordNet, an emotion lexicon consisting
of 67,738 EWN terms and of 59,952 EWN synsets
annotated with emotion scores.

Next, we match ArSenL entries to EmoWordNet synsets.
Each entry in ArSenL consists mainly of an Arabic SAMA
lemma, a corresponding POS tag, a corresponding EWN
synset and three sentiment scores extracted from
SentiWordNet. For each entry in ArSenL, if its assigned
synset is found in EmoWordNet, emotion scores of the
synset are automatically added to ArSenL entry. We were
able to assign emotion scores to 149,634 ArSenL entries
corresponding to 32,196 Arabic lemmas, i.e., 94.71% of
ArSenL lemmas. We summarize the lexicon sizes per
lemma in Table 1. We also show some sample lemmas of
ArSEL along their corresponding 8 emotion scores in
Table 3. We have picked samples that should be
emotionally charged to check if the emotions represented
by the lemma have the highest scores.

As a walking example of the steps described above, we
added to the steps shown in Fig. 1 an example
corresponding to each step. For instance, the
DepecheMood term “bonding” having noun as POS tag is
mapped to EWN term “bonding” with the same POS tag.
“bonding” appears in three different noun synsets in EWN
with the following offset IDs: “00148653; 05665769;
13781820”. Since “bonding” is the only term having a
DepecheMood representation in the three synsets, the
three synsets will have the same emotion scores as
“bonding”. While synsets “05665769; 13781820” have
only the term “bonding”, “00148653” includes as well the
lemma “soldering” which is not in DepecheMood. Thus,
from step 2, “soldering” will have the same scores as
“bonding”. “soldering” does not appear in any other synset
so there are no more iterations. The next step is to check if
the retrieved synsets appear in ArSenL. For example,
“00148653” corresponds to the lemma “liHAm” and
hence the Arabic lemma will be assigned the emotion
scores of the synset.

To test the efficiency of our emotion lexicon ArSEL, we
evaluate in the next section the performance of ArSEL
when employed in emotion regression and classification
tasks.
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Lexicon Lemma Count
DepecheMood 37,771
EmoWordNet 67,738

ArSenL 33,995
ArSEL 32,196

Table 1: Lexicons Coverage.

SemEval ArSEL
Fear Afraid

Anger Angry
Joy Happy

Sadness Sad
Surprise Inspired
Disgust -

- Annoyed, Amused, Don’t Care

Table 2: Mapping between SemEval and ArSEL Emotion
Labels.

4. ArSEL Evaluation

Since ArSEL is generated based on ArSenL, the intrinsic
evaluation results of ArSenL described in (Badaro et al.,
2014a) are automatically inherited by ArSEL. Therefore,
we focus in this section on performing extrinsic evaluation
of ArSEL. We describe next the dataset used, the
experiment setup, the regression and the classification
results for the two datasets: SemEval 2007 and 2018
datasets.

4.1. Using SemEval 2007 Dataset

4.1.1. About the Dataset

We utilize SemEval 2007 Affective Task dataset
(Strapparava and Mihalcea, 2007). The dataset consists of
one thousand news headlines annotated with six emotion
scores: anger, disgust, fear, joy, sadness and surprise. For
the regression task, a score between 0 and 1 is provided for
each emotion. For the classification task, a threshold is
applied on the emotion scores to get a binary
representation of the emotions: if the score of a certain
emotion is greater than 0.5, the corresponding emotion
label is set to 1, otherwise it is 0. The emotion labels used
in the dataset correspond to the six emotions of the Ekman
model (Ekman, 1992) while those in ArSEL,
EmoWordNet and DepecheMood follow the ones provided
by Rappler Mood Meter. We consider the same
assumptions of emotion mapping presented in the work of
(Staiano and Guerini, 2014) and summarized in Table 2.
Disgust emotion label in SemEval is not aligned with any
emotion in EmoWordNet and hence is discarded as also
assumed in (Staiano and Guerini, 2014). The dataset is in
English, thus, we use Google translate to translate it
automatically to Arabic. Some examples of the news’
headlines along with their Google and Human translations
are shown in Table 4.

4.1.2. Experiment Setup

We perform the following preprocessing steps in order to
proceed with the evaluation. We utilize MADAMIRA
(Pasha et al., 2014) in order to perform lemmatization for
the translated dataset. The output of MADMIRA is a list
of lemmas in Buckwalter transliteration (Buckwalter,
2002) along with the corresponding POS tag. We exclude
lemmas that do not belong to the main four POS tags:
noun, verb, adjective and adverb. It is important to note
that MADAMIRA generates many fine-grained POS tags
that can be grouped into the above mentioned four POS
tags. On ArSEL side, we compute the average of emotion
scores per lemma since an Arabic lemma can be mapped
to multiple EWN synsets. Next, we compute for each
news’ headline the sum and the average of emotion scores.
The average turned out to give better results. For the
regression task, we compute Pearson correlation
coefficient between the computed headline emotion scores
and the scores provided in SemEval taking into
consideration the mapping of emotion labels as
represented in Table 2. For the classification task, we first
perform min-max normalization on the computed scores
and then we apply thresholding with a threshold equals to
0.5. Thus, an emotion label will be set to 1 if its
corresponding emotion score is greater than 0.5, otherwise
it will be set to 0. The same thresholding is applied on
SemEval scores. F1 measure is then computed to evaluate
classification of emotions. The experiment process is
summarized in Figure 2.

4.1.3. Regression and Classification Results

We present first the coverage results of ArSEL for the
translated SemEval dataset. Only one headline (“Toshiba
Portege R400”, “400 P ú
m.

��'QK. AJ. �
 ��ñ�K”) did not include a

lemma that matched to ArSEL. In terms of lemma counts,
2,688 unique lemmas represent the dataset. 301 lemmas
were not identified by MADAMIRA, 121 lemmas had
POS tags different than the four main ones and 2,266
lemmas were within the four POS tags: N, V, Adj and Adv.
To evaluate the coverage of ArSEL, we compare ArSEL
lemmas to the 2,266 lemmas that are within the main four
POS tags. 91.41% of the 2,266 lemmas were found in
ArSEL. Thus, we can conclude that ArSEL includes
commonly used Arabic lemmas with a high coverage.

In Table 7, Pearson correlation results are presented when
using ArSEL and when using EmoWordNet on the
translated SemEval Dataset and the original one
respectively. We notice that the performance of ArSEL is
very similar to EmoWordNet. The small difference in the
scores obtained is expected since the automatic Online
translation from English to Arabic cannot be guaranteed to
be 100% accurate as can be seen in some of the examples
shown in Table 4. Moreover, some English words may
have an emotion score while their Arabic translation may
not be present in ArSEL. In order to check if looking at
both the English and Arabic data improves the accuracy of
emotion prediction, we combine the two scores obtained
from using EmoWordNet on English SemEval 2007 and
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Lemma#POS English Gloss Afraid Amused Angry Annoyed Don’t Care Happy Inspired Sad
xawof#n

	¬ñ 	k ÐAmÌ fear 0.16866352 0.10374394 0.13578057 0.11578797 0.09626842 0.10521568 0.12802106 0.14651883

saEAdap#n �èXAª� happiness 0.01080941 0.16735222 0.01801752 0.04023918 0.18246141 0.38946541 0.16637971 0.02527514

taEAsap#n �é�Aª�K misery 0.11482094 0.11724791 0.07061617 0.13834278 0.04755821 0.1362515 0.16859612 0.20656636

DaHik#v ½m� 	� laugh 0.04837066 0.21422647 0.07150008 0.11078673 0.13726831 0.11134006 0.21054358 0.09596412

Huzon#n 	à 	Qk grief 0.01551373 0.13148076 0.0687485 0.10431947 0.06042494 0.08809219 0.21824078 0.31317963

$ajan#n 	ám.�
�� anxiety 0.159757 0.08634377 0.10675246 0.10506455 0.11995604 0.14099477 0.05896844 0.22216298

maqotal#n É�J�®Ó assault; killing 0.15997316 0.0616973 0.33435758 0.10675574 0.06770851 0.07205292 0.03512961 0.16232519

<izoEAj#n h. A« 	P@ disturbance 0.05707528 0.06349826 0.34656472 0.14284707 0.11914421 0.11311906 0.06151737 0.096234049

kuwayĩs#a ��
ñ» well 0.0221555 0.24858529 0.03319092 0.11484484 0.23663404 0.1073459 0.22167375 0.01556974

$ayo’#n Zú
æ
�� thing 0.08178512 0.14615643 0.13145998 0.14008017 0.14118469 0.11244018 0.14626546 0.10062796

Table 3: Sample of ArSEL Arabic Lemmas with Emotion Scores.

English News’ Headline Google Translation Human Translation
Women protest Pakistan demolition 	àA�J�» AK. ÐYë úÎ« i. �Jm��' �è



@QÖÏ @ 	àA�J�» AK. ú


	̄ Q�
j. 	®�JË @ É« i. �Jm��' �è


@QÖÏ @

Dolphins, sea lions may report for duty soon AJ. K
Q�̄ I. k. @ð 	á« QK
Q�®�K Y�̄ QjJ. Ë @ Xñ�


@ , 	á�
 	̄ BYË@

�
AJ. K
Q�̄ �éÓY	mÌ'@ ú


	̄ © 	�ñ�K QjJ. Ë @ Xñ�


@ , 	á�
 	̄ BYË@

Woman fights to keep drunken driver in jail 	áj. �Ë@ ú

	̄ 	à@Qº� ��
KA� úÎ« 	 A 	®jÊË H. PAm��' �è



@QÓ@ 	áj. �Ë@ ú


	̄ 	à@Qº� ��
KA� ZA�®K. B
 H. PAm��' �è


@QÓ@


Female astronaut sets record ú �æ 	K


@ Z A 	� 	̄ Y
K @P Ém.�� AJ
�AJ
�̄ AÔ�̄P Éj. ��� ZA 	� 	̄ �èY
K @P

Astronaut’s arrest tests NASA’s mettle �è 	Që A�A 	K ZA 	� 	®Ë @ Y
K @P ÈA�®�J«@ �H@PAJ. �J 	k@ PAJ. �J 	kB@ �Im��' A�A 	K © 	��
 ZA 	� 	̄ Y
K @P ÈA�®�J«@


Table 4: News’ Headlines’ Examples to Show Differences between Google Translations and Human Translations.

Figure 2: Overview of ArSEL Evaluation Steps.

from using ArSEL on the translated version of the same
dataset. We compute the average of the two resulting
scores and use it to perform regression and classification.
We report the regression results in Table 7 under
Combined column. As can be seen, combining the scores
obtained through ArSEL and EmoWordNet improved
Pearson correlation on average and consistently for all
emotions except for Surprise. The discrepancy between
the results achieved by EmoWordNet and ArSEL is due to
the translation errors incurred by Google translate. The
translation errors cause MADAMIRA to generate
erroneous analysis of lemmas and hence the total emotion
scores of the headline will be incorrect. The same error
analysis can be inferred by looking at the other emotion
classes as well.

In Table 8, we also compare F1 measure achieved by using
ArSEL and EmoWordNet on translated SemEval and
original one respectively. We also notice that the results
for emotion classification are very close to each other. We
also test the performance of combining the output of the
two lexicons based on the parallel dataset shown under
combined column in Table 8. Hence, we can conclude that
the efficiency of EmoWordNet is preserved in ArSEL
when used for emotion recognition from text. We can also
deduce that emotion scores of EmoWordNet are correctly
represented in ArSEL. In Table 5, we show some examples
of news’ headlines that were correctly classified and in
Table 6, examples of news’ headlines that were
misclassified. By looking at the misclassified examples,
we notice that misclassification is either due to predicting
additional emotion labels to the actual ones (precision
issue) or by predicting different emotion labels than the
actual ones (recall issue). Similar to the regression task,
translation errors incurred by Google translate have a
negative impact on the analysis performed by
MADAMIRA, thus, the translated headline is
misrepresented and emotion scores assigned to the
headline are incorrect.

4.2. Using SemEval 2018 Arabic Affective
Tweets Dataset

While in the previous section we performed an extrinsic
evaluation of ArSEL against a translated dataset from
English, we present in this section an evaluation against a
native Arabic dataset extracted from SemEval 2018 Task 1
“Affect in Tweets”. We describe first the dataset and the
coverage achieved by ArSEL and then we present results
of applying regression and classification using the same
approach described in section 4.1.2.
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English News’ Headline Google Translation True Emotions
Ice storms kill 21 across nation �éÓ



B@ Q�.« 21 É�J�®�K �éJ
j. Ê�JË @ 	­�@ñªË@ fear; sadness

Thailand attacks kill three, injure 70 70 �éK. A�@
ð , �é�KC�K É�J�̄ Y 	KCK
A�K �HAÒj. ë fear; sadness

Heavy snow causes travel chaos and shuts schools �P@YÖÏ @ ��Ê 	ª�Kð Q 	®�Ë@ úæ 	�ñ 	̄ �é 	®J
�JºË@ h. ñÊ�JË @ I. �.��� fear; sadness; surprise

Israeli, Lebanese clash on border XðYmÌ'@ úÎ« ú

	GA 	JJ. Ë , ú
ÎJ

K @Qå� @
 ¼AJ. �� ��@ anger; fear; sadness

Catania punished for fan violence �ékðQÓ 	­	JªË@ úÎ« I.
�̄ AªK
 AJ
 	K A�KA¿ anger; sadness

Table 5: Examples of Correctly Classified News’ Headlines from SemEval 2007.

English News’ Headline Google Translation True Emotions Predicted Emotions
Closings and cancellations top advice on flu outbreak @ 	Q 	KñÊ 	® 	K



B@ ú
æ

�� 	®�K 	à


A ���. AJ
ÊªË@ �èPñ ��ÖÏ @ ZA 	ªË @
ð

��C 	«@
 joy fear; surprise

Discovered boys bring shock, joy hQ 	®Ë@ð , �éÓY� I. Êm.�
�' XBð



B@ 	¬A ����» @ joy; surprise sadness; surprise

Iraqi sunni lands show new oil and gas promise 	PA 	ªË @ð ¡ 	® 	JÊË @YK
Yg. @Y«ð �éJ
�̄ @QªË@ �éJ
 	��Ë@ ú
æ
	�@P



B@ Qê 	¢��ð joy fear; surprise

Golden Globes on their way Ñê�®K
Q£ ú

	̄ H. ñÊ 	« 	àYËñ 	« joy joy; sadness; surprise

Bush adamant on troops to Iraq ��@QªË@ úÍ@
 �H@ñ�®Ë@ úÎ« Qå��
 ��ñK. anger; sadness fear

Table 6: Examples of Misclassified News’ Headlines from SemEval 2007.

Emotion EmoWordNet ArSEL Combined
Fear 0.51 0.44 0.53

Anger 0.31 0.34 0.37
Joy 0.33 0.26 0.35

Sadness 0.41 0.31 0.41
Surprise 0.17 0.1 0.14
Average 0.35 0.29 0.36

Table 7: Pearson Correlation Values.

Emotion EmoWordNet ArSEL Combined
Fear 0.45 0.57 0.55

Anger 0.17 0.36 0.36
Joy 0.48 0.55 0.59

Sadness 0.46 0.50 0.55
Surprise 0.43 0.52 0.53
Average 0.40 0.50 0.52

Table 8: F1-Measure results for emotion classification
using EmoWordNet on English SemEval 2007, using
ArSEL on the Arabic translated version and when
combining the two scores.

4.2.1. About the Data

In SemEval 2017, a task was created for Arabic Twitter
sentiment analysis (Rosenthal et al., 2017). Several teams
participated and the winning teams were NileTMRG
(El-Beltagy et al., 2017) and OMAM (Baly et al., 2017b;
Onyibe and Habash, 2017). In SemEval 2018, the focus
was on Emotion classification from text. We utilize the
provided competition dataset to evaluate ArSEL. SemEval
2018 dataset consists of Arabic tweets that are annotated
with four emotions: anger, fear, joy and sadness along with
the intensity present for each one. We have only access to
the training and the development sets. In total, there are
2,871 tweets. In Table 9, we show the distribution of
emotions across the tweets. The frequencies of the
emotions are very close to each other with “Sadness”
being the most frequent in the dataset. We follow the same
experiment setup described in section 4.1.2, but we do not
need the translation part since the data is already in

Emotion Number of Occurrence
Fear 1028

Anger 1027
Joy 952

Sadness 1030

Table 9: Distribution of Emotion Labels across the Tweets.

Arabic. Instead, we perform additional preprocessing steps
given that the dataset is extracted from Twitter. We clean
the tweets from the hash tag and the underscore characters.
We then feed the tweets to MADAMIRA to extract
lemmas. In terms of ArSEL coverage, we were able to
match 83.47% of the generated lemmas that belong to one
of the four main POS tags. We were not able to generate
any emotion scores for three tweets that mainly consisted
of dialectal Arabic terms ( l .�

	'ñJ
« , your eyes) elongations

(
	¬@@ @ A 	g, fear) and emoticons.

4.2.2. Regression and Classification Results

We follow the same approach described in section 4.1.2 to
perform regression and classification with the modifications
described in section 4.2.1. We use the average of the scores
of the four emotions (joy, fear, anger and sadness), mutually
present in ArSEL and in SemEval 2018 dataset. We have
tried the sum of the emotions’ scores as well, but, using
average showed to be better. For the regression, we evaluate
Pearson correlation coefficient against the intensity scores
provided in the Twitter data. On average, we achieve an R
score of 0.26. Table 12 shows the results per emotion.

For classification, we also apply min-max normalization
and compare against the provided labels in the data. We
use F1 measure as an evaluation metric. We also compare
the results of our naı̈ve unsupervised classifier to a
majority baseline classifier where the predictor will always
assign “Sadness” to the tweet since it is the most frequent
emotion. The results are shown in Table 13. We
outperform the baseline by an average of 30% as F1-score.
Thus, we can confirm the efficiency of using ArSEL for
emotion recognition tasks. We expect better results to be
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Arabic Tweet Translation True Emotions
PA 	®» ÐC¿ 	¬Qª	K AÓ @Yg. YJ
ª� YJ
« A very happy holiday we don’t know words of unbelievers joy

? I. Ê�̄ �I�̄Qkð ¨ñÓX 	á« èPAJ.« èQ�� 	®ËAë ���
Ë!! Why is this period full of tears and sorrow sadness
��J
 	̄ñ�Kð èXAª�ð Q�
 	g É¿ èAªÓ I. K
Ag. Qj. 	®ËAë H. PA�K
 Oh God, this dawn is bringing all good, happiness and reconciliation joy

ú
G. P ¼Yª��
 �éK. AJ.kð 	­¢Ë ½Ê¿ �èQëñm.Ì'@ AK
 Xð 	P ½J
Ê«AÓ You are a diamond of niceness and loveliness, may God make happy joy

AK
AÓ XAJ
«


@ AêÊ¿ ½ÓAK




@ é<ËA ��	� @ ù
 ÖÏ AªË @ �è



@QÖÏ @ ÐñJ
K. hQ 	®Ë @ ð Q�
	mÌ'@ hAJ.� Good morning and joy in international Women’s day anger; joy

Table 10: Examples of Correctly Classified Arabic Tweets from SemEval 2018.

Arabic Tweet and English Translation True Emotions Predicted Emotions
ø
 XA« ð ú
ÍAmÌ I. «P ÐC 	̄ @ Qå	�m�'. ú �æk é
JK
Qk. Q�
�J» é 	J� Õ» ú
ÍPA� ��.

	¬A 	j�JK. é 	K A�	� @ Q��» @ �I	J» joy fear

I used to be scared from watching scary movies but I have been watching them by myself since a while
ÑîD.J.��. ù 	® �����ÖÏ @ �IÊ 	gX 	á�
�KQÓ , ú
æ

�� ÑëY	J« 	áÓ �H 	Y 	g@ AÓ ��CJ.K. ú

	Gñ¢«@ ñË ú


	̄ Që fear anger; sadness

Even if they gave it for free I won’t take it, I was admitted to the hospital twice because of them
Qå��ð PY 	« AîD
	̄ é 	JJ
« ú
æ�m��' Ð 
ñ �� QK


	Y 	K é 	KñÊÓ Ñî 	EñJ
« ú
ÎË @ 	à@ ñ 	̄ñ ���
K. ñ 	KA¿ H. QªË@ èY» 	àA ��« fear joy; sadness

That’s why Arabs thought that people with colored eyes are evil
I. mÌ'AK. ¨ñ 	�ñÖÏ @ ��Êª�K AÒÊ¿ ú
æ. Ê

�̄ ú

	̄ �éJ.ëQË@ ÉJ
�J 	̄ ÈAª ��A
K. Ðñ�®K
 AÓ Zú
æ

�� fear sadness

I have fear feelings whenever the subject is related to love
?? ��@Q 	̄ PA� 	­J
» H. A�J« @ñë AÖÏ A£ I. J
£ sadness joy

Since it was reproach why did it become separation?

Table 11: Examples of Misclassified Arabic Tweets from SemEval 2018.

Emotion R Value
Fear 0.26

Anger 0.25
Joy 0.31

Sadness 0.22
Average 0.26

Table 12: Pearson Correlation Results on SemEval 2018
Arabic Tweets Dataset.

Emotion ArSEL Majority Baseline
Fear 0.32 0

Anger 0.41 0
Joy 0.52 0

Sadness 0.46 0.5
Average 0.43 0.13

Table 13: Classification F1-score Results on SemEval
2018 Arabic Tweets Dataset.

achieved when utilizing more sophisticated regression and
classification techniques.

We also show examples of correctly classified tweets in
Table 10, whereas in Table 11, we present examples of
misclassified tweets.

By analyzing some of the misclassification examples we
can see that several tweets are in dialectal Arabic which
may produce erroneous morphological analysis.
Moreover, some words have different meanings and
emotion significance especially when used in dialectal
Arabic such as the word “I. J
£” which could mean good,
ok, tasty or alright. Last but not least, it is important to
have a comprehensive model that takes into consideration
the whole tweet rather than only word components as for
instance in the first example in Table 11: although the
words “

	¬A 	g” and “I. «P”, which relate to fear are present
in the tweet, the overall emotion is joy since the writer is
happy that she has overcome her fear and she has been

able to watch scary movies without any problem.

5. Conclusion and Future Work

We presented in this paper ArSEL, a large scale Arabic
Sentiment and Emotion Lexicon. ArSEL is constructed
automatically by using three lexical resources:
DepecheMood, English WordNet and ArSenL. First,
DepecheMood is mapped to EWN. Then, it is expanded
iteratively using EWN synonymy semantic relation. The
resulting expanded version of DepecheMood,
EmoWordNet, is then linked to ArSenL entries using
EWN synset IDs that exist in both lexicons. ArSEL
consists of 32,196 Arabic lemmas annotated
simultaneously with sentiment and emotion scores. ArSEL
will be made publicly available on http://oma-project.com

to speed up research in the area of emotion recognition
from text. Moreover, using ArSEL in emotion
classification task proved to be efficient with comparable
performance to when utilizing EmoWordNet on an English
dataset. Using ArSEL in a simplistic classification model
outperformed a majority baseline predictor by 30% in
terms of F1 measure. As future work, we would like to
investigate more complex and sophisticated emotion
recognition models and test the proposed models on larger
datasets.
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Abstract
Sentiment analysis is a highly subjective and challenging task. Its complexity further increases when applied to the Arabic language,
mainly because of the large variety of dialects that are unstandardized and widely used in the Web, especially in social media. While
many datasets have been released to train sentiment classifiers in Arabic, most of these datasets contain shallow annotation, only marking
the sentiment of the text unit, as a word, a sentence or a document. In this paper, we present the Arabic Sentiment Twitter Dataset for
the Levantine dialect (ArSenTD-LEV). Based on findings from analyzing tweets from the Levant region, we created a dataset of 4,000
tweets with the following annotations: the overall sentiment of the tweet, the target to which the sentiment was expressed, how the
sentiment was expressed, and the topic of the tweet. Results confirm the importance of these annotations at improving the performance
of a baseline sentiment classifier. They also confirm the gap of training in a certain domain, and testing in another domain.
Keywords: Corpus development, Levantine tweets, multi-topic, sentiment analysis, sentiment target

1. Introduction
Sentiment analysis refers to the task of inferring opinions
from text (Liu, 2012). Research in sentiment analysis has
been driven by the interest in its wide range of applica-
tions and the availability of large amounts of subjective
data on the Web (Ravi and Ravi, 2015). Today’s social me-
dia has provided people the opportunity to connect across
the globe and express their opinions and emotions freely
and abundantly. Twitter is one of the most used social me-
dia platforms, with recent statistics 1 indicating that over
500 million tweets are being sent out daily, mainly to ex-
press opinions about personal or trending topics, news or
events (Sareah, 2015).
Sentiment analysis has been widely approached as a text
classification problem, with the target of predicting the
overall opinion of a given text (words, sentences or doc-
uments) (Pang et al., 2002; Socher et al., 2013; Tang et
al., 2015; Farra et al., 2010). However, sentiment analy-
sis can also be performed at more granular levels, such as
identifying target entities (Brody and Elhadad, 2010; So-
masundaran and Wiebe, 2009; Farra and McKeown, 2017)
and predicting opinions towards these targets, whether in
Twitter (Jiang et al., 2011), online comments (Biyani et al.,
2015) or product reviews (Wang et al., 2016; Kirange and
Deshmukh, 2015). These tasks are critically-important to
handle cases where the text contains multiple opinions ex-
pressed towards one or different targets, which is a common
phenomenon in product reviews.
Research in exploring methods for English sentiment anal-
ysis has been leading the way, while other languages, in-
cluding Arabic, still lag behind. Most advances were made
in English, mainly because to the availability of sentiment
corpora to support such tasks. This paper aims at providing
new resources to support research advances in Arabic. As a
matter of fact, Arabic ranks as the 4th most spoken language

1https://www.socialbakers.com/statistics/
twitter/

worldwide (Paolillo and Das, 2006), and as of March 2017,
11.1 million Twitter users from the Arab world are gener-
ating 27.4 million tweets on a daily basis (Salem, 2017).
In the last few years, there has been a significant progress
in creating resources for Arabic sentiment analysis. How-
ever, these resources are often coupled with sentiment an-
notations only, and typically on a three point scale (1 to 3)
instead of the common 5-point typically used in reviews,
which also reflects sentiment intensity. Furthermore, it was
found that modeling sentiment depends on the domain or
topic at hand, and that a sentiment model trained on one
domain is not expected to perform as well on another (Pan
et al., 2010). Additionally, textual semantics vary across
languages and dialects (Baly et al., 2017a) due to cultural
factors (Salameh et al., 2015; Mohammad et al., 2016). For
example, Õæ


	¢ªË@ ú
ÎªË@ é
��<Ë @ 	àA �jJ.� Glory to God the Great is

used in the Levant to express positive sentiment, whereas it
is considered a religious saying with no sentiment in other
Arab regions, e.g. the Gulf countries. Consequently, cross-
lingual and cross-domain approaches (Chen et al., 2016; Li,
2017) have been explored to avoid the need for a sentiment
corpus for each domain or language, which is costly and
time-consuming.
In this paper, we address the limitations of having a corpus
annotated for sentiment only, by creating a corpus and hav-
ing it simultaneously annotated for different and important
aspects needed for research in sentiment analysis. We cre-
ate our corpus from Twitter content due to its widespread
use in the Arab world. Given the cultural and linguistic
differences across Arab regions, causing shifts in seman-
tics, we focus on developing sentiment models for the Lev-
antine dialect. According to (Zaidan and Callison-Burch,
2014), Arabic dialects can be categorized into Egyptian,
Levantine, Gulf, Iraqi and Maghrebi. Our corpus is com-
posed of tweets retrieved from Levantine countries (Jordan,
Lebanon, Palestine and Syria), where the Levantine dialect
is the 3rd most spoken Arabic dialect (Zaidan and Callison-
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Burch, 2014). We selected a group of 4,000 tweets, and had
users annotate those tweets via crowdsourcing to: 1) iden-
tify the sentiment targets in each tweet, 2) annotate both
sentiment polarity and intensity on a five-point scale, from
very negative to very positive, 3) indicate whether senti-
ment was expressed implicitly or explicitly, and 4) finally
to identify the topic the tweet is discussing. This corpus is
publicly available. 2

The resulting corpus provides a resource complement to ex-
isting Arabic dialect resources (Baly et al., 2017c; Assiri
et al., 2016; Refaee and Rieser, 2014a). It will also en-
able models that can exploit sentiment target identification,
topic identification and sentiment expression. Furthermore,
it will opens doors to investigate cross-dialect sentiment
models by leveraging existing Twitter corpora from other
regions and dialects. Several experiments are conducted to
confirm the benefits of such new aspects (Joty et al., 2017).
We show that topic-based models outperform models that
do not consider the topic of the text.
The remaining of the paper is organized as follows. Sec-
tion 2 describes previous efforts to create sentiment datasets
in Arabic. Section 3 presents an analysis of Arabic tweets
and describes our methodology to create and annotate the
corpus. Section 4 presents experimental results to bench-
mark the performance of a baseline classifier on our de-
veloped corpus, and also to emphasize the impact of topic
change on the performance. Concluding remarks are made
in Section 5.

2. Related Work
Sentiment analysis has been performed by training machine
learning models using different choices of features (Abdul-
Mageed et al., 2011; Abdul-Mageed et al., 2014; Badaro et
al., 2014; Refaee and Rieser, 2014b; Badaro et al., 2015;
Al Sallab et al., 2015; Baly et al., 2016; Baly et al., 2017b;
Al-Sallab et al., 2017). However, training and evaluating
accurate sentiment models requires the availability of cor-
pora with sentiment labeling. Below, we list commonly-
known Arabic sentiment corpora.
Abdul-Mageed et al. (2011) created a corpus by annotating
2,855 sentences, coming from the first 400 documents of
the Penn Arabic Treebank Version 1 Part 3 (Maamouri et
al., 2004), using the following labels: objective, subjective-
positive, subjective-negative and subjective-neutral. This
dataset was extended by annotating additional 5,342 sen-
tences from Wikipedia talk pages and 2,532 sentences from
web forums to create the AWATIF corpus (Abdul-Mageed
and Diab, 2012). Rushdi-Saleh et al. (2011) created the
Opinion Corpus for Arabic (OCA), which consists of 500
Arabic movie reviews that are annotated as either positive
or negative. Aly and Atiya (2013) created LABR; a large-
scale corpus consisting of 63,257 book reviews written in
Arabic, each rated on a five-point scale. ElSahar and El-
Beltagy (2015) retrieved 33,116 Arabic reviews on movies,
hotels, restaurants and products, and automatically anno-
tated them using available ratings.
The above-mentioned corpora contained data written in
Modern Standard Arabic (MSA). Additional efforts have

2The corpus is available at www.oma-project.com

been made to develop corpora for dialectal Arabic, due to
its widespread use in the Web. Refaee and Rieser (2014a)
retrieved 8,868 tweets from multiple Arabic dialects, and
annotated them for both subjectivity and sentiment using
the following labels: polar, positive, negative, neutral and
mixed. Baly et al. (2017d) created the Arabic Senti-
ment TreeBank (ArSenTB) using 1,176 comments, from
the QALB dataset (Mohit et al., 2014), written in MSA
and a mixture of different dialects. In addition to sentence-
level sentiment annotation, comments were transformed
into phrase structure parse trees, and the sentiment of each
constituent (node in the tree) was also annotated, totaling
up to 123,000 constituents. Al-Kabi et al. (2016) created
a corpus covering MSA as well as several Arabic dialects.
This corpus is composed of 1,442 reviews extracted from
five domains: economy, food-life style, religion, sports and
technology. Annotation was performed manually to ensure
high quality. Nabil et al. (2015) created the Arabic Sen-
timent Tweets Dataset (ASTD), which consists of 10,006
tweets, written in the Egyptian dialect and annotated as
positive (799), negative (1,684), mixed (832) or objective
(6,691). Medhaffar et al. (2017) created the Tunisian Sen-
timent Analysis Corpus (TSAC) by retrieving 17,000 com-
ments written with Tunisian dialect from Facebook, and an-
notating them as positive or negative. Baly et al. (2017a)
created two datasets, each consisting of 1,000 tweets, writ-
ten in Egyptian and Emarati dialects and manually anno-
tated for sentiment at a 5-point scale, from very negative to
very positive. A similar effort was done to create AraSenti-
Tweet; a sentiment corpus of 17,573 tweets written in MSA
and in Saudi dialect (Al-Twairesh et al., 2017).
It can be observed that, despite the recent efforts to cre-
ate Arabic sentiment corpora, the majority of these datasets
only focused on labeling the overall sentiment of the text,
while ignoring other useful information, such as the target
of the sentiment and the topic being discussed. A corpus
with similar annotations was developed for SemEval-2016
Task 4 on Sentiment Analysis in Arabic tweets (Rosenthal
et al., 2017). The corpus consisted of 3,355 tweets anno-
tated by the polarity of sentiment in the tweet and the sen-
timent towards a specific target in the tweet (also known
as stance). Also, (Al-Smadi et al., 2015) used a subset of
2,800 reviews from the LABR corpus and enriched it with
aspect-based sentiment annotations.
In this paper, we present ARSENTD-LEV; an Arabic sen-
timent dataset that is composed of Levantine tweets, and
we enrich it with a variety of sentiment-related annotations
that never existed together in a single corpus.

3. Dataset
In this section, we describe our methodology to create the
new sentiment corpus.

3.1. Manual Data Analysis
To have the proper guidelines in the annotation process, we
conducted manual analysis to make sure we have solid in-
sights into the intricacies of the sentiment analysis and the
required sentiment annotations. The goal of the analysis
was to gain insights and understand the characteristics and
different usages of Twitter in the Levant region. As such, a
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sample of 200 tweets, generated in countries from the Lev-
ant region, were retrieved and characterized. We focused
on information that should be critical to developing accu-
rate sentiment analysis models, including: the topic being
discussed, the language being used, the way sentiment was
being expressed and the target of the sentiment.

Topic Analysis The first question we wanted to answer
is: what topics are often discussed on Twitter?. Our find-
ings, shown in Table 1, suggest that most of the tweets ex-
pressed opinions about personal and daily matters, and to a
less extent on political issues, especially the ongoing con-
flicts in the Middle East. People also discussed religious
matters and tend to quote verses from the Quran. Table 1
also illustrates the different items discussed per topic, or-
dered from most to least frequent in the sample set. In ad-
dition to the outcome of knowing which topics were being
discussed, we also used the sample tweets to identify the
most discriminative keywords across topics, which are used
later when creating the corpus.

Topic Size Sub-topics

Personal 36%
sarcasm, love, sadness and op-
timism

Politics 23%
Syrian war, Palestinian war,
Lebanese elections, revolution
and terrorism

Religion 11%
sermon, mention, praising God,
religious events and Quranic
verses

Sports 6%
international and local soccer
games, soccer players and bas-
ketball

Other 24%
entertainment, ads, health, ed-
ucation, economy, technology
and weather

Table 1: Breakdown of the different topics and sub-topics
that were discussed in the sample set of 200 tweets.

Language Use By analyzing the language that was used
to write the 200 tweets, we observed that: 51% were written
in Modern Standard Arabic (MSA), 34% in Levantine di-
alect, and the remaining 15% in English, Arabizi, or a mix-
ture of MSA and dialectal Arabic (DA). We also observed
that most personal tweets were written in DA, indicating
that users prefer to use it rather than MSA when it comes to
discussing personal aspects of their lives and feelings.

Sentiment Expression We analyzed the sentiment distri-
bution in the 200 tweets by labeling the sentiment polarity
and the way it was expressed, i.e., explicitly or implicitly,
for each tweet. We observed that a significant amount of
tweets were negative, which can be attributed to the current
political situation having a direct impact on people’s lives
and opinions. We also observed that sentiment distribution
changes from one country to another; it is mostly negative
in Syria and mostly neutral in Jordan, which may reflects
the countries’ political and social stabilities. Finally, among

the subjective tweets, sentiment was expressed explicitly in
64% and implicitly in 35% of the tweets, which is an indi-
cation of the complexity in opinion mining.

3.2. Corpus Development
Our goal is to create an Arabic dataset of tweets from the
Levant region, and annotate them for topic, sentiment po-
larity, sentiment intensity, sentiment target and sentiment
expression. In order to create this corpus we performed the
following steps.

Tweets Retrieval We used the TWEEPY python mod-
ule to retrieve tweets using pre-specified geo-locations
covering four countries from the Levant region: Jordan,
Lebanon, Palestine and Syria. The retrieval process began
on November 5th 2017 and ended on November 29th 2017.
As a result, we retrieved 45,000 tweets that are equally dis-
tributed across the four countries.

Pre-processing The target size of our corpus is 4,000
tweets; 1,000 for each country. We also aim to collect
tweets discussing the common topics (politics, religion,
sports, personal and entertainment) that we encountered in
the manual analysis. Therefore, we created for each of the
five topics a list of topic-specific keywords; for each topic
we selected the most frequent words in the sample set that
were the most discriminative with regard to that topic. We
checked the 45K tweets against these lists and kept those
that contained at least one keyword from one list and none
from the others. This is a naive topic classification that will
not be part of the final corpus, and that was performed only
to increase the likelihood of having tweets discussing our
target topics. We also excluded tweets written in foreign
languages and those only containing URLs and emoticons.
Finally, for each country, we selected the longest 1,000
tweets such that they are balanced across our target topics.
It is worth mentioning that despite the fact that we enforced
some balance over the different topics, we do not expect
this to be the case in the final corpus after manual anno-
tation, since topics are inherently imbalanced as shown in
Table 1.

Annotation The annotation process was carried out via
crowdsourcing and using the CrowdFlower platform. For
each tweet, annotators were instructed to 1) select its over-
all sentiment, 2) identify the target of this sentiment in the
tweet (in case it was not neutral) by copying segments of the
tweet into a text box, 3) identify whether the sentiment was
expressed explicitly or implicitly, and 4) specify the topic
being discussed. Sentiment labels were assigned based on a
5-point scale using the following labels: very negative, neg-
ative, neutral, positive and very positive. Motivated by our
manual analysis of a sample of tweets, we pre-defined the
following topics: politics, religions, sports and personal. If
a tweet’s topic did not belong to one of these choices, an-
notators will have to specify another topic based on their
own judgment. Before conducting the large-scale annota-
tion task, we conducted a pilot task to ensure the clarity of
the guidelines and examples, and consequently the task.
Tweets were randomly assigned to at least 5 annotators, and
up to 4 additional annotators were asked to participate in
case of ties. As a result, we had 5-9 different annotators an-
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Topic Sentiment Expression

Personal 32.6% Very negative 16.3% Explicit 73.6%
Sports 12.12% Negative 30.8% Implicit 4.3%
Politics 37.63% Neutral 22.13% None 22.1%
Religions 9.83% Positive 20.1%
Entertainment 4.35% Very positive 10.7%
Other 3.45%

Table 2: Distributions of the different annotated features in the corpus.

notating each tweet, which is a reasonable number to per-
form aggregation over 5 classes. Annotations were aggre-
gated based on majority voting, and the annotators’ trust
score (reflecting their work accuracy) was used for break-
ing ties. To make sure only qualified annotators are allowed
to do the task, we performed quality control by creating a
gold set of 181 tweets that we annotated for sentiment, and
used it to monitor the annotators’ accuracy on this set. Only
those with an accuracy higher than 75% were allowed to
stay on the job.

Post-Processing To aggregate sentiment targets returned
by annotators, we automatically extracted the longest com-
mon substring among targets whose annotators agreed with
the final aggregated label. In other words, if the aggregated
sentiment was positive, we only considered the pool of tar-
gets returned by annotators who annotated the tweet as ei-
ther positive or very positive. Also, while we instructed
annotators that the sentiment target must be explicitly ob-
served in the tweet, we observed that in 160 tweets, an-
notators specified the targets with their own wording. We
resolved these cases manually. We also manually aggre-
gated the topic annotations of 138 tweets whose topic was
not one of the pre-specified topics.

3.3. Statistics and Evaluation
It is of critical importance to evaluate the annotation qual-
ity to make sure the corpus can be properly used to develop
accurate sentiment models. We evaluated how well anno-
tators of the each tweet agreed on the same label. Over a
sample of 100 tweets, the average agreement was 83% for
topics, 73% for sentiments, and 72% for sentiment expres-
sions. These numbers are significantly higher than 50%
(the case of a tie), indicating a straightforward majority-
based aggregation for most of the tweets. Differences in
agreements reflect the relative difficulty of the task. For
instance, it can be inferred that identifying the sentiment
of a tweet and how it was expressed is a more ambiguous
and subjective task than identifying the topic. It is worth
mentioning that the agreement on sentiment increases up
to 81% when considering three sentiment classes, which
indicates that many cases of disagreement were due to dif-
ferences in annotating the intensity.
We also report a 83% agreement between the labels of
the gold set (181) tweets, and the aggregation of the
CrowdFlower-annotated sentiments for the same tweets. In
order to evaluate the quality of sentiment targets, we man-
ually annotated the targets for the gold set of tweets, and
compared them to the outcome of selecting the longest
common substring among CrowdFlower-annotated targets

for the same tweets. By counting the number of common
words between both targets and normalizing it by the length
of the gold target, we found a 63% overlap, on average,
which is acceptable given the highly-subjective nature of
the task. Finally, statistics and distributions of the differ-
ent annotated features from the corpus are presented in Ta-
ble 2.

4. Experiments and Results
In this section, we present the results of applying a baseline
sentiment classifier on our new corpus: ArSenTD-LEV. We
also perform cross-topic and in-topic experiments to em-
phasize the impact of changing the topic between training
and testing data, and also by using the topic and sentiment
expression as additional features to train the classifier.
Our feature set is composed of uni-grams and bi-grams rep-
resented with TF-iDF scores. These features were used to
train different classifiers including logistic regression, Sup-
port Vector Machines (SVM), random forest trees and the
ridge classifier. We report only the results of logistic regres-
sion, which achieved better results. Results are reported
using accuracy and F1 score averaged across the different
classes (Macro-F1).
First, we train a generic model on the whole corpus with
5-fold cross-validation. In this case, the model is trained
on different topics and dialects. We show in Table 3 that,
by only adding the country, topic and sentiment expression
features directly from the corpus, the performance signifi-
cantly increases by 13 absolute points. This indicates the
importance of these features for sentiment analysis, and re-
lates back to our manual analysis in which we found senti-
ment variations across topics and dialects.
We also highlight the impact of change-of-topic between
training and testing by conducting two experiments. In the
first experiment, we train our model and test it on data from
the same topic, i.e., the topic feature is implicitly embed-
ded in the model. In the second experiment, we train our
model on data from one topic and test on data from another
topic. We also evaluate, for each experiment, the impact of
adding the sentiment expression feature. We perform these
experiments on the politics and personal domains, which
are the most frequent topics in our corpus. We create fixed
sets for training and testing with equal sizes in both topics,
and use the same splits for all experiments.
Results in Table 3 show a significant drop in accuracy due
to the change-of-topic from training to testing. This is a
typical problem seen when developing cross-domain sen-
timent models instead of training topic-specific models,
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Features Generic Same-Topic Cross-Topic
cross-val Politics Personal Pol-Pers Pers-Pol

uni/bi-grams Acc. 0.51 0.58 0.40 0.31 0.36
Macro-F1 0.50 0.53 0.39 0.21 0.29

uni/bi-grams + annotations Acc. 0.63 0.64 0.56 0.47 0.50
Macro-F1 0.63 0.62 0.54 0.37 0.44

Table 3: Experimental results of a baseline logistic regression model showing the impact of adding the corpus annotation
features, and the impact of changing the topic from training to testing.

which is an expensive solution. Our corpus allows the de-
velopment of models for domain adaptation given the avail-
ability of topic annotation. Results also confirm the im-
portance of the sentiment expression feature, which alone
helped improving the performance by more than 10% abso-
lute. It can be observed that results on the personal domain
are much lower than those in the politics domain, which
can be attributed to the wider range of sub-topics that can
be covered by the personal domain.

5. Conclusion
In this paper, we presented the ArSenTD-LEV; a corpus
for sentiment analysis in Arabic Levantine tweets. Based
on a manual analysis that we conducted on a sample of
200 tweets retrieved from the Levant region, we realized
the importance of knowing: 1) the topic being discussed
by the tweet, 2) the target to which the sentiment was ex-
pressed, and 3) the manner the sentiment was expressed, to
predict the sentiment of the tweet more accurately. Conse-
quently, our developed corpus consists of 4,000 tweets col-
lected from Levantine countries (Jordan, Lebanon, Pales-
tine and Syria). For each tweet, the corpus specifies its
overall sentiment, the target to which that sentiment was
expressed, and how it was expressed (explicitly or implic-
itly) and the topic being discussed. Annotation was per-
formed via crowdsourcing, and annotation guidelines were
carefully set to ensure high quality output, which was re-
flected in the high agreement levels for the different anno-
tated features.
Experimental results confirm the importance of these fea-
tures. For instance, including information about the topic
and sentiment expression improves the performance of a
baseline classifier by more than 10% absolute. Further-
more, results confirm the gap that exist between training
and testing models on tweets from the same or from differ-
ent topics. We also report a significant improvement of 13-
14% when adding the sentiment expression feature, which
suggests some dependency between sentiment polarity and
how sentiment is expressed. It is worth mentioning that
for these experiments, we used the manually-annotated fea-
tures directly from the corpus, which is not a realistic sce-
nario, just to highlight the potential benefits of using these
features for sentiment analysis.
Future work include developing accurate machine learn-
ing models that leverage the existing annotation to per-
form both overall and target-based sentiment in Arabic
tweets. It is also interesting, given tweets that are segre-
gated by dialect and topic, to investigate cross-topic and

cross-dialect solutions that will mitigate the amount of re-
quired resources that will be needed to perform sentiment
analysis on any given piece of text.
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Abstract 

We introduce the Salford Arabic Causal Bank (SACB) corpus, a new corpus dedicated to Arabic Causal relations. Causality as a 
linguistic phenomenon can be expressed using different elements and grammatical expressions. In Arabic language, causal particles –
Purpose Lām, Causation Fa’a, Causation Ba’a- are frequently prefixed to words; they play a key role in indicating causality. 
However, these particles give different meanings according to their position in the text. In fact, these meanings can be interpreted 
according to the context in which they occur. This ambiguity emphasizes the high demand for a large-scale corpus in which instances 
of these particles are annotated. In this paper, we present the first stage of building the SACB, which includes a collection of annotated 
sentences each of which contains an instance of a causal particle. The sentences were carefully examined by two specialist annotators 
to give an accurate account for each annotated instance. Arabic is a less–resourced language and we hope this corpus would help in 
building better Information Extraction systems. 

Keywords: Arabic Annotated Corpus, Causal Relation, Information Extraction 
 
 

1. Introduction 

Automatic detection of Causal relations has gained 
popularity in the literature within different Natural 
Language Processing (NLP) applications such as Text 
Generation, in which causality is exploited to provide 
explanation and generate knowledge (Kaplan and Berry-
Rogghe, 1991). Modern Information Retrieval researchers 
have focused on developing more efficient search engines 
by incorporating Causal relations into their lexical-based 
approach (Puente, 2011). Question Answering (QA) is 
another NLP field to which Causal relations is well 
suited. In particular, it plays a very major part in 
developing why-QA systems (Sadek and Meziane, 2016b; 
Azmi and Alshenaifi, 2014). Consider for example 
sentence (1) which contains a Causal relation holding 
between Units 1 and 2. We can return Unit 1 as a 
candidate answer for the question “Why was Sarah late?” 

(1) [Because the car broke down,]1 [Sarah was late for 
school]2.  

In Arabic, causality can be expressed using different 
linguistic elements and expressions. It can be classified 
into two major categories. The first one is verbal 
causality, which can be captured by the presence of 
nominal clauses for example, [ولالمفع لأجلھ  (Accusatives of 
purpose)-المفعول المطلق (Cognate accusative)] or by 
causality connectors such as [لذا (therefore), بسبب (because) 
and من اجل (for)]. The second category is context-based 
causality that can be inferred by the reader using general 
knowledge without locating any of the previous 
indicators. This category includes various Arabic stylistic 
structures that express causality implicitly such as ] الاستئناف
 (resumption), الشرط (condition),  [(exception)  الاستثناء
(Haskour, 1990). 

Within the first category, there is a significant group of 
inseparable particles that are always bound to words. We 
refer to this group as causal particles, or proclitics for 
short, and includes: Purpose Lām (لام التعلیل) – Causation 
Fa’a (فاء السببیة) and Causation Ba’a (باء السببیة).  
Arabic authors use these proclitics substantially to 
indicate causal meaning. In a previous study, we 
constructed a set of linguistic patterns to detect and extract 
Causal relations expressed in Arabic texts (Sadek and 
Meziane, 2016a). Several newspaper articles were 
surveyed in order to design three rule based algorithms 
that help in recognizing the cases in which the proclitics 
function as a causative conjunction. Our results reveal that 
combining the algorithms with the linguistic patterns 
model has boosted the efficiency by a large margin, 
improving the overall recall measure for Health and 
Science texts by 29% (out of 195 true positive Causal 
relations, 70 were indicated by proclitics). However, this 
improvement comes at the cost of precision which was 
reduced by 16% (out of 56 false positive Causal relations, 
47 attributed to proclitics) i.e. 67% of relations returned 
by proclitics’s algorithms were misclassified. This decline 
in precision highlights the ambiguity associated with these 
particles.  
The Arabic language, so far, is under-resourced in terms 
of availability of knowledge base repositories. These 
resources play an important role in building robust NLP 
tools and support language technologies’ researchers on 
developing and testing their solutions. Although there are 
a number of annotated corpora for Arabic, such resources 
are either ‘low-level’ (e.g. syntactical or morphological) 
annotated or they have been labelled with Causal relations 
while annotating other semantic relations. We argue that 
causation is a complex phenomenon and needs to have 
annotators to be trained and focus in particular on Causal 
relations.  
The syntactical patterns of the Arabic Causal relations are 
rather complex and no general annotated corpus can 
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provide the diversity of Causal relations. So we cannot 
build on top of any pre annotated corpus but have to 
create a dedicated corpus of this type of relations. In the 
current work we introduce the first stage towards building 
the Salford Arabic Causal Bank (SACB). This stage has 
been conducted with the goal of collecting and annotating 
independent sentences where instances of proclitics 
occurred without regard for other causal indicators. 

2. Data Collection 

For the purpose of collecting our data, we used the 
untagged arabiCorpus1 to gather all instances. It is a large 
corpus consisting of a variety of resources written in 
Modern Standard Arabic (MSA). The corpus has a 
Newspapers category containing approximately135 
million words of articles published between 1996 and 
2010 in different Arabic countries. This category is a good 
representative for real-world texts as it covers a wide 
variety of topics. 
Searching the arabiCorpus for occurrences of words 
starting with Lām, Fa’a or Ba’a, (henceforth, target word) 
returns a huge number of matching instances. The issue 
here is that randomly sampling these instances yields an 
under-coverage dataset i.e. not every syntactical or 
semantic form is sufficiently included. This is inherited 
from the fact that proclitics tend to be highly skewed e.g. 
the vast majority occurrences of Fa’a in Arabic text do 
not express causation. In which case, most classifiers 
trained on such dataset would be biased toward major 
class.  
In general, the collected instances must be independent 
and almost identically distributed. A carefully chosen 
sample is therefore vital in building a reasonably 
confident corpus that represents all proclitics’ 
characteristics. To this end, we performed a multistage 
sampling. We first split the matching instances returned 
from initial searching (approximately 2.5 million 
instances) into separate groups according to the length of 
target words; words of the same length tend to share more 
linguistic characteristics e.g. grammatical category, 
morphological pattern. Splitting the data generated five 
clusters with target word’s length of n= 2, 3, 4, 5, and 
over 5 letters; each cluster was then divided into different 
sub-groups that share one syntactical functionality. 
Finally we performed a judgment sampling to avoid data 
bias. In this phase, the aim is to force the harvested 
instances to be reasonably balanced between causal and 
non-causal classes. We requested a native speaker to skim 
through all clusters and first to randomly select a number 
of instance that express causation and then to select 
equivalent number of instances that are non-causal. The 
number of instances drawn from each cluster was 
proportionate to the ambiguity of the cluster’s population. 
For example, all instances belonging to clusters of two 
letters (e.g.  بث - في  –لم ) are classified as non-causal, thus 
we can be confident that a small size of instances is 
sufficient to represent these clusters. 

3. Annotation Scheme 
We used GATE framework (Bontcheva et al., 2013) to 
support annotation tasks throughout all phases of building 
                                                        
1 http://arabicorpus.byu.edu/index.php 

our corpus. GATE provides tools for adjudication, 
integrating multiple annotations set, running various NLP 
components and supports texts written in Arabic-like 
script orientation i.e. right-to-left. In addition it permits to 
create annotation schemas supported by W3C Schema 
which allows annotation types and features to be pre-
specified. In this way, it facilitates the development of 
Gold Standards. The manual annotation phase was 
preceded by automatic pre-processing steps. All sentences 
passed through an NLP components pipeline comprising 
of the following processes: tokenization, sentence-
splitting and POS tagging. We implement the last process 
using the Stanford POS tagger (Toutanova et al. 2003).  
Before an annotation scheme and guidelines can be 
defined, it is necessary to make clear on what ground we 
make a judgment on whether the proclitic implies a causal 
function or not.  

3.1 Causal Particles 
Causal particles are one of the most complicated and 
ambiguous particles in Arabic language, as it express 
many different meaning (Wright et al. 1896).  A brief 
explanation of the particles under consideration in this 
work is given here. 

 Lām: It has a multifunctional role and many 
semantic properties insomuch that some 
grammarians count more than 30 different 
purposes of it. For example, (لام الجحود) Lām of 
denial as in “Kalid was not to drink milk” “ لم یكن
 Lām of (لام الملك) and ”خالد لیشرب الحلیب
possession when indicating the right of property, 
e.g. “Ahmad had a large car” “ كان لأحمد سیارة
 However, our concern in this study is Lām .”كبیرة
at-‘taleel (لام التعلیل) or Purpose Lām, which 
indicates the purpose for which, or the reason 
why, a thing is done. In this context, the Arab 
grammarians take Lām-at-‘taleel to function 
similarly to (لكي) or (لأن), for example, “he arose 
to help him” “قام لمعاونتھ”. 

 Fa’a: It may signal a consequential relationship 
between two elements or events occurring 
consecutively, as in “Khalid stood up, then 
Ahmad” “ دقام خالد فاحم ”. Fa’a has also an 
adversative function, in which it expresses a 
contrast between two clauses, as in “He invited 
me, but I turned down his invitation” “ دعاني فلم
 In addition, it has a role related to our .”اجب دعوتھ
study in which it contributes to indicating 
causation between two parts of a sentence, as in 
“He loved theatre so he excelled in it” “احب 
 .(Saeed and Fareh 2006) ”المسرح فابدع فیھ

 Ba’a: It also poses many difficulties. One use of 
this particle is “الظرفیة” to express time and place, 
for example, “He travelled two days before me” 
 It can also be used to indicate .”سافر قبلي بیومین“
adhesion “الإلصاق” e.g. “لان الدود یتعلق بالثمار” 
“because worms stick to the fruit”. Another use 
is to form negation, as in “I don’t Know” “ لست
 Moreover, it expresses the reason and .”بعالم
cause, for example, “كان الاعتداء بقصد السرقة” “The 
attack committed with intent to steal”. 
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3.2 Annotation Guidelines 
The decision on whether a proclitic serves as a casual 
indicator may differ according to the way in which it is 
perceived e.g. syntactic or semantic. In other words, a 
proclitic which appear to be grammatically a causal 
particle, the causality may not be contextually 
perceivable. Since we are dealing with causation from a 
discourse perspective, we embrace the following 
principles: Causal relation occurs between an event (the 
cause) and a second event (the effect) in which the second 
event is understood as a consequence of the first. When 
deciding whether there is a Causal relation, the annotators 
were advised to ask whether event B (effect) would have 
occurred if event A (cause) had not occurred. If A is a 
sufficient though not a necessary condition for B to occur, 
we conclude that A caused B. 
A related issue is whether a cause or effect can be a fact, 
or whether they have to be an event. In this work, we don't 
limit cause or effect to particular types of entities. Thus, 
an effect can be an event, a fact, a method; a cause can 
refer to a reason, motivation, human action, 
psychological, technological causation etc. We advised 
annotators to include all the various types. In this context, 
we label sentences (2) and (3) as two instances holding 
Causal relations indicated by Ba’a where the underlined 
metaphor in sentence (2) represents the effect, while the 
method the woman embrace in sentence (3) constitutes the 
effect part of the relation. 
 
 نحاول التستر على ضعفنا باخفاء رؤوسنا في التراب، كالنعامة.        (2)

“We are trying to cover up our weakness by burying our 
head in the sand like ostriches.” 

 یتحدث النص عن عجوز تصبر نفسھا على الانتظار باسترجاع (3)
  الذكریات السعیدة من حیاتھا.                                               

“The text is about an old woman who passes her time 
waiting by remembering happy moments in her life.” 

Taking these assumptions into account, the annotators 
were required to read the entire sentence so that they can 
make reliable interpretations to the writer’s purpose. Then 
to decide whether the target word indicates a causation 
based on two facts: both cause and effect arguments are 
securely presented in the sentence where the effect has to 
be explicitly the result of the cause; plus each argument 
constitutes an independent clause i.e. they don’t overlap. 
For example, we classify the particle Fa’a in sentence (4) 
as non-causal. The text does not reveal the fact that made 
the writer reach his conclusion; and there is no referring 
expression to any idea mentioned in the previous 
sentences. As such the reason is only vaguely specified. 

لقد قرأت ذات یوم كتابا یقول «كیف تصبح ملیونیرا» فلما انتھیت (4)
   .                                  منھ ادركت انني لن اصبح ملیونیرا

“I once read a book titled How to Become a Millionaire 
and when I finished it, I realized that I would never 
become a millionaire.” 

It is worth noting that even if the target word indicates 
causation, the first letter could be a basic unit of the word 
i.e. it is not a proclitic. The annotators need to be aware of 
this and should not be tempted to assign a causal status. 
For example, the target word ‘بناء’ “at” in sentence (5) 

starts with ba’a that is a part of its original root. The cause 
and effect arguments were also annotated if the target 
word was classified as causal. 

التحقت بكلیة الحقوق بناء على رغبة امي، فقد ارادت لي ان  (5)
.                                               مثل والدياصبح محامي   

 “I enrolled in the law school at my mother’s wish as she 
wanted me to become a lawyer to follow my father.” 

Next, the annotators consider a window of five words 
surrounding the target word and override all POS 
annotations in this window with new fine-grained ones. 
This entails assigning different POS tags on sub-word 
level. The rule-based approach indicates that prefixes and 
suffixes of surrounding words provide useful hints on 
proclitics’ functionality (Sadek and Meziane, 2016a). All 
instances annotated according to Stanford POS tag-set, 
however, we expanded this set so it becomes appropriate 
to perform fine-grained tagging. For example, we added 
TIM (ظرف زمان) “adverb of time” - LOC  )ظرف مكان( 
“adverb of place” - PRPY ( متصل ضمیر ) “inseparable 
pronoun”.  
The annotators were also required to assign an annotation 
label referring to the “الوزن الصرفي” “morphological 
pattern” of the target word. The majority of Arabic words 
are derived by applying a set of morphological patterns to 
consonantal roots to which affixes and infixes are added. 
Morphological patterns are abstractions which can be 
considered as an indicator of the common concept of the 
meaning of the word such as tool an event place/time and 
instrument. This classification constitutes a valuable 
feature in recognizing the role of certain proclitic. For 
example, a proclitic can be classified as non-causal if the 
target word belongs to a set of nominal patterns e.g.  اسم
 .’noun of place‘ اسم مكان  ,’present participle‘ الفاعل

3.3 Annotation Process and Adjudication 
Two native speakers of Arabic were engaged in the 
manual annotation process. One annotator (identified as 
annotator A) was a graduate student in the faculty of 
Arabic literature. The second annotator (identified as 
annotator B) was a teaching assistant who has been 
educated entirely in Arabic. Annotators were trained using 
the GATE tool on a training set of examples randomly 
selected from the original dataset. They were asked to 
identify the function of each proclitic in the training set, 
and their judgments were compared with the function we 
had identified in the sentences. We then discussed with 
each annotator the instances where their judgments 
differed from ours and clarified the guidelines. 
However, it is inevitable that the annotators disagree 
about the function of some proclitics. In fact, the topic of 
causation is a matter of debate among experts belonging 
to this filed (Davidson, 1980; Mackie, 1980).  For 
example, examining the function of the target word 
 looking” in sentence (6), we observed that“ ”بالتفرج“
annotator B assigned causal status to the event “ التفرج
 looking at my drawings”, considering the“ ”على لوحاتي
effect argument is “keep busy”. Annotator A on the other 
hand conceived the aforementioned event as a request. 
In order to create a gold standard set of annotations, we 
automatically correct all minor mistakes made by 
annotators using a script written in Groovy language. 
These corrections are not to interfere or change 
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annotators’ decision, but rather to fix inconsistency e.g. 
word’s length, letter-spacing. We reconciled the 
differences between annotators by first accepting only 
instances where both annotators agreed on the binary 
decision on whether a proclitic indicates causation. Thus 
we eliminated approximately 300 instances. Then we 
examined the consensus set for differences in the POS 
tags. In case there was any disagreement, we included the 
ones annotated by annotator A as she is an Arabic 
literature specialist. Table 1 summarizes the main aspects 
of the final annotated instances: number of instances (N), 
number of annotated text units (Tokens), number of 
instances assigned the causal class (causal), number of 
instances assigned the non-causal class (¬causal). Table 2 
illustrates the statistics of instances over the five main 
clusters. Gate annotation tool format documents in GATE 
XML style. We converted the documents using another 
Groovy script so that all annotated instances are encoded 
in a lightweight XML. Figure 1 provides an excerpt of one 
instance. 
 
اشغل نفسك بالتفرج على لوحاتي حتى أعد فنجان قھوة وارجع الیك.    (6)

                                                  
“Keep yourself busy looking at my drawings until I make 
a cup of coffee and come back.” 

 
Proclitic N Tokens causal ¬causal 
Lām 984 31564 439 545 
Fa’a  577 20097 247 330 
Ba’a  601 17912 290 311 
Total 2162 69573 976 1186 

Table 1: Statistics of the dataset 

 
Proclitic 2 3 4 5 +5 
Lām 17 61 230 234 442 
Fa’a  9 81 111 184 192 
Ba’a  22 27 100 114 338 

Table 2: Statistics of the dataset based on proclitic’s 
length 

4. Related Work 
Some research works for Arabic focused on developing 
annotated corpus with discourse relations. The Arabic 
Discourse Treebank was generated by (Al-Saif and 
Markert, 2011) based on the Arabic Penn Treebank. They 
collected a list of 80 explicit discourse connectives to 
recognize 18 discourse relations that link adjacent 
discourse units (DU). The relations are subclasses of four 
main classes: Temporal, Contingency, Comparison and 
Expansion. This corpus contains approximately 600 
sentences annotated with Causal relations under the 
Contingency class. Another attempt presented by (Keskes 
et al., 2014) to identify implicit and explicit discourse 
relations. The authors created an annotated corpus on top 
of a set of documents extracted from the Discourse Arabic 
Treebank (Maamouri et al., 2016). The annotation process 
was performed according to the principles of the 
Segmented Discourse Representation Theory. They 
employed the Maximum Entropy model to automatically 

identify 24 discourse relations holding between adjacent 
and non-adjacent DUs. The relations were grouped into 
four top levels classes: Thematic, Temporal, Structural 
and Causal; of which there are 158 instances annotated 
with the cause-effect category. 

5. Conclusion 

There is a lot of uncertainty surrounding the decision 
about when two events are causally linked. However, the 
importance and difficulty of extracting causal information 
suggest that additional efforts are needed in order to 
reliably create mature language resources. In Arabic, 
Causal relations indicated by causal particles account for 
a high percentage of the total Causal relation in texts. In 
the current research we created a causation corpus 
annotated with instances containing words prefixed with 
certain proclitic along with cause and effect arguments. In 
future, we will extend the corpus to include other causal 
indicators. 
 
<Sentence Id="0309" Start="0" End="95"> 
  <Text>.  طلب من اسماعیل ان یأتیھ بحجر یكون علامة للناس فذھب اسماعیل یبحث

 <Text/>عن حجر یؤدي ھذا الغرض
    <Annotations> 
       <Annotation Id="11347" Type="Target Word" Start="55" End="58"> 
           <Features> 
               <Length>4</Length> 
                <Template>ففعل</Template> 
               <Status >causal</Status> 
                <String>فذھب</String> 
               <Kind>Fa'a</Kind> 
           </Features> 
        <Annotation Id="11348" Type="Argument" Start="0" End="53"> 
           <Features> 
               <Length>53</Length> 
                <String>  ان یأتیھ بحجر یكون علامة للناس طلب من اسماعیل 

</String> 
               <Kind>cause</Kind> 
           </Features> 
       </Annotation> 
        <Annotation Id="11349" Type="Argument" Start="58" End="95"> 
           <Features> 
               <Length>38</Length> 
                <String> ذھب اسماعیل یبحث عن حجر یؤدي ھذا الغرض</String> 
               <Kind>effect</Kind> 
           </Features> 
       </Annotation> 
       <Annotation Id="11350" Type="Token" Start="0" End="2"> 
           <Features> 
                 <String>طلب</String> 
                <Type>arabic</Type> 
                <Kind>word</Kind> 
                <Length>3</Length> 
                <Category>VBD</Category> 
           </Features> 
         </Annotation> 

_ 
_ 
_ 

Figure 1: Excerpt from the Salford Arabic Causal Bank. 
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Abstract
Modern Standard Arabic (MSA) is the official language used in formal communications while Dialectal Arabic (DA) refers to the
spoken languages in different Arab countries and regions, and they are widely used on social media for daily communications. There
are differences between DA and MSA at almost all levels, and resources for DA are very limited compared to MSA. In this paper, we
present Dial2MSA corpus; the first and largest corpus of dialectal tweets with translations to MSA as provided by large number of
native speakers through crowdsourcing. We describe how we collected the tweets, annotated them and measured translation quality. We
aim that Dial2MSA can promote researches in understanding and quantifying differences between DA and MSA, dialect identification,
converting DA to MSA (hence using MSA resources) and machine translation (MT) among other applications. Roughly, the corpus
contains 5,500 and 5,000 tweets written in Egyptian and Maghrebi dialects with verified MSA translations (16,000 and 8,000 pairs in
order), and 6,000 tweets written in Levantine and Gulf dialects with MSA translations (18,000 pairs for each without verification). The
corpus is freely available for research purposes.

Keywords: Arabic Dialects, Dialect to MSA conversion, Parallel Corpus, Crowdsourcing

1. Introduction
Modern Standard Arabic (MSA) is the lingua franca of
the Arab world, and it’s used in official communications
and speeches such as books, educational materials and
newspapers. On the other hand, Dialectal Arabic (DA)
refers to local dialects (or languages) spoken in different
countries and regions, and they differ from country to
another and sometime from city to another in vocabulary,
morphology, and spelling among other things. These
dialects are widely used on daily interactions and on social
media platforms such as Facebook and Twitter.

Conventionally, researchers in the Arabic Natural Lan-
guage Processing (NLP) field divide DA into major
dialectal groups, namely: Egyptian (EGY), Maghrebi
(MGR) spoken in the Maghreb region or North Africa,
Levantine (LEV) spoken in the Levant, Gulf (GLF) spoken
in the Arabic Peninsula, and Iraqi (IRQ). Sometimes IRQ
is considers as one of the Gulf dialects.

There are many resources for MSA, such as large an-
notated corpora and tools, for different NLP tasks (e.g
morphological analysis, parsing, machine translation, etc.)
which generally achieve high scores. Compared to MSA,
DA suffers from lack of resources. One possible solution
for some tasks is to convert DA to MSA (i.e. use MSA as
a pivot language or a bridge) such as researches done by
(Bakr et al., 2008), (Al-Gaphari and Al-Yadoumi, 2010),
(Sawaf, 2010), (Sajjad et al., 2013), (Salloum and Habash,
2013) and (Shaalan, 2016) to enhance translating DA to
English.

Moreover, there is a lot of work in the MT field to convert
from a resource-poor language to other languages by
pivoting on a closely-related resource-rich language such
as in (Durrani et al., 2010), (Hajič et al., 2000), and (Nakov
and Tiedemann, 2012). This conversion can be done at
different levels: character level transformation, word level

translation or language-specific rules.

Dialect to MSA conversion or translation is usually per-
formed using handcrafted rules and heuristics that require
deep linguistic knowledge and extensive manual efforts.
As reported by (Sajjad et al., 2013), conversion can also be
done using translation methods but generally this requires
parallel data (pairs of DA and MSA) which is not available.
They manually created a lookup table of EGY-MSA words,
and applied an automatic character-level transformation
model to change EGY to something similar to MSA, and
this gave a gain of 1.87 BLEU points for translating EGY
to English.

In this paper, we introduce Dial2MSA; a new large-scale
corpus of DA-MSA pairs of tweets for major dialects
(EGY, MGR, LEV and GLF) as written by native speakers.
We aim to support the field of dialectal NLP and reduce
the effort of building linguistic rules for conversion by
providing parallel data that can be used by statistical
machine translation (SMT) techniques between these
closely-related languages.

It is worth mentioning that Dial2MSA is different than
the Arabic multi-dialectal parallel corpus published by
(Bouamor et al., 2014) in different aspects:

• Bouamor’s corpus contains translations of 2,000
EGY sentences to Palestinian, Syrian, Jordanian and
Tunisian dialects in addition to MSA. Starting from
EGY can be considered as biased input, and does not
give the variety and naturalness found in native tweets
written in these dialects.

• Each sentence in Bouamor’s corpus is translated by
only one person (the same person) per dialect, and in
our corpus hundreds of native speakers participated in
the translation process (multiple translations for each
tweet) which guarantees wide range of opinions.
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• Our corpus size is bigger.

Next sections have details about corpus collection, annota-
tion and measuring translation quality. Then some statistics
and examples are provided.

2. Data Collection
From a corpus of 175M Arabic tweets collected during
March 20141, we filtered tweets using very strong dialectal
words for each major dialect to extract dialectal tweets.
These dialectal words (140 words) are mostly function
words that are used exclusively in each dialect and
they were revised by native speakers. Initial list was
obtained from (Mubarak and Darwish, 2014b) then
it was revised manually for better quality. Examples
are shown in Table 1 and the full list can be down-
loaded from http://alt.qcri.org/˜hmubarak/
EGY-MGR-LEV-GLF-StrongWords.zip.

Dialect Examples of dialectal words
EGY ø
 @ 	P@
 , 	PðA« , èX

this, want, how
MGR ú
¾ë , ��C« , 	¬@ 	QK.

very much, why, like this
LEV Yj. 	J« , 	àA ��Ó , ½J
ë

like this, for, really
GLF ù
 ªJ
J.¢�. ñÓ , PA� �� , 	àñÊ ��@


how, what happened, not natural

Table 1: Strong dialectal words

For each dialect, we removed duplicate tweets, and selected
tweets having lengths between 25 and 90 Arabic characters
without counting mentions, URL’s, etc. (roughly between
5 and 15 words), then selected random 6,000 tweets for the
next annotation process.

3. Data Annotation
We created annotation jobs (Task1), one for each dialect,
on CrowdFlower2 (CF) where we showed dialectal tweets
to annotators and asked them to provide corresponding
MSA translations or conversions to have pairs of DA-MSA.
Annotators were selected from the the countries that speak
the target dialect (e.g. for MGR, annotators are restricted
to be from Maghreb countries).

For quality control, we used the code and applicable best
practices suggested by (Wray et al., 2015) and (Mubarak,
2017b) to prevent, as much as possible, bad annotations
for different types of poor translation. Each dialectal
tweet was converted to MSA by different annotators (5 for
EGY and 3 for other dialects), and around 200 annotators
contributed in each annotation task. This gives a wide

1Using Twitter API (http://dev.twitter.com) with
language filter assigned to “lang:ar”

2Crowdsourcing platform: www.crowdflower.com

diversity of opinions needed for such tasks. Figure 1 shows
a sample EGY tweet and its MSA translations as provided
by different annotators.

Figure 1: CF Task1: Converting DA to MSA

Quality of annotation at CF can be increased by using test
questions where we provide their correct or gold answers,
and annotators must pass a minimum threshold (typically
70%) of these test questions to continue. But because CF
has limited capabilities in text comparison, and sentences
can be expressed in many different ways, it’s hard to list
all possible forms of MSA sentences that can be used as
gold answers to test questions. So to increase quality of
the provided DA-MSA pairs, we created another annotation
job for each dialect (Task2) to verify whether each pair is
correct (i.e. having same meaning) or not. In this task,
quality was controlled by using 50 test questions (correct
pairs), and annotators should pass successfully a threshold
of 80% to consider their work. Each pair was judged by 3
annotators who speak the target dialect. Sample annotation
is shown in Figure 2.

Figure 2: CF Task2: Verify DA-MSA pairs

Translation jobs were completed for all dialects, and
verification jobs of of the collected pairs were launched
and completed for EGY and MGR because there are many
annotators from theses regions (33% and 30% in order as
obtained from recent surveys for Arab annotators on CF
(Mubarak and Darwish, 2016)). We plan to verify collected
pairs for other dialects as well.
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Figures 3, 4, 5, and 6 show examples of dialectal tweets
for each dialect and their MSA translations as provided
by annotators. Dialectal words and their equivalent MSA
words are marked with different colors.

Figure 3: Example of EGY to MSA conversion

Figure 4: Example of MGR to MSA conversion

Figure 5: Example of LEV to MSA conversion

4. Data Quality
To get a rough estimate about the quality of obtained
translations, we randomly selected 100 EGY tweets and
their verified MSA translations (410 sentences), and asked
a professional linguist to do needed corrections to make
MSA sentences free of spelling and grammar errors, and
retain the whole meaning of original tweets3.

For comparison, we normalized MSA translations,
before and after linguistic revision, to solve common
spelling mistakes in some letters. For example, we
converted all shapes of Hamza to plain Alif, Alif
Maqsoura to dotted Yaa, and Taa Marbouta to Haa
( �èPñ��®ÖÏ @ 	­Ë



B@ð �é£ñK. QÖÏ @ Z A�JË @ð �H@ 	QÒêË @ ú


	̄ �éª
KA ��Ë@ ZA¢ 	k


B@),

and removed punctuation marks. Correcting such errors is
fairly easy and can achieve high accuracy by consulting a
large clean corpus such as of Aljazeera.net as shown
in (Mubarak and Darwish, 2014a). The overlap between
translations before and after linguistic revision was 90% in-
dicating high annotation quality obtained from non-experts.

3Linguistic corrections can be downloaded from:
http://alt.qcri.org/˜hmubarak/
EGY2MSA-sample-correction.zip

Figure 6: Example of GLF to MSA conversion

Figure 7 shows examples of MSA translations obtained
from CF, and their corrections for the EGY tweet:
AÖÏ ø
 ð@ hQ 	®K. A 	K



@ ½Ëñ�®J
K. Yg ú


�̄C�K AÖÏ ø
 ð@ ñÊg �A�k@
¼AªÓ ÕÎ¾�JK. .
Spelling and grammar errors and their corrections are
marked in different colors. Most errors are common and
can be recovered, and there are some grammatical errors
(case ending) and few split/merge errors. We estimate
MSA translations for other dialects to have similar accu-
racy and they all need spelling correction.

We noticed that some translations are a bit unnatural, and
this can be checked probably by using language models
trained on MSA. We leave this for future work.

For tweets having multiple translations, if we want to
get the best translation with minimum errors, we can use
ROVER algorithm to combine these translations. ROVER
(Recognizer output voting error reduction) (Fiscus, 1997) is
used in automatic speech recognition to implement a ”vot-
ing” or rescoring process for combining outputs of multiple
speech recognizers (translations in our case). It seeks to re-
duce word error rates by exploiting differences in the nature
of the errors in multiple outputs as shown in Figure 8.

5. Preliminary Data Analysis
Statistics about Dial2MSA corpus are listed in Table 2 and
it can be downloaded from http://alt.qcri.org/

˜hmubarak/EGY-MGR-LEV-GLF-2-MSA.zip.

We started by 6,000 tweets for each dialect, and approx-
imately for EGY and MGR, we obtained 5,500 and 5,000
tweets4 with 16,000 and 8,000 verified MSA translations
respectively, i.e. almost half the annotations of Task1 were
approved in Task2. For LEV and GLF, we have 18,000
MSA translations per each and they need verification.

For the verified DA-MSA pairs for EGY and MGR, we
calculated number of words, average number of words per
sentence, and the Overlap Coefficient (OC) (#common
words in DA and MSA / minimum length) as suggested
by (Bouamor et al., 2014) for normalized words. Results
are shown in Table 3. Their OC values for Egyptian and
Tunisian dialects are 0.45 and 0.31 in order.

6. Resource Description and Benefits
In this paper, we created Dial2MSA; a corpus of parallel
pairs of DA tweets and their conversions or translations to

4 All translations of some tweets were rejected
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Figure 7: Linguistic revision example of MSA translations

Dialect #Orginial #MSA #Verified MSA % #Tweets Average
Tweets (Task1) (Task2) having MSA #MSA/Tweet

EGY 6,000 30,000 16,355 55% 5,565 2.94
MGR 6,000 18,000 7,912 44% 4,953 1.6
LEV 6,000 18,000 - - - -
GLF 6,000 18,000 - - - -

Table 2: Statistics about Dial2MSA corpus

Figure 8: Aligning different outputs using ROVER

MSA as obtained from native speakers. We used crowd-
sourcing platform with quality control settings applied at
different levels to have high quality of annotations with a
wide variety of opinions which is normally not available
in traditional companies. The cost of annotation jobs is
less expensive and progress is fast compared to normal
workers, and quality is comparable to language experts.

The obtained parallel DA-MSA pairs can help in un-
derstanding and quantifying similarities and differences
between DA and MSA at different levels (phonology,
morphology, and syntax), and enhancing dialectal Arabic
NLP. Conversion was applied at sentence level (i.e. context
is considered) which gives high accuracy.

Mapping between DA and MSA at different levels (char-
acters, words or patterns) can be obtained automatically
with high accuracy using alignment techniques because
in most cases, there are no much differences in word
order between them. This reduces the need for writing
linguistic rules for DA to MSA conversion which requires
a lot of experience and effort. For example, we can use
Smith-Waterman algorithm5 to align dialectal words and
MSA counterparts with high accuracy as shown in Figure 9.

MSA words can also be used as pivots to align dialectal

5https://en.wikipedia.org/wiki/
Smith-Waterman_algorithm

words in different dialects having the same meaning, ex:
. . A 	Jk , A 	Jm� 	' , A 	Jk@
 = 	ám� 	' (writing variations of “we” in MSA
and DA).

Figure 9: Examples of aligning DA and MSA

7. Conclusion and Future Work
In this paper, we presented Dial2MSA; a corpus of DA
tweets and their translations to MSA. This is the first and
largest corpus available for DA to MSA conversion where
original raw tweets are written by native speakers for each
dialect which gives the needed naturalness and diversity
found on social media sites.
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Dialect #Words #Words #Unique Words #Unique Words #Words/sentence #Words/sentence Overlap
(Tweets) (MSA) (Tweets) (MSA) (Tweets) (MSA) Coeff.

EGY 77,800 206,989 17,399 31,288 13.9 12.6 0.33
MGR 53,351 85,557 18,856 19,908 10.7 10.8 0.38

Table 3: Statistics about verified DA-MSA translation pairs

Translations of tweets are provided by native speakers
through crowdsourcing, and each tweet is translated (and
translations are verified) by different annotators to have
variety of opinions. We measured quality of samples from
the obtained pairs and showed that it’s comparable to
quality of language experts. The corpus is freely available
for research purposes.

We plan to study the usefulness of this corpus on automatic
translation of DA to MSA, translation across dialects,
and from DA to English through pivoting on MSA. Also,
we plan to correct spelling and grammar mistakes in the
annotations and revise the automatic alignment to have
more accurate and rich data.

It’s worth mentioning that in (Mubarak, 2017a), translat-
ing EGY to MSA was applied at word level (i.e. lookup
table) without having translations of complete tweets. For
example, the word ��. was translated to 	áºË , ¡�® 	̄ (only,
but). We estimate that translating complete tweets (such as
in Dial2MSA corpus) would be more useful, and can pro-
duce a more fluent translation to MSA, and therefore better
translation to English for example. Besides, using align-
ment algorithms can extract entries in DA-MSA lookup ta-
bles accurately especially for common words. Benefits of
using translations of complete tweets over (or maybe with)
individual words need to be experimented.
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Abstract
In the last several years, the research on Natural Language Processing (NLP) on Arabic Language has garnered significant attention.
Almost all Arabic text is in Modern Standard Arabic (MSA) because Arab people are writing in MSA at all formal situations, except in
informal situations such as social media. Social Media is a particularly good resource to collect Arabic dialect text for NLP research.
The lack of Arabic dialect corpora in comparison with what is available in dialects of English and other languages, showed the need
to create dialect corpora for use in Arabic dialect processing. The objective of this work is to build an Arabic dialect text corpus using
Twitter, and Online comments from newspaper and Facebook. Then, create an approach to crowdsourcing corpus and annotate the
text with correct dialect tags before any NLP step. The task of annotation was developed as an online game, where players can test
their dialect classification skills and get a score of their knowledge. We collected 200K tweets, 10K comments from newspaper, and
2M comments from Facebook with the total words equal to 13.8M words from five groups of Arabic dialects Gulf, Iraqi, Egyptian,
Levantine, and North African. This annotation approach has so far achieved a 24K annotated documents; 16K tagged as a dialect and
8K as MSA, with the total number of tokens equal to 587K. This paper explores Twitter, Facebook, and Online newspaper as a source
of Arabic dialect text, and describes the methods were used to extract tweets and comments then classify them into groups of dialects
according to the geographic location of the sender and the country of the newspaper, and Facebook page. In addition to description of
the annotation approach which we used to tag every tweet and comment.
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1. Introduction

The Arabic language consists of multiple variants, some
formal and some informal (Habash, 2010).
The formal variant is Modern Standard Arabic (MSA). The
MSA is understood by almost all people in the Arab world.
It is based on Classical Arabic, which is the language of
the Qur’an, the Holy Book of Islam. MSA used in media,
newspaper, culture, and education; additionally, most of
the Automatic Speech Recognition (ASR) and Language
Identification (LID) systems are based on MSA. The in-
formal variant is Dialectal Arabic (DA). It is used in daily
spoken communication, TV shows, songs and movies. In
contrast to MSA, Arabic dialects are less closely related to
Classical Arabic. DA is a mix of Classical Arabic and other
ancient forms from different neighbouring countries that
developed because of social interaction between people in
Arab countries and people in the neighbouring countries
(Biadsy et al., 2009).

There are many Arabic dialects that are spoken and writ-
ten around the Arab world. The main Arabic dialects are:
Gulf Dialect (GLF), Iraqi Dialect (IRQ), Levantine Dialect
(LEV), Egyptian Dialect (EGY) and North African Dialect
(NOR) as shown in Figure 1.
GLF is spoken in countries around the Arabian Gulf, and
includes dialects of Saudi Arabia, Kuwait, Qatar, United
Arab Emirates, Bahrain, Oman and Yemen. IRQ is spoken
in Iraq, and it is a sub-dialect of GLF. LEV is spoken in

Figure 1: The Arab World.

countries around the Mediterranean east coast, and covers
the dialects of Lebanon, Syria, Jordan, and Palestine. EGY
includes the dialects of Egypt and Sudan. Finally, NOR
includes the dialects of Morocco, Algeria, Tunisia and
Libya (Alorifi, 2008; Biadsy et al., 2009; Habash, 2010).
For the time being, the researchers starting to work with
Arabic dialect text, especially after the increasing use of
Arabic dialect texts in informal settings such as social
media as in the web, but almost available datasets for
linguistics research are in MSA, especially in textual form
(Zaidan and Callison-Burch, 2011). There is a lack of an
Arabic dialects corpus, and no standardization in creating
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an Arabic dialects corpus, so we tried to use Twitter and
Facebook, the social applications that represent a dialectal
text, because they attract a lot of people who freely write in
their dialects. In addition, to cover the long dialect texts so
we tried to use online commentary texts from the Arabic
newspapers. The classification of dialects becomes an
important pre-process step for other tasks, such as machine
translation, dialect-to-dialect lexicons, and information
retrieval (Malmasi et al., 2015). So, the next step after
collecting data is annotate the text with the correct dialect
tag to improve the accuracy of classifying Arabic dialect
text.

In this paper, we present our methods to create a cor-
pus of dialectal Arabic text by extracting tweets from
Twitter based on coordinate points. Furthermore, we
describe how to collect the comments from Facebook
posts and online Arabic newspapers as a web source of a
dialectal Arabic text. Then, we describe the new approach
which used to annotate Arabic dialect texts. The paper is
organized as follows: in section 2 we review related works
on an Arabic dialects corpus, and annotation. Section 3
is divided into three subsections: in the first subsection,
we present our method on how to extract tweets, the
second subsection presents the methodology that we used
to collect Facebook comments on timeline posts, the
third subsection presents the approach was used to collect
comments from online newspaper. Section 4 presents why
annotation process is important, and describes the method
used to annotate the collected dataset to build a corpus
of Arabic dialect texts. Section 5 shows the total number
of collected and annotated documents. Finally, the last
section presents the conclusion and future work.

2. Related Work
Arabic dialect studies developed rapidly in recent months.
However, any classification of dialects depends on a corpus
to use in training and testing processes. There are many
studies that have tried to create Arabic dialects corpora;
however, many of these corpora do not cover the geograph-
ical variations in dialects. In addition, a lot of them are not
accessible to the public. The following section describes
the corpora that were built by the previous studies.

A multi dialect Arabic text corpus was built by (Almeman
and Lee, 2013) using a web corpus as a resource. In this
research, they focused only on distinct words and phrases
which are common and specific to each dialect. They
covered four main Arabic dialects: Gulf, Egyptian, North
African and Levantine.
They collected 1,500 words and phrases by exploring
the web and extracting each dialect’s words and phrases,
which must have been found in one dialect of the four main
dialects. In the next step, they made a surveyed a native
speaker for each dialect to distinguish between the words
and confirm that words were used in that dialect only. After
the survey, they created a corpus containing 1,000 words
and phrases in the four dialects, including 430 words for
Gulf, 200 words for North Africa, 274 words for Levantine
and 139 words for Egyptian.

Mubarak and Darwish (2014) used Twitter to collect an
Arabic multi-dialect corpus (Mubarak and Darwish, 2014).
The researchers classified dialects as Saudi Arabian,
Egyptian, Algerian, Iraqi, Lebanese and Syrian. They used
a general query, which is lang:ar, and issued it against
Twitter’s API to get the tweets which were written in the
Arabic language. They collected 175M Arabic tweets,
then, extracted the user location from each tweet to classify
it as a specific dialect according to the location.
Then, the tweets were classified as dialectal or not dialectal
by using the dialectal words from the Arabic Online
Commentary Dataset (AOCD) described in (Zaidan and
Callison-Burch, 2014). Each dialectal tweet was mapped
to a country according to the user location mentioned in the
user’s profile, with the help of the GeoNames geographical
database (Mubarak and Darwish, 2014). The next step
was normalization to delete any non-Arabic characters
and to delete the repetition of characters. Finally, they
asked native speakers from the countries identified as tweet
locations to confirm whether each tweet used their dialects
or not. At the end of this classification, the total tweets
number about 6.5M in the following distribution: 3.99M
from Saudi Arabia (SA), 880K from Egypt (EG), 707K
from Kuwait (KW), 302K from United Arab Emirates
(AE), 65k from Qatar (QA), and the remaining 8% from
other countries such as Morocco and Sudan (Mubarak and
Darwish, 2014).

Alshutayri and Atwell (2017) collected dialectal tweets
from Twitter for country groups (5 groups) which are GLF,
IRQ, LEV, EGY, and NOR, but instead of extracting all
Arabic tweets as in (Mubarak and Darwish, 2014), the
dialectal tweets were extracted by using a filter based on
the seed words belonging to each dialect in the Twitter
extractor program (Alshutayri and Atwell, 2017). The seed
words are distinguished words that are used very common
and frequently in one dialect and not used in any other
dialects, such as the word (ø
 PA ��Ó) (msary), which means
”Money” and is used only in LEV dialect; we also used the
word (ú


�æ �̄ñ ËX)(dlwqty), which means ”now” and is used

only in EGY dialect, while in GLF speakers used the word

( 	á�
mÌ'@) (Alhyn). In IRQ, speakers change Qaaf ( ��) to (¼)
so they say ( �I»ð) (wkt), which means ”time”. Finally, for
NOR, which is the dialect most affected by French colonial-
ism and neighboring countries, speakers used the words

( 	¬@ �	QK.) (Bzaf) and (A ���QK.) (brSã), which mean ”much”. They
extracted all tweets written in the Arabic language, and
tracked 35 seed words all unigram in each dialect. In addi-
tion to the user location was used to show the geographical
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location of the tweets, to be sure that tweets belong to this
dialect. They collected 211K tweets with the total number
of words equal to 3.6M words; these included 45K tweets
from GLF, 40K from EGY, 45K from IRQ, 40K from LEV,
and 41K from NOR.
Zaidan and Callison-Burch (2014) worked on Arabic
Dialects Identification and focused on three Arabic di-
alects: Levantine, Gulf, and Egyptian. They created a large
data set called the Arabic Online Commentary Dataset
(AOCD) which contained dialectal Arabic content (Zaidan
and Callison-Burch, 2014). Zaidan and Callison-Burch
collected words in all dialects from readers’ comments on
the three on-line Arabic newspapers which are Al-Ghad
from Jordan (to cover the Levantine dialect), Al-Riyadh
from Saudi Arabia (to cover the Gulf dialect), and Al-
Youm Al-Sabe from Egypt (to cover the Egyptian dialect).
They used the newspapers to collect 1.4M comments from
86.1K articles. Finally, they extracted 52.1M words for
all dialects. They obtained 1.24M words from Al-Ghad
newspaper, 18.8M form Al-Riyadh newspaper, and 32.1M
form Al-Youm Al-Sabe newspaper. In (Zaidan and
Callison-Burch, 2014) the method of the annotation was
used through the workers on Amazon’s Mechanical Turk.
They showed 10 sentences per screen. The worker was
asked to label each sentence with two labels: the amount
of dialect in the sentence, and the type of the dialect. They
collected 330K labelled documents in about 4.5 months.
But, compared to our method they pay to the workers a
reward of $0.10 per screen. The total cost of annotation
process was $2,773.20 in addition to $277.32 for Amazon’s
commission.

The last research used the text in Facebook to create
corpus for sentiment analysis (Itani et al., 2017). The
authors manually copying post texts which written in
Arabic dialect to create news corpus collected from ”Al
Arabiya” Facebook page and arts corpus collected from
”The Voice” Facebook page. Each corpus contained 1000
posts. They found that 5% of the posts could associated
with a specific dialect while 95% are common to all dialect.
After collecting the Facebook posts and comments in each
post they started to preprocess the texts by removing time
stamps and redundancy. In the last step, the texts were
manually annotated by four native Arabic speakers’ expert
in MSA and Arabic dialects. The labels are: negative,
positive, dual, spam, and neutral. To validate the result
of the annotation step, the authors just accept the post
which all annotators annotated it with same label. The total
number of posts are 2000 divided into 454 negative posts,
469 positive posts, 312 dual posts, 390 spam posts, and
375 neutral posts.

3. The Arabic Dialects Corpora
In recent years, social media has spread between people
as a result of the growth of wireless Internet networks and
several social applications of Smartphones. These media
sources of texts contain people’s opinions written in their
dialects which make it the most viable resources of dialec-
tal Arabic. The following sections describe our method of
collecting the Arabic dialect texts from Twitter, Facebook,

and Online newspaper comments.

3.1. Twitter Corpus Creation
Twitter is a good resource to collect data compared to other
social media because the data in Twitter is public, Twit-
ter makes an API to help researchers to collect their data,
and the ability to show other information, such as location
(Meder et al., 2016). However, there is a lack of an avail-
able and reliable Twitter corpus which makes it necessary
for researchers to create their own corpus (Saloot et al.,
2016). Section 2 showed a method used to collect tweets
based on seed terms (Alshutayri and Atwell, 2017) but, to
cover all dialectal texts with different terms not just the seed
terms, another method is used to collect tweets based on the
coordinate points of each country using the following steps:

1. Use the same app that was used in (Alshutayri and
Atwell, 2017) to connect with the Twitter API1 and
access the Twitter data programmatically.

2. Use the query lang:ar which extracts all tweets written
in the Arabic language.

3. Filter tweets by tracking coordinate points to be sure
that the Arabic tweets extracted from a specific area
by specify the coordinate points (longitude and lati-
tude) for each dialect area by using find latitude and
longitude website (Zwiefelhofer, 2008). We speci-
fied the coordinate points for capital cities in North
African countries, Gulf Arabian countries, Levantine
countries, Egypt country, and Iraq country. In addition
to the coordinates points of the famous and big cities
in each country. The longitude and latitude coordinate
points helped to collect tweets from the specified areas
but to collect tweets with different subjects and con-
tain several dialectal terms we ran the API at different
time periods to cover lots of topics and events

4. Clean the tweets by excluding the duplicate tweets and
deleting all emojis, non-Arabic character, all symbols
such as (#, ,”), question mark, exclamation mark, and
links, then label each tweet with its dialect based on
the coordinate points which used to collect this tweet.

Using this method to collect tweets based on coordinate
points for one month, obtained 112K tweets from differ-
ent countries in the Arab world. The total number of tweets
after the cleaning step and deleting the redundant tweets
equal to 107K tweets, divided between dialect as in table
1. Figure 2 shows the distribution of tweets per dialect. We
noticed that we can extract lots of tweets from the GLF di-
alect in comparison to LEV, IRQ, NOR and EGY and this is
because Twitter is not popular in these dialects’ countries as
Facebook in addition to the internal disputes in some coun-
tries which have affected the ease of use of the Internet.

3.2. Facebook comments Corpus Creation
Another source of Arabic dialect texts is Facebook which
consider as one of the famous social media applications in

1http://apps.twitter.com
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Figure 2: The distribution of dialectal tweets based on lo-
cation Points

the Arab world, and lots of users writing in Facebook us-
ing their dialects. We collected comments by following the
steps below:

1. At the beginning to collect the Facebook comments,
the Facebook pages which used to scrape timeline
posts and its comments are chosen by using Google
to search about the most popular Arabic pages on
Facebook in different domains such as, sport pages,
comedy pages, channel and program pages, and news
pages.

2. The result from first step which was a list of Arabic
pages are explored and checked for every page to see
if it contains lots of followers, posts and, comments,
then created a final list of pages to scrape posts.

3. Create an app which connects with the Facebook
Graph API2 to access and explore the Facebook data
programmatically. The app worked into steps:

(a) First, collected all posts of the page started from
the page establish date until the day that the app
was executed. The result of this step is a list of
posts id for each page which help to scrape com-
ments from each post in addition to some meta-
data for each post may help other research, for ex-
ample, post type, post link, post published date,
and the number of comments in each post.

(b) Then, the results of the previous step for each
page are used to scrape comments for each post
based on the post id. The result of this step is
a list of comment messages and some metadata
such as, comment id, post id, parent id of the
comment if the comment is a replayed to another
comment, comment author name and id, com-
ment location if the author add the location infor-
mation in his/her page, comment published date,
and the number of likes for each comment.

4. In the third step, the comment’s id and message which
extracted from the previous step is labeled with the di-
alect based on the country of the Facebook page which
used to collect the posts from it.

2https://developers.facebook.com/

5. Finally, clean the comment messages by deleting the
duplicate comments, and delete all emojis, non-Arabic
character, all symbols such as (#,\_,”), question mark,
exclamation mark, and links.

The API to scrap Facebook was ran for one month and at
the end of this experiment, we obtained a suitable quantity
of text to create Arabic dialect corpus and use it in classi-
fication process. The total number of collected posts equal
to 422K and the total number of collected comments equal
to 2.8M. After the cleaning step we got 1.3M comments,
divided into dialects as in table 1.
We tried to make our corpus balanced by collecting the
same number of comments for each dialect, but the prob-
lem that we did not find Facebook pages rich with com-
ment for some country such as Kuwait, UAE, Qatar, and
Bahrain. Figure 3 is a chart shows the percentage of the
number of comments collected for each dialect, and we no-
ticed that the number of comments in IRQ and GLF are less
compared with other dialect due to the fewest number of
Facebook pages were found to cover these dialects. In ad-
dition, unpopularity of Facebook application in Gulf area
in comparison with Twitter application, and the bad inter-
net coverage in Iraq country due to impact of war in Iraq.
While, we collected a good number of comments for NOR
dialect as some in North Africa countries Facebook is more
popular than Twitter.

Dialect No. of Tweets No. of Facebook comments
GLF 43,252 106,590
IRQ 14,511 97,672
LEV 12,944 132,093
NOR 13,039 212,712
EGY 23,483 263,596

Table 1: The number of tweets and Facebook comments in
each dialect

Figure 3: The percentage of the number of Facebook com-
ments collected for each dialect.

3.3. Online Newspaper Comments Corpus
Creation

The readers’ comments on online newspaper are another
source of dialectal Arabic text. An online commentary is
chosen as a resource to collect data because it is public,
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structured and formatted in a consistent format which
make it easy to extract (Zaidan and Callison-Burch, 2011).
Furthermore, we can automatically collect large amounts
of data updated every day with new topics. The written
readers’ comments were collected from 25 different Arabic
online newspaper based on the country which issued
each of the newspapers for example, Ammon for Jorda-
nian comments (LEV dialect), Hespress for Moroccan
comments (NOR dialect), Alyoum Alsabe’ for Egyptian
comments (EGY dialect), Almasalah for Iraqi comments
(IRQ dialect), and Ajel for Saudi comments (GLF dialect).
This step was done by exploring the web to search about
a famous Online newspaper in the Arab countries in
addition to asking some native speakers about the common
newspaper in their country.

We tried to make our data set balanced by collecting
around 1000 comments for each dialect. Then, classify
texts and label it according to the country that issue the
newspaper. In addition, to ensure that each comment be-
longs to the dialect which was labelled to it, the comments
are automatically revised by using the list of seed words
which created to collect tweets by checking each word
in the comment and decide to which dialect it belongs.
However, we found some difficulty with comments because
lots of comments, especially from GLF dialect are written
in MSA, which affects the results of automatic labelling
so we found that we also need to re-label the comments
manually using an annotation tools. The last step was
cleaning the collected comments by removing the repeated
comments and any unwanted symbols or spaces.

Around 10K comments are collected by crawling the
newspaper sites during a two-month period. The total
number of words equal to 309,994 words; these included
90,366 words from GLF, 31,374 from EGY, 43,468 from
IRQ, 58,516 from LEV, and 86,270 from NOR. Figure 4
shows the distribution of words per dialect. We planned
to collect readers’ comments from each country in the five
groups of dialects. For example, comments from Saudi
Arabia newspaper and comments from Kuwait newspaper
to cover the Gulf dialect and so on for all dialects, but the
problem that in some countries such as Lebanon and Qatar
we did not find lots of comments.

Figure 4: The distribution of words per dialect collected
from Newspaper.

4. The Annotation Process
4.1. Importance of the Annotation Process
We participated in the COLING 2016 Discriminating Sim-
ilar Languages (DSL) 2016 shared task (Alshutayri et al.,
2016), where Arabic dialect text used for training and test-
ing were developed using the QCRI Automatic Speech
Recognition (ASR) QATS system to label each document
with a dialect (Khurana and Ali, 2016) (Ali et al., 2016).
Some evidently mislabelled documents were found which
affected the accuracy of classification; so, to avoid this
problem a new text corpus and labelling method were cre-
ated.

In the first step of labelling the corpus, we initially assumed
that each tweet could be labelled based on the location ap-
pears in the user’s profile and the location points which used
to collect the tweets from Twitter. As for the comments
were collected from online newspapers, each comment la-
belled based on the country where the newspaper is pub-
lished. Finally, for the comments collected from Facebook
posts, each comment labelled based on the country of the
Facebook page depended on the nationality of the owner of
the Facebook page if it is a famous public group or person.
However, through the inspection of the corpus, we noticed
some mislabelled documents, due to disagreement between
the locations of the users and their dialects, and the nation-
ality of the page owner and the comments text. So, must
be verify that each document is labelled with the correct
dialect.

4.2. Method
To annotate each sentence with the correct dialect, 100K
documents were randomly selected from the corpus (tweets
and comments), then created an annotation tool and hosted
this tool in a website.
In the developed annotation tool, the player annotates 15
documents (tweets and comments) per screen. Each of
these documents is labelled with four labels, so the player
must read the document and make four judgments about
this document. The first judgment is the level of dialectal
content in the document. The second judgment is the type
of dialect if the document not MSA. The third judgment is
the reason which makes the player to select this dialect. Fi-
nally, the fourth judgment if the reason selected in the third
judgment is dialectal terms; then in the fourth judgment the
player needs to write the dialectal words were found in the
document.
The following list shows the options under each judgment
to let the player choose one of them.

• The level of dialectal content

– MSA (for document written in MSA)

– Little bit of dialect (for document written in MSA
but it contains some words of dialect less than
40% of text is dialect, see figure 5)

– Mix of MSA and dialect (for document written
in MSA and dialect around 50% of text is MSA
(code-switching)), see figure 6

– Dialect (for document written in dialect)
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• The type of dialect if the document written in dialect

– Egyptian

– Gulf

– Iraqi

– Levantine

– North African

– Not Sure

• The reason that make this document dialectal

– Sentence Structure

– Dialectal Terms

• The words which identify the dialect (we need to use
these word as a dictionary for each dialect)

To annotate the collected data, an interface was built as a
web page http://www.alshutayri.com/index.
jsp to display a group of Arabic documents randomly se-
lected from the dataset.

Figure 5: Example of document labeled as littel bit of di-
alect.

Figure 6: Example of document labeled as mix of MSA and
dialect.

Each page displays 15 documents randomly selected
from the dataset. The first label indicates the amount of
dialectal content in the document to decide whether the
document is MSA or contains dialectal content. If the
document is MSA the other labels will be inactive, and the
player needs to move to the next document. But, if the
document is not MSA, then all labels are required. The
second label specifies the document dialect if it is one of
the five dialects (EGY, GLF, LEV, IRQ, and NOR), or Not
Sure if the document written using dialect but difficult to
decide which dialect. The third and fourth labels to explain
the causes to choose the selected dialect: for example,
the sentence structure if the words in the document are
all MSA words, but the structure of the sentence is not
based on the MSA grammar rules, and/or the dialectal
terms which are famous words help to identify the dialect.
In fact, there is no agreed standard for writing Arabic
dialects because MSA is the formal standard form of

written Arabic (Elfardy and Diab, 2012); therefore, some
documents apparently contain only MSA vocabulary but
are annotated as dialect based on non-standard sentence
structure.

Before submitting the annotated documents, the mother di-
alect must be chosen. This may help to decide which an-
notated document must be accepted if one document has
different annotations. Finally, by submitting the annotated
documents the score will be shown in the screen by compar-
ing the labelled documents with our pre-labelled sample.

As a control to be sure that the player reads the document
before selecting the options, three MSA documents col-
lected from a newspaper articles (Al-Sulaiti and Atwell,
2004), were mixed with 12 documents selected from the
dataset; so, these three MSA documents used as a control
because they must be labelled as MSA, so if the player
labels all the three MSA documents as a dialect then
the player’s submitted documents are not counted in the
annotated corpus. Furthermore, to verify the annotation
process, each document is redundantly being annotated
three times.

5. Result
The corpus covers five Arabic dialects: GLF, EGY, NOR,
LEV, and IRQ. It consists of tweets from Twitter, Com-
ments from Online Newspaper, and comments from Face-
book. The tweets were collected using two methods: based
on seed terms as we presented in (Alshutayri and Atwell,
2017), and based on coordinate points. The comments from
Facebook were collected based on the country of the Face-
book page as well as comments from Newspaper based on
the country that issued the newspaper. After the collection
step, the texts from the three different sources are revised
and processed based on the following criteria:

• Exclude any documents if the writer of tweet or com-
ment write his nationality which conflict with the label
of the document based on the method which used to
collect this document, see figure 7.

• Exclude any duplicated documents which are appear
frequently, especially in tweets due to retweeting or
copying.

• Keep the length for each document as written.

Figure 7: Example of the excluding documents from the
corpus.

The final version of the corpus after applying the previ-
ous criteria, contains 1.1M documents; they include 812K
Facebook comments, 9K online newspaper comments, and
266K Twitter tweets; 180K based on seed terms, and 86K
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based on coordinate points. According to these numbers,
we found that Facebook gives lots of comments in compar-
ison to Twitter and Online newspaper, because using Face-
book to scrape all posts for a specific Facebook page got all
posts from the beginning of the page creation, so for each
post lots of comments are collected from different users
with a good amount of different words. While on Twit-
ter it is difficult to recognize a specific account to collect all
that account’s tweets because we want to cover many users
with different tweets topics and dialects. So, the program
worked randomly at every day for a specific period rang-
ing from 4-6 hours to collect all tweets written at this time.
Figure 8 shows the distribution of dialectal content in the
annotated documents. Table 2 presents the number of types
in each dialect from all sources.

Figure 8: The result of the level of dialectal content in the
annotated documents.

Source GLF EGY NOR LEV IRQ
Tweets Based on Seed Terms 51,527 40,956 43,555 62,463 56,429

Tweets Based on Coordinate Points 77,302 48,230 96,901 38,705 35,901
Facebook Comments 153,146 211,891 346,298 175,216 131,542

Comments from Newspaper 28,949 12,654 27,585 20,869 14,907

Table 2: The number of types in each dialect in different
sources

Figure 9: Result of the Annotatted Document.

Figure 9 shows the result of one annotated document in the
corpus. Each document is labelled with four labels: the
first label is the dialect level, which is an option from three
choices: little of dialect, Mix of MSA and dialect, or Di-
alect. The second label is the specific dialect which is one
of the five dialects: GLF, EGY, LEV, IRQ, or NOR. The

third label shows the reasons that help to identify the doc-
ument’s dialect. The last label shows the dialectal words
which help to identify the document’s dialect. The docu-
ment in figure 9 annotated as NOR dialect based on some
dialectal terms were written in the words cell.
We launched the website via Twitter and WhatsApp at the
beginning of August 2017. At the time of paper submission,
we have been running the annotation website for around
four months, and we have accumulated 24K annotated doc-
uments with total numbers of words equal to 587K. The
number of users (players) equal to 1,575 from different
countries around the world. To measure the quality of the
annotation, the inter-annotator agreement was calculated
using Fleiss Kappa (Fleiss, 1971) to calculate the anno-
tator agreement for more than two annotators. The result
equal to 0.787 around 79% which is substantial agreement
according to (Landis and Koch, 1977). For our immedi-
ate research on Arabic dialects classification the annotated
documents which we have already collected could be suf-
ficient, but we decided to continue with this experiment to
collect a larger annotated Arabic dialect text corpus.

6. Conclusion
This paper has explored social media text as a reference
for Arabic dialects. We divided the Arab countries into
five groups, one for each of the five main dialects: Gulf,
Iraqi, Egyptian, Levantine, and North African. The text
was classified based on the seed words that are spoken in
one dialect and not in the other dialects. In addition to the
user location which help to enhance dialect classification
and specify the country and dialect to which each tweet
belongs. In addition, we scraped Facebook posts and
extracted all comments from these posts based on the
famous Facebook pages in the Arab world countries. The
extracted comments classified based on the nationality
of the Facebook owner. Furthermore, online comments
in Newspaper considers as a good source of dialectal
Arabic, especially if the article talking about things that
are interesting to the community of this country, for
example living conditions and a high cost of living, art, or
sport because if the topic of the article is about political
news lots of readers comment using MSA instead of their
dialect, so lots of comments mix of MSA and dialect. The
comments were classified based on the country that issued
the newspaper.

In general, the social media can be used as a reference to
collect an Arabic dialects corpus, but to make our corpus
balanced we tried to run the extractor in one dialect more
than another as we noticed that Twitter is more popular in
Arabian Gulf area which help us to collect lots of tweets
for GLF dialect whereas the fewer tweets from North
Africa countries and Iraq. In comparison with Twitter,
Facebook is more popular in North African.

In this paper, we presented a new approach to annotate the
dataset were collected from Twitter, Facebook, and Online
Newspaper for the five main Arabic dialects: Gulf, Iraqi,
Egyptian, Levantine and North African. The annotation
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website was created as an online game to gather more users
who talk different Arabic dialects and free to pay in com-
paring with other crowdsourcing websites. This experiment
is a new approach help to annotate a sufficient dataset for
text researches in Arabic dialect classification. The number
of users has decreased now in comparison with the begin-
ning because we need to redistribute the website widely.
In the future work we will explore another source of
the Arabic dialect text such as WhatsApp application, or
YouTube comments to cover most of sources and build a
corpus including different sources of the texts. In addi-
tion, we could modify the interface to be more attractive
and easy to explore. In addition, we could make this an-
notation game as an application can be downloaded in the
smart phones and tablets.
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Abstract
Arabic is written as a sequence of consonants and long vowels, with short vowels normally omitted. Diacritization attempts to recover
short vowels and is an essential step for Text-to-Speech (TTS) systems. Though Automatic diacritization of Modern Standard Arabic
(MSA) has received significant attention, limited research has been conducted on dialectal Arabic (DA) diacritization. Phonemic patterns
of DA vary greatly from MSA and even from one another, which accounts for the noted difficulty of mutual intelligibility between
dialects. In this paper we present our research and benchmark results on the automatic diacritization of two Maghrebi sub-dialects,
namely Tunisian and Moroccan, using Conditional Random Fields (CRF). Aside from using character n-grams as features, we also
employ character-level Brown clusters, which are hierarchical clusters of characters based on the contexts in which they appear. We
achieved word-level diacritization errors of 2.9% and 3.8% for Moroccan and Tunisian respectively. We also show that effective
diacritization can be performed out-of-context for both sub-dialects.

Keywords: Arabic, Dialects, Vowelization, Diacritization

1. Introduction

Different varieties of Arabic are typically written with-
out diacritics (short vowels). Arabic readers disambiguate
words in context and mentally restore diacritics to pro-
nounce words correctly. For Modern Standard Arabic
(MSA), diacritics serve dual functions. While word-
internal diacritics are phonemic in nature and dictate cor-
rect pronunciation and lexical choice, final vowels on words
(a.k.a case endings) indicate syntactic role. However, di-
alects overwhelming use sukun as a neutral case-ending for
all words, eliminating the need for disambiguating syntac-
tic roles. Thus, dialectal diacritic recovery involves restor-
ing internal-word diacritics only. The task of diacritic
restoration is crucial for applications such as text-to-speech
(TTS) to enable the proper pronunciation of words.
In this paper, we present new state-of-the-art Arabic dia-
critization of two sub-dialects of Maghrebi, namely Moroc-
can and Tunisian, using Conditional Random Fields (CRF)
sequence labeling. We trained our CRF sequence labeler
using character n-grams as well as character-level Brown
clusters. In our context, Brown clusters would bin together
characters that appear in similar contexts, which would im-
prove the generalization of the training set. We explore
mono-dialectal training as well as cross-dialectal and joint
training. Using mono-dialectal training, we achieve word
error rates of 2.9% for Moroccan and 3.8% for Tunisian.
Though both sub-dialects are orthographically similar, we
show that cross-dialectal and joint training lead to signif-
icant increases in diacritization errors due to the phonetic
divergence of the sub-dialects. Thus, dialectal TTS needs
to be tuned for specific sub-dialects.
The contributions of this work are:
• To the best of our knowledge, this is the first work on the
diacritization of Maghrebi Arabic, which helps shed more
light on the properties of some spoken variants of Arabic
and providing benchmark results.
• We show that diacritization can be performed with high
accuracy for words out of context.

•We explore the use of cross dialect and joint dialect train-
ing between Moroccan and Tunisian, highlighting the or-
thographic and phonetic similarities and dissimilarities of
both sub-dialects.

2. Background
Significant research has addressed diacritic restora-
tion/recovery or diacritization for Arabic, mostly MSA, and
some other Semitic languages which are typically written
without short vowels. Diacritization is essential for a va-
riety of applications such as TTS and language learning.
MSA diacritization involves internal-word diacritization to
disambiguate meaning and case ending recovery based on
syntactic role. Recovering the case ending is typically sig-
nificantly harder than core word diacritization. Dialects
have mostly eliminated case endings, using the silence di-
acritic sukun instead. Many approaches have been used
for internal-word diacritization of MSA such as Hidden
Markov Models (Gal, 2002; Darwish et al., 2017), finite
state transducers (Nelken and Shieber, 2005), character-
based maximum entropy based classification (Zitouni et al.,
2006), and deep learning (Abandah et al., 2015; Belinkov
and Glass, 2015; Rashwan et al., 2015). Darwish et al.
(2017) compared their system to others on common test set.
They achieved a word error rate of 3.29% compared 3.04%
for Rashwan et al. (2015), 6.73% for Habash and Rambow
(2007), and 14.87 for Belinkov and Glass (2015). Azmi
and Almajed (2015) survey much of the literature on MSA
diacritization.
Concerning dialectal diacritization, the literature is rather
scant. Habash et al. (2012) developed a morphological an-
alyzer for dialectal Egyptian, which uses a finite state trans-
ducer that encodes manually crafted rules. They report an
overall analysis accuracy of 92.1% without reporting dia-
critization accuracy specifically. Khalifa et al. (2017) de-
veloped a morphological analyzer for dialectal Gulf verbs,
which also attempts to recover diacritics. Again, they did
not specifically report diacritization accuracy. Jarrar et al.
(2017) annotated a corpus of dialectal Palestinian contain-
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ing 43k words. Annotation included text diacritization. In
the aforementioned papers, the authors used CODA, a stan-
dardized dialectal spelling convention. Other recent work
on dialects attempted to perform different processing, such
as segmentation, without performing any spelling standard-
ization (Eldesouki et al., 2017; Samih et al., 2017). Dia-
critization without standardizing spelling is highly advan-
tageous, and thus we pursue character level models in this
paper.

3. Data
We were able to obtain two translations of the New Testa-
ment into two Maghrebi sub-dialects, namely Moroccan1

and Tunisian2 dialects. Both of them are fully diacritized
and contain 8,200 verses each. Table 1 shows the data
size, and Table 2 gives a sample verse from both dialects,
MSA, and the English translation. We split the data for 5-
fold cross validation, where training splits were further split
70/10 for training/validation. Given the training portions of
each split, Figure 1 shows the distribution of the number
of observed diacritized forms per word. As shown, 89%
and 82% of words have one diacritized form for Moroccan
and Tunisian respectively. We further analyzed the words
with more than one form. The percentage of words where
one form was used more than 99% of time was 53.8% and
55.5% for Moroccan and Tunisia respectively. We looked
at alternative diacritized forms for this group and we found
that the less common alternatives are cases were default di-
acritics (ex. fatha before alef – AÓðP (rwmA) vs. A �Óð �P (ruw-

maA) – meaning “Rome”)3 are dropped while they are gen-
erally present. Similarly, the percentage of words where the
most frequent form was used less than 70% was 6.1% and
8.5% for Moroccan and Tunisian respectively. Aside from
the cases where a surface form can have multiple possible
diacritics (ex. �ÐA

�
¾�m

�Ì'@ (AloHokaAmo – “the judging”) – vs.
�ÐA

��
¾�m

�Ì'@ (AloHuk∼aAmo – “the rulers”)), we found frequent
cases where a dicritized form has a shadda–sukun combi-
nation and another has just sukun (ex. ñ �k. ��Q�	m��'
 (yoxar∼ojuw)

vs. ñ �k. �Q�	m��'
 (yoxarojuw) – “to drive out”) and others were
different diacritized forms would have nearly identical pro-
nunciation (ex. �I. K
Q�

�K
 (yoriybo) vs. �I.
��K
 �Q�K
 (yoray∼obo) – “to

destroy”). Further, we used the most frequent diacritized
form for each word, and we automatically diacritized the
training set. Doing so, the word error rate on the training
set was 0.9% and 1.1% for Moroccan and Tunisian respec-
tively. This indicates that diacritizing words out of context
can achieve up to 99% accuracy (1% word error rate). We
compared this to the MSA version of the same Bible verses
(132,813 words) and a subset of diacrtized MSA news ar-
ticles of comparable size (143,842 words) after removing
case-endings. As Table 3 shows, MSA words, particularly
for the Bible, have many more possible diacritized forms,
and picking the most frequent diacritized form leads to sig-
nificantly higher word error rate compared to dialects.

1Translated by Morocco Bible Society
2Translated by United Bible Societies, UK
3We use Buckwalter encoding to transliterate Arabic words.

Dialects No. of Words
Moroccan 134,324
Tunisian 131,923

Table 1: Dialectal data size

Lang. Verse (Colossians 3:20)

Moroccan ú
æ
���

��
Ê

�
¾�	̄ �Ñ

�
ºK
Y� Ë� @ �ð ñ �ªJ
£� , �XB

� �ñ
�
Ë @

�
@

Tunisian Z �ú
æ
���

�
É

�
¿ ú


	̄
�

�Ñ
�
ºK
Y�

�
Ë @ �ð @ñ �ªJ
£� , �X

�
B �ñË@ A�K


MSA ��H. ��QË
�
@ ú


	̄
�

�Ñ
�
ºK
Y� Ë� @ �ð @ñ �ªJ
£�

�

@ , �XB

� �ð
�

B
��
@ A�î��E


�

@

English Children, obey your parents in all things

Table 2: Sample verse from diacritized dialectal Bibles

We compared the overlap between training and test splits.
Figure 2 shows that a little over 93% of the test words were
observed during training. If we use the most frequent dia-
critized forms observed in training, we can diacritize 92.8%
and 92.0% of Moroccan and Tunisian words respectively.
Thus, the job of a diacritizer is primarily to diacritize words
previously unseen words, rather than to disambiguate be-
tween different forms. We also compared the cross cover-
age between the Moroccan and Tunisian datasets. As Fig-
ure 3 shows, the overlap is approximately 61%, and the dia-
critized form in one dialect matches that of the other dialect
less than two thirds of the time. This suggests that cross di-
alect training will yield suboptimal results.

Figure 1: Distribution of the number of diacritized forms
per word in training parts

There are 14 diacritics in MSA that Arabic letters can
carry4 in addition to EMPTY diacritic which is used for
long vowels and sometimes for cases like the definite de-
terminer È@ (meaning “the”). In Moroccan, an extra dia-
critic is also used, namely shaddah–sukun. The distribu-
tions of different diacritics in Moroccan, Tunisian, and the
corresponding MSA of the Bible data are shown in Figure

4https://en.wikipedia.org/wiki/Arabic_
script_in_Unicode
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Bible News
Most Freq 92.1 92.8

No. of Seen Forms
1 51.7 69.0
2 20.4 26.8
3 13.5 2.9
4 7.1 1.1
≥5 7.3 0.1

Table 3: Distribution of the number of dicaritized forms per
word for MSA

Figure 2: Overlap between train and test parts.

4. Generally, both Moroccan and Tunisian have compara-
ble distributions, and they are different than of MSA. Also,
while 34% and 26% of the letters have sukun in Moroccan
and Tunisian respectively, only 4% of letters in MSA have
sukun.

Figures 5 and 6 show distributions of diacritics for first

Figure 3: Overlap between train and test parts.

letter (prompt) and last letter (typically case ending indi-
cating grammatical function) in words to show how dia-
critization of Moroccan and Tunisian differ from MSA. In
MSA, words cannot start with a letter with sukun because
there is no morphological templatic pattern that starts with
sukun. However, in Moroccan and Tunisian, 43% and 23%
of the words start with sukun. For the last diacritic, MSA
case endings can take many values. Conversely, Moroccan
and Tunisian case endings are overwhelmingly either sukun
(57% and 53%) or EMPTY (37% and 45%) respectively.
It is worth mentioning that in our corpus, the maximum
number of sukun in a word is 6 for both dialects with
words like ����
C

��J.
�
Ê
�
Ë �ð (wololobolaAyoSo – “and places”)

and �Ñ
�
º

�
Ê �Ò �ëñ

��J �ª�J.
�	K �ð (wonaboEovuhumolokumo – “and we send

them to you”) compared to only a maximum of 3 sukun

in MSA words like �Ñî�D

	®�

���
�

A�	̄ (fa>u$ofiyhimo – “I will heal

them”). Also, 23% of Moroccan words and 7% of Tunisian
words have consecutive sukun, and the maximum number
of consecutive sukun in Moroccan is 5, as in ��I

�
Ê��J�	̄ �ð (wofo-

toloto – meaning “and in three”), compared to only 2 for
Tunisian, as in

�����. �Qå�	���J�K� (titoDorabo$o – “will not hit”). In
the MSA Bible, there is only one word that has 2 consec-
utive sukun, namely A 	K �Q��
Ö�Þ�� (simiyorokA – a foreign named-
entity “Smyrna”), because no words of Arabic origin are
allowed to have 2 consecutive sukun. If two sukun happen
to appear consecutively, MSA diacritization rules convert
the first sukun to either fatha or kasra.
The Word úæ��Óð (wm$Y – “and he walked”) is an example
of words that are written the same in Moroccan, Tunisian,
and MSA with the same meaning but with different diacriti-
zation and hence pronunciation: úæ��� �Ó �ð (womo$aY) in Mo-

roccan; úæ��� �Óð� (wimo$aY) in Tunisian; and úæ��� �Ó �ð (wama$aY)
in MSA. All the above indicate that using an MSA dia-
critizer to diacritize Moroccan or Tunisian would lead to
high word error rate, because they follow different diacriti-
zation patterns and rules.

4. Proposed Approach: Linear Chain CRF
The effectiveness of CRFs (Lafferty et al., 2001) has been
shown for many sequence labeling tasks, such as POS tag-
ging and named entity recognition. CRFs effectively com-
bine state-level features with transition features. They are
simple and well-understood, and they usually provide ef-
ficient models with close to state-of-the-art results. Thus,
CRF is a potentially effective method to apply to this task.
For all the experiments, we used the CRF++ implementa-
tion of a CRF sequence labeler with L2 regularization and
default value of 10 for the generalization parameter “C”.5

In our setup, our goal is to tag each character of every word
with the appropriate diacritic, where character-level diacrit-
ics are our labels. For features, given a word of character
sequence cn ... c−2, c−1, c0, c1, c2 ... cm, we used a combi-
nation of character n-gram features, namely unigram (c0),
bigrams (c0−1; c10), trigrams (c0−2; c1−1; c20), and 4-grams
(c0−3; c1−2; c2−1; c30).

5https://github.com/taku910/crfpp
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Figure 4: Diacritics Distribution in Moroccan, Tunisian, and MSA

Figure 5: Diacritics Distribution of First Letter

Another feature that may potentially help our sequence la-
beling to generalize is the use of character level Brown clus-
ters (Brown et al., 1992), which are hierarchical clusters of
tokens based on the contexts in which they appear. They
have been shown to improve many NLP tasks such as POS
tagging (Owoputi et al., 2013). The rationale for using it
here is that some characters may appear in similar contexts
and would hence have similar diacrtics. The advantage is
that Brown clusters can be learned from unlabeled texts.
We generated 25 character clusters from the training part

for each fold using the implementation of Liang (2005).
When using Brown clusters, we used the aforementioned
character n-gram features in addition to an identical set of
features where we replace characters with their correspond-
ing Brown cluster tags. Given that the vast majority of di-
alectal words have only one possible diacritized form, the
CRF is trained on individual words out of context.
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Figure 6: Diacritics Distribution of Last Letter

Error Rate
Training Set Test Set Character Word

(a) Uni-dialectal Training
Moroccan Moroccan 1.1 3.1
Tunisian Tunisian 1.8 4.0

(b) Cross Training
Moroccan Tunisian 17.2 43.3
Tunisian Moroccan 17.9 43.9

(c) Combined Training
Combined Moroccan 3.0 8.7
Combined Tunisian 4.8 13.8

Table 4: CRF character n-grams results – Average across
all folds

5. Results
As shown in Figure 2, our baseline uses the most frequently
seen diacritized form that is observed in training and skips
unseen words. Word error rate of the baseline is 7.2% and
8.0% for Moroccan and Tunisian respectively. We con-
ducted three sets of experiments:
First, we trained and tested on the same dialectal data. Ta-
ble 4 (a) shows that we are able to achieve word error rate
of 3.1% and 4.0% for Moroccan and Tunisian respectively.
When we used Brown clusters (Table 5 (a)), errors de-
creased by 0.2% absolute for both dialects. In effect, we
are able to properly diacritize 56.9% and 50.0% of unseen
words or incorrectly diacritized words by the baseline for
both dialects respectively.

Error Rate
Training Set Test Set Character Word

(a) Uni-dialectal Training
Moroccan Moroccan 1.1 2.9
Tunisian Tunisian 1.7 3.8

(b) Cross Training
Moroccan Tunisian 20.1 47.0
Tunisian Moroccan 20.8 48.9

(c) Combined Training
Combined Moroccan 12.6 34.2
Combined Tunisian 9.5 23.8

Table 5: CRF Results with Brown clusters – Average across
all folds

Second, we wanted to see if both dialects can learn from
each other. As Table 4 (b) shows, we trained on one di-
alect and tested on the other. Adding Brown clusters (Ta-
ble 5 (b)) lowered results even further. As expected based
on our discussion in Section 3., the results were markedly
lower, and improvements in diacritizing one dialect would
further degrade cross-dialectal results. This validates the
claim that word diacritizations in different sub-dialects di-
alects are significantly different.
Third, we combined training data from both dialects, and
we tested on individual dialects. As Table 4 (c) shows, com-
bining data led to results that are worse than the baseline.
Using Brown clusters, as shown in Table 5 (c), made re-
sults even worse. This is not surprising given the fact that
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many words appear in both dialects and are diaritized dif-
ferently. If both dialects could learn from each other, then
perhaps we could have a system that can diacritize either
dialect without prior dialect identification. Unfortunately,
that is not the case.

6. Discussion and Conclusion
In this paper we presented our work on the diacritization
of sub-dialects of Maghrebi Arabic, namely Moroccan and
Tunisian. Diacritization is essential for applications such as
TTS to properly pronounce words. We noted that dialectal
Arabic is less contextual and more predictable than Modern
Standard Arabic, and hence high levels of accuracy (low
word error rates) can be achieved, to a large extent con-
text free. Using linear chain CRF sequence labeling with
character n-grams and character-level Brown clusters, we
achieved a word error rate of 2.9% and 3.8% for Moroc-
can and Tunisian respectively. When we performed cross
training the accuracy dropped significantly, which reveals
that, even for closely-related dialects, there is a great diver-
gence in pronunciation patterns. For future work, we plan
to explore deep learning for diacritization.
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Abstract 

In this paper, we present the annotation pipeline and the guidelines we wrote as part of an effort to create a large manually annotated 
Arabic author profiling dataset from various social media sources covering 16 Arabic countries and 11 dialectal regions. The target size 
of the annotated ARAP-Tweet corpus is more than 2.4 million words. We illustrate and summarize our general and dialect-specific 
guidelines for each of the dialectal regions selected. We also present the annotation framework and logistics. We control the annotation 
quality frequently by computing the inter-annotator agreement during the annotation process. Finally, we describe the issues encountered 
during the annotation phase, especially those related to the peculiarities of Arabic dialectal varieties as used in social media.  

 

Keywords: Guidelines, Annotation, Corpus, Arabic, Social media 

1. Introduction 
Research on author profiling has always been constrained 
by the limited availability of training data. In fact, 
collecting textual data with the appropriate meta-data 
requires significant collection and annotation efforts. For 
every text, the characteristics of the author have to be 
known in order to successfully profile the author. 
Moreover, when the text is written in a dialectal variety 
such as the Arabic text used in social media, author 
profiling becomes even more challenging as it requires 
representative annotated datasets to be available for each 
dialectal variety. 

Arabic dialects are historically related to the classical 
Arabic and they co-exist with the Modern Standard Arabic 
(MSA) in a diglossic relation. While standard Arabic has a 
clearly defined set of orthographic standards, the various 
Arabic dialects have no official orthographies and a given 
word could be written in multiple ways in different Arabic 
dialects as shown in Table 1.  

This paper presents the guidelines and annotation work 
carried out within the Qatar National Research Fund 
(QNRF) research project on Arabic Author Profiling for 
Cyber-Security (ARAP)1. We used these guidelines in 
order to create resources and tools for 11 Arabic dialects 
(Zaghouani and Charfi 2018a; Zaghouani and Charfi 
2018b). We collected our ARAP-Tweet corpus data from 
public Twitter accounts across various regions in the Arab 
world. 

For the author profiling task, most of the currently available 
resources are for English and other European languages as 
described by (Celli et al., 2013). The dialectal Arabic 
resources are still lagging behind other languages when it 
comes to the availability of the required datasets (Rosso et 
al., 2018; Zaghouani, 2014).  

To the best of our knowledge, there is no dialectal Arabic 
corpus available for the detection of age, gender, native 
language and dialectal variety. Having a large amount of 
annotated data remains the key to reliable results for tasks 

                                                           
1 http://arap.qatar.cmu.edu/ 

such as the author profiling. The lack of such resources 
motivated the creation of the resources presented in this 
paper. 

Once we collected the dataset, we wrote the guidelines for 
the annotation of Tweets collected for their dialectal 
variety, their native language, the gender of the user and the 
age within three categories (under 25 years, 25 to 34 and 
35 and above). Furthermore, we hired a team of 
experienced annotators and we designed an optimized 
annotation workflow. Moreover, we followed a consistent 
annotation evaluation protocol in order to validate our 
annotation protocol. 

 
Variety Sentence 

English When I went to the library 
Standard Arabic عندما ذهبت إلى المكتبة 

ʿindamā ḏahabtu ʾila l-maktabati 
Tunisian  للمكتبةوقتلي مشيت  

wăqtəlli mʃit l-əl-măktba 
Algerian ملي رحت للمكتبة 

məlli raħt l-əl-măktaba 
Moroccan ملي مشيت للمكتبة 

məlli mʃit lmăktaba 
Egyptian اما رحت المكتبة 

amma roħt el-maktaba 
Lebanese لما رحت عالمكتبة 

lamma reħit ʕal-mektebe 
Iraqi من رحت للمكتبة 

min reħit lil-maktaba 
Qatari لمن رحت المكتبة 

lamman ruħt el-maktaba 

Table 1: A sample sentence in seven Arabic Dialects 
 
 
Overall, our corpus has the following features that 
distinguish it from other Arabic annotation projects: 
 
• Aim: designed mainly as a resource for developing 
Author profiling tools. 
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• Size: 2,4 million words. 
• Text types:  Social Media from Twitter 
 
• Variety: our data is from 16 Arabic countries 
representing 11 major Arabic regional dialects. 
 
The remainder of this paper is organized as follows. In 
Section 2, we discuss related work. Then, we present our 
ARAP-Tweet corpus collected in Section 3. Section 4 
describes our annotation guidelines whereas Section 5 
explains our annotation logistics and workflow. Section 6 
presents the evaluation of the annotation quality. 
 

2. Related Work 
 
We identified several efforts to create resources for some 
major Arabic dialects such as Egyptian and Levantine 
(Diab and Habash, 2007, Pasha et al., 2014, Habash et al., 
2013). Within the context of the Qatar Arabic Language 
Bank (QALB) project, a large-scale annotated corpus of 
users’ comments, the dialectal words were marked and 
replaced by their equivalent in standard Arabic (Zaghouani 
et al., 2014; Zaghouani et al., 2015; Zaghouani et al., 
2016a.) 
 
In the same context, Salloum and Habash (2013), Sajjad et 
al. (2013), Salloum and Habash (2013) and Sawaf (2010) 
used a translation of dialectal Arabic to Standard Arabic as 
a pivot to translate to English. Zbib et al. (2012) used 
crowdsourcing approaches to create some resources for 
machine translation of Arabic dialects. 
 
Al-Sabbagh and Girju (2010) extracted various cues from 
the Internet to create a lexicon from Dialectal to Modern 
Standard Arabic. Chiang et al. (2006) built a parser for 
Dialectal Arabic using the training data from the standard 
Arabic Penn Treebank. Boujelbane et al. (2013) created a 
dictionary based on the relation between MSA and 
Tunisian Arabic. 
 
For the regional dialects, some existing projects were 
related to dialect identification as mentioned in (Habash et 
al., 2008; Elfardy and Diab, 2013; Zaidan and Callison-
Burch, 2013). 
 
Furthermore, a Twitter dialectal Arabic corpus was created 
by Mubarak and Darwish (Mubarak and Darwish, 2014) 
covering four dialectal regions using geolocation 
information associated with Twitter data.  
 
As the dialectal Arabic is widely used nowadays in most of 
the informal communication online across the various 
regions of the Arab world such as in chats, emails, forums 
and social media, several research efforts were initiated to 
create dialectal Arabic dedicated tools and resources. 
However, many of these efforts were disjointed and not 
coordinated and most of them have only focused on a 
limited number of dialects or regions that cannot represent 

                                                           
2 http://pan.webis.de/clef17/pan17-web/author-profiling.html 
3 https://github.com/tweepy/tweepy 

the different regions of the Arab world. For instance, some 
of these resources are not fine-grained with only four major 
dialectal regions represented such as North Africa, Levant, 
Egypt, and the Gulf.  
 
For the Arabic author profiling task, the data to be collected 
is expected to be representative of most of the Arabic 
dialects and for the moment such resources are not yet 
available. We found only two projects related to that topic 
by Abbasi and Chen (2005) and Estival et. al. (2008). The 
first work focuses on author identification in English and 
Arabic web forum messages to automatically detect 
extremist groups. The second work focuses on author 
profiling for English and Arabic e-mails.  
 
Recently, Bouamor et al. (2018) and Habash et al. (2018) 
built MADAR and wrote dialectal Arabic unified 
guidelines to create dialectal Arabic corpus and lexicon 
covering dialects of various cities across the Arab world 
with a focus on a travel domain corpus.  
 
For the first time, during the Author Profiling task at PAN 
2017 (Rangel et al. 2017),2 an Arabic task was presented to 
identify the gender and the dialect using a corpus of four 
Arabic dialects namely, the North African dialect, the 
Egyptian Arabic, the Levantine Arabic and the Gulf 
Arabic. For the resources cited above, the domain was 
limited in one case and the coverage was limited to only 
four countries out of 22 Arabic countries in another case. 
 
In our project, we support the major dialects in the Arab 
world by covering 11 regions and 16 countries. Hence, our 
project will provide important contributions to Arabic 
Author profiling.  
 

3. Corpus Description 
In this section, we describe the corpus collection and data 
selection processes carried out to locate and crawl users for 
each dialect group. For practical reasons, we harvested our 
data from Twitter as it provides a powerful and free API for 
crawling and collecting data about public Twitter accounts 
and public Tweets.  
 
Using the Twitter API and the TweePy3 library for Python, 
we collected tweets that contained typical dialectal distinct 
words generally used by speakers of a given dialect. In 
other words, we searched for tweets that use dialect specific 
words and expressions, which allowed us to restrict the 
tweets to the selected region as much as possible. For 
example, the word كرهبة /karhba/ ‘car’ in Tunisian Arabic 
or the word زول /zo:l/ ‘man’ in Sudanese Arabic. The seed 
words for each region were created following a study to 
identify several seed words for each region. Furthermore, 
the annotators were trained to identify the cases where a 
given seed word was used in a profile from another region. 

During a six weeks period, we sampled our list of user 
profiles according to this method. Once we had the initial 
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list of profiles ready for collection, we used Twitter Stream 
API and the geographic filter to ensure that the collected 
Tweets are within the specified region. Moreover, we 
collected the Twitter metadata for each user such as 
characteristics of the Twitter profile (that are independent 
of tweet content), to determine demographic information. 

As the data collected from social media is usually noisy, we 
wrote a script to clean the collected Tweets from non-
textual content such as images and URLs. Moreover, we 
filtered all non-Arabic content from the collected data. 

For each region, we collected the profiles of 100 users with 
at least 2000 posted Tweets. For all users, we downloaded 
up to their last 3240 tweets, which is the limit imposed by 
Twitter API. 
 
We ended up with a minimum of 200K Tweets per region 
and a total of 2.4 Million Tweets corpus (Zaghouani and 
Charfi 2018a). 
 
During the data collection process, we tried to expand our 
coverage as much as possible taking into consideration the 
resources and the budget available, we were able to collect 
a balanced Tweets corpus from 11 Arabic regions 
representing a total of 16 countries from a total of 22 Arabic 
countries members of the Arab league as shown in Table 2. 
We tried to select the data as randomly as possible by 
avoiding well-known/famous and influential users.  
 
 

Dialect Region 
Moroccan 1. Morocco 
Algerian 2. Algeria 
Tunisian 3. Tunisia 
Libyan 4. Libya 
Egyptian 5. Egypt 
Sudanese 6. Sudan 
Lebanese 7. North Levant 
Syrian 7. North Levant 
Jordanian 8. South Levant 
Palestinian 8. South Levant 
Iraqi 9. Iraq 
Qatari 10. Gulf 
Kuwaiti 10.   Gulf 
Emirati 10.   Gulf 
Saudi 10.   Gulf 
Yemeni 11. Yemen 

Table 2: Dialects and regions selected in the corpus 
 
Once our data is ready, we started a manual annotation step 
for the collected user profiles in order to: (a) validate the 
data collected; (b) annotate each user with the age and 
gender; (c) confirm the dialect used by the users and check 
if she is a native or non-native speaker of Arabic. 

We created general and specific annotation guidelines and 
we employed a group of annotators to perform the manual 
annotation for each annotation task.  

4. Annotation Guidelines 
The annotation guidelines usually document the core of the 
annotation policy in any given corpus annotation project.  

Our guidelines are tailored to each of the four annotation 
tasks within the context of our project: the gender, the age, 
the dialect and whether the user is a native Arabic speaker 
or not. 

We describe the process of how to annotate each of these 
tasks, including how to deal with borderline cases. We 
provided many annotated examples based on our guidelines 
to illustrate the annotation rules and exceptions for each 
task. We adopted an iterative approach to develop our 
guidelines, which includes many revisions and updates as 
needed in order to reach a consistent set of instructions. For 
instance, several changes to the guidelines were needed to 
address the issue of age identification task due to the 
complexity and the difficulty of this particular task.  

The annotations were done by carefully analyzing each of 
the user’s profiles, their tweets, and when possible, we 
instructed the annotators to use external resources such as 
personal web pages or blogs as well as other social 
networks such as LinkedIn and Facebook. We created 
profiles validation guidelines and task-specific guidelines 
to annotate the users. 

 

4.1 Profiles Validation Guidelines 
To ensure the suitability of the corpus collected for the 
author profiling task we wrote the annotation guidelines. 
Moreover, we clearly instructed the annotators on how to 
validate or exclude the collected Twitter profiles from our 
data. Finally, we set simple and clear rules and 
requirements as listed below:  

 The profile should be public as we cannot retrieve 
the data from private or protected profiles. 

 The tweets should have been mostly written in the 
given regional dialect. Moreover, the Tweets 
should not be mostly written in standard Arabic or 
any other language such as English or French. 

 The profile should represent an actual person (i.e., 
not a company). 

 The profiles posting lots of images and using 
applications to automatically post daily messages 
by bots are also filtered out. 
 

4.2 Gender Annotation Guidelines 
For some accounts, the annotators were not able to identify 
the gender as this was based in most of the cases on the 
name of the person or his/her profile photo and in some 
cases by their biography or profile description. In case this 
information is not available, we instructed the annotators to 
read the user posts and find linguistic indicators of the 
user’s gender.  

Like many other languages, Arabic conjugates verbs 
through numerous prefixes and suffixes and the gender is 
sometimes clearly marked such as in the case of the verbs 
ending in taa marbuTa (ـة/ة) which is usually of feminine 
gender as shown in the example in Table 3. 
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Form Sentence 

English masc. / fem. Form I am thirsty 

Arabic masc. form أنا عطشان 

/ana Atshaan/ 

I am thirsty (Masc.) 

Arabic fem. Form أنا عطشانة 

/ana atshaana/ 

I am thirsty (fem.) 

Table 3: Taa Marbuta gender marker in the Arabic verbs 

 

4.3 Age Annotation Guidelines 
In order to annotate the users for their age, we used three 
categories: under 25 years, between 25 years and 34 years, 
and 35 years and above.  

In our guidelines, we asked the annotators to check if the 
user birth year is available in their Twitter profile. 
Depending on the dialect region, 4 to 7 % of the users put 
this information in their public profile. We also asked the 
annotators to read the latest 100 tweets of the user first for 
validating their dialect and second for finding any age- 
related hints. For example, some users had tweets such as 
“I just turned 25”. In some cases, the annotators found some 
hints indicating that the users were high school or 
university students such as tweets about exams, schools, 
and university breaks, etc.  

Next, we asked the annotators to retrieve the full name of 
the user also from their profile and when available search 
for that name on search engines as well as on other social 
networks such as LinkedIn and Facebook. The search 
retrieved for some users their personal homepage or their 
blog, which could contain their age information. As some 
Twitter users put their photo in their profile picture this 
helped the annotators in match twitter users with their 
respective web page, blog, or social media account on 
Facebook, Instagram, and LinkedIn. Also other 
information from the Twitter profile such as the name of 
the city they live in as well as their job description was 
helpful for matching accounts on different social networks. 
In the case of LinkedIn, the graduation year from school or 
university and also the professional experience were 
helpful in determining the age group. For example, 
someone who graduated from university in the year 2000 is 
certainly above 35 years.  

In the last step, if a Twitter profile photo is available the 
annotators were asked to estimate the age based on that 
photo (as well as any other photos that the same person may 
have on their Twitter account in the photos section). Then, 
we instructed the annotators to use the artificial intelligence 
based Microsft service How-Old.Net4, which takes an 
image in input and determines the subject’s age and gender. 
                                                           
4 https://how-old.net 

 

as shown in Figure. 1. In addition, we wrote a program that 
automatically retrieves the profiles photos for all selected 
users and retrieves their age and gender using Microsoft 
Face API5. Even though both tools are from Microsoft they 
delivered slightly different results.  

In the cases, in which age estimation was not possible we 
replaced the respective Twitter accounts by others of the 
same gender and from the same region. The newly added 
accounts were selected so that they provide indications and 
hints about the age as explained above.   

 

 

Figure 1: Automatic age estimate sample by How-
Old.Net. Photo credit: GSCSNJ (Creative Commons) 

 

4.4 Dialect variety Annotation Guidelines 
As the dialect and the regions are known in advance to the 
annotators, we instructed them to double check and mark 
the cases in which the user appears to be from a different 
dialect group. This is possible despite our initial filtering 
based on distinctive regional keywords. We noticed that in 
more than 90% the profiles selected belong to the specified 
dialect group. For the 10% remaining, we observed many 
cases of people borrowing terms and expressions from 
other dialects such as in the case of the word بزاف      Bizzef  
‘many’ which is typically used in Algerian dialect and also 
in the Moroccan dialect. In case of doubt, the annotators 
were instructed to use Google search to check the usage 
frequency of a given word and to which dialect it is mostly 
associated. 

4.5 Native Language Annotation Guidelines 
The goal of this annotation task is to mark and identify 
Twitter profiles with a native language other than Arabic, 
so they are considered as Arabic L2 speakers. In order to 
help the annotators identify those, we instructed them to 
look for the following cues in order to identify the non-
native Arabic users: 

 Essays produced by learners of Arabic as second 
language differ from those of natives, not only 
quantitatively but also qualitatively. Their 

5 https://azure.microsoft.com/en-us/services/cognitive-
services/face/ 
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writings display very different frequencies of 
words, phrases, and structures, with some items 
overused and others significantly underused.  

 Sentences written by Arabic L2 speaker have 
often a different structure and are not as fluent as 
sentences produced by a native speaker even when 
no clear mistakes can be found. 

 Style: Arabic L2 Tweets texts may be written in a 
style that is unfamiliar or unnatural to native 
speakers although the word order is acceptable, 
and the sentence conveys the meaning correctly. 

Non-native Tweets also contain varying degrees of 
grammatical, orthographic and lexical errors generally 
not produced by native speakers. When identifying 
non-native users, we instructed the annotators to focus 
on lexical choice errors and syntactic errors as detailed 
below:  

 Word Choice Errors: These include the obvious 
use of an incorrect word in a given context. Word 
choice errors are particularly frequent in the L2 
Arabic student essays. 

 Syntactic Errors: These include a wrong 
agreement in gender, number, definiteness or case 
as well as wrong case assignment, wrong tense 
use, wrong word order. 

5. Annotation Logistics 
The annotation of a large scale corpus requires the 
involvement of a team of annotators. In our project, the 
annotation effort was led by a lead annotation manager who 
is responsible for the whole annotation task. This includes 
compiling the data, the annotation of the gold standard 
Inter-Annotator Agreement (IAA) portion of the corpus, 
writing the annotation guidelines, hiring and training the 
annotators, evaluating the quality of the annotation, 
monitoring and reporting on the annotation progress. To 
ensure the suitability of the annotators for the various 
annotation tasks, we selected university level annotators 
with a good knowledge of the Arabic regional dialects 
selected. Furthermore, the annotators were screened by 
doing a limited number of annotation tasks, once hired, 
they spent a training period of two weeks. During the 
training period, the annotators read the guidelines, held 
several group meetings and completed some tasks before 
starting the official annotation phase. 

During the annotation phase and to ensure the quality of the 
annotated corpus, the annotation manager assigned files to 
be done by all the annotators and later on, their annotation 
was compared to compute their Inter-Annotator agreement 
scores (IAA). Furthermore, a communication message 
board was provided as space for the annotators to post their 
questions, add comments, report issues and get feedback 
from the annotation manager as well as the other 
annotators. We encouraged the annotators to use this way 
of communication in order to keep track of all the issues 
faced and to have an interaction archive that can be used 
later on to improve the current version of the guidelines. 

                                                           
6 As per the Twitter agreement and policy and in order to protect 
the privacy of the users, we will only distribute the Tweet IDs in 
the public data release. 

6. Evaluation 
We evaluate the Inter-annotator agreement (IAA) to 
quantify the extent to which independent annotators, 
excluding the lead annotator, trained using our guidelines, 
agree on the annotations. A high level of agreement 
between the annotators indicates that the annotations are 
reliable and the guidelines are useful in producing 
homogeneous and consistent dataset. We created a gold 
standard dataset of 110 Twitter profiles representing the 11 
regions to evaluate the annotators and their application of 
the guidelines. 

During the evaluation, we assigned in a blind way, the 
sample dataset to all the annotators without any mention to 
them, so that it was considered as a regular annotation 
exercise from their end. Later on, we measured the Inter-
annotator agreement using Cohen’s kappa formula. At the 
end of the evaluation, we computed the average Kappa 
scores obtained by the annotators and listed in Table 4. For 
the gender annotation, they obtained a high score of 0.95, 
for the age annotation an average score of 0.80, for the 
dialect identification a score of 0.92 and finally for the 
native language annotation a relatively low score of 0.70. 

As observed, the gender annotation task score was the 
highest with a near perfect agreement of 95%. For the 
dialect identification task, some annotators were confused 
by a few similarities that exists between some dialects such 
as the Moroccan dialect and the Algerian dialect and also 
by the Qatari dialect and some other Gulf dialects.  

The age identification task proved to be a difficult task, 
especially with the absence of clear cues and indicators 
such the birth year, graduation year and the absence of a 
profile photo.  

Finally, the native language identification ranked last as it 
could be very hard to find due to the lack of cues. Overall, 
we believe that the annotation agreement is above the 
acceptable range given the difficulty of the tasks. 

Task Kappa Score 
Gender Annotation 0.95 
Dialect Annotation 0.92 
Age Annotation 0.80 
Native Language 0.70 

Table 4: Inter-annotator agreement in terms of average 
Kappa score; the higher the better 

7. Conclusion 
We presented a set of guidelines and our annotation 
pipeline to build a large 2.4M annotated Tweets Arabic 
author profiling corpus called ARAP-Tweet. We 
summarized our general and dialect-specific guidelines for 
each of the 11 Arabic dialectal regions collected. The 
guidelines and the resource created could be used for tasks 
other than author profiling. In the future, we plan to release 
the guidelines and the corpus6 to the research community 
during the 3rd Workshop on Open-Source Arabic Corpora 
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and Processing Tools.7 Moreover, the corpus will be 
provided to the participants of the author profiling task 
during the 18th evaluation lab on digital text forensics, 
PAN @ CLEF 2018.8 
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Abstract
ArabicWeb16 is the largest publicly-available Arabic Web crawl, containing 150M Web pages. We envision many uses of this dataset to
advance the research in various fields such as information retrieval (IR), natural language processing, and machine learning. However,
accessing such a large dataset needs high storage and processing resources, which may not be available for many research teams. In
this paper, we present iArabicWeb16, a freely-available Web-based tool making ArabicWeb16 dataset more accessible to the research
community via both Web interface and programming API. iArabicWeb16 allows users (typically researchers) to search ArabicWeb16
efficiently while providing them with various ranking methods, besides the ability to download resulting Web pages directly. We evaluate
its efficiency and scalability with respect to the number of users it can serve, and show that it is a valuable tool that helps researchers
explore and search ArabicWeb16 dataset for the sake of their research work without the storage and computational burden.

1. Introduction
Arabic is one of the most commonly spoken languages in
the world with more than 400M speakers, many of whom
search the Web daily, making research on Arabic Informa-
tion Retrieval (IR) an important area. However, research on
Arabic IR has been obstructed by the lack of available re-
sources, e.g., datasets, tools, and test collections, that ease
the development of retrieval systems.
There are a number of studies developing Arabic datasets
and test collections for different IR tasks and domains. Two
examples are the test collection of MSA news articles from
Agence France Press (AFP) introduced by the TREC Cross-
Lingual Track (Gey and Oard, 2001), and EveTAR test col-
lection that consists of 390M Arabic tweets of which 62K
are annotated for multiple IR tasks such as event detection
and real-time summarization (Hasanain et al., 2017). While
these datasets and test collections are useful, researchers
may encounter several challenges in developing their pro-
totypes due to limited tools and libraries for Arabic IR sys-
tems. A few Arabic search engines are built for either com-
mercial purposes or experimental research (Al-Maimani et
al., 2011) such as Idrisi1, Sawafi2, and Barq (Rachidi et al.,
2003); however they are either too old to the nature and
scale of the current Web, or even no longer available.
Recently, Suwaileh et al. (Suwaileh et al., 2016) introduced
ArabicWeb16, the largest available Arabic Web crawl of
150M Web pages. The collection has the potential to be
a valuable resource that can advance the Arabic IR (and re-
lated areas such as natural language processing) research in
several directions. Many researchers, however, may find it
challenging to access, process, and search a collection of
that scale. Dataset-specific search and lookup tools were
previously introduced to help explore and analyze large
crawls such as ClueWeb09 and Clueweb123. Furthermore,
the Microblog track in TREC 2013 (Lin and Efron, 2013)
and 2014 (Lin et al., 2014) provided a common API by

1www.aramedia.com/idrisi.htm
2www.multilingual-search.com/

sawafi-a-new-arabic-search-engine/
3lemurproject.org

which users can search the large tweet collections. Never-
theless, all of those tools focus only on English data.
In this paper, we present iArabicWeb16, a research tool
that provides search and lookup services designed specifi-
cally for ArabicWeb16. Processing a dataset in the scale of
150M Web pages brings many computational challenges,
requiring high storage resources and computation power.
Therefore, to make it more accessible to a wide-range
of researchers, we built a search interface front-end that
is supported by a customizable Lucene-based back-end.
The back-end runs in a multi-threaded fashion to speed
up the search process, while the front-end allows users
to try various ranking functions (e.g., language-modeling
and BM25 (Robertson et al., 1995)) and set search fields
(e.g., title vs. content) among other features. This flexi-
bility allows users to set the best configurations for their
search needs more effectively. Moreover, users can retrieve
the content of the documents directly using their document
IDs, which further helps users needing only a subset of
the crawl. Finally, iArabicWeb16 provides access to Ara-
bicWeb16 via both Web interface and programming API.
We evaluated the efficiency of iArabicWeb16 in various sit-
uations. Our experiments show that it returns search results
for a single user in less than 200ms on average by employ-
ing 64 threads, and can also serve 128 users (the largest set
we tested) concurrently without a huge delay (with average
response time of 6.5 seconds).

2. ArabicWeb16 Collection
ArabicWeb16 is a one-month snapshot (1st-30th January
2016) of the Arabic Web that contains around 150M Web
pages (Suwaileh et al., 2016). At the time of this writing,
ArabicWeb16 is the largest Arabic Web dataset which is
publicly available for the research community. The dataset
contains diverse types of Web pages such as informational
pages (e.g., Wikipedia), forums, news articles, organiza-
tional pages, and transactional pages. It also covers high
linguistic diversity of Arabic by containing around 30M
web pages with different Arabic dialects. We believe the
dataset can be a useful resource for many research areas
such as machine learning, natural language processing, and
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IR. For IR, it can be used for research on search tasks (e.g.,
ad-hoc Web and blog search, cross-dialect search), filter-
ing (e.g., news), question-answering (e.g., over blogs and
forums), and spam detection among others.

3. iArabicWeb16 Architecture

Figure 1: iArabicWeb16 Architecture.

In this section, we present the architecture of iArabicWeb16
in detail. It has three main components (see Figure 1):

• Web Server: Provides a Web interface for users to
perform search tasks and use other functionalities of
the system, e.g., requesting API keys.

• Search Server: Performs search tasks over the collec-
tion and retrieves documents. It consists of three com-
ponents (REST server, Lucene Searcher, and Lucene
Index) to handle the search tasks.

• Database: Stores the raw documents (in HTML for-
mat) to be displayed when documents are retrieved.

A typical search scenario on iArabicWeb16 is as follows.
Only a user with a valid API key can access the search
server and perform search operation through the API or the
Web interface. A search query submitted by a Web client
(i.e., a user using the Web interface) or an API client (i.e., a
user using the API) is first processed by the REST Server to
make it ready for search operations. Next, Lucene Searcher
performs the search task over the index using the search
parameters that the user provides. Subsequently, the REST
Server performs a post-processing (i.e., filtering) to have a
better representation of the results. Finally, the results are
retrieved from the database and returned to the user.
We next discuss the back-end (Section 3.1.) and the front-
end (Section 3.2.) in more details.

3.1. Back-End
In this section, we explain some implementation details of
the back-end and how search requests are handled.

3.1.1. Storing HTML Pages
Fast retrieval of documents is significant for the overall per-
formance of the system. Therefore, we store the raw HTML
content of the Web pages in a database to be able to present
the results in the Web interface. We used MongoDB 3.2 4

in which the field size limit is large enough to contain large
Web pages.

4 www.mongodb.com/

3.1.2. Indexing
To prepare for search, we indexed ArabicWeb16 collection
using Lucene 6.2.5. Indexing the entire collection would
take a very long time on a single thread; therefore, we par-
titioned the dataset into 31 partitions (equal to the number
of folders of the raw collection) and indexed each sepa-
rately in parallel. We then merged them to form the final
index. Furthermore, the index contains both stemmed and
non-stemmed versions of each document, allowing users to
enable/disable stemming for each search query. We used
the default Arabic stemmer of Lucene for stemming.
The total size of the index is about 1.6TB, bringing addi-
tional challenges to efficient search. To improve the effi-
ciency of the search tasks, we split the index into 62 seg-
ments allowing multiple search threads to run more effi-
ciently.

3.1.3. Searching
iArabicWeb16 is designed to help researchers work on Ara-
bic IR. Therefore, instead of implementing a static search
engine with fixed configurations, we developed a config-
urable search engine in which several settings can be cho-
sen by the researchers. In fact, they can explore differ-
ent ranking algorithms, search fields, and indexes. The
Lucene Searcher provides 5 different ranking functions:
TF-IDF, BM25 (Robertson et al., 1995), Query-Likelihood
with Dirichlet smoothing (Ponte and Croft, 1998), Query-
Likelihood with Jelinek-Merce smoothing (Zhai and Laf-
ferty, 2004), and combination of all using CombSUM
method (Shaw et al., 1994). It also performs search on title
only, content only, or both title and content, with stemming
on or off. Finally, the number of returned results can also
be specified.

3.1.4. Processing Search Requests

Figure 2: The process of handling search requests. Dashed
lines indicate asynchronous calls.

Figure 2 illustrates the process of handling search requests.
Search requests from both API and Web clients are sent
as HTTP requests to the search server, which uses Play
Framework 2.66 to implement its Web services. Once an
HTTP request is received, its API key needs to be authenti-
cated. A unique ID is then generated and the request itself is
logged and sent to the Search Controller (SC). SC performs
the required pre-processing on the query (e.g., stemming if
set) and issues the search query against the multi-threaded
Lucene Searcher (LS). Each thread of the LS runs on a sin-
gle index segment at a time. Once the search operations are

5lucene.apache.org/
6playframework.com/
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Figure 3: Search interface: an example of searching ArabicWeb16. The translation of the search options are: (1) Search bar
(query: tourism trips in Azerbaijan), (2) The number of results, (3) Save selected results, (4) Save all results, (5) Show/hide
advanced search options, (6) Ranking function, (7) Search field, (8) Show snippets, and (9) Stemming.

done for all segments, the search results are returned to SC,
which passes the results to the Results Filter (RF). RF re-
moves the duplicates based on their content and groups the
results from the same source to have a better presentation of
the search results. After filtering, the results are sent back
to the client in an HTTP response.
Our system handles multiple search queries concurrently.
In order to avoid a request being delayed because another
one is being processed, all internal calls are performed
asynchronously such that components do not wait for one
another to handle the next request. The asynchronous calls
are shown in dashed lines in Figure 2.
As users can also request specific documents by IDs, pro-
cessing document retrieval requests is done in a similar
way, but with two differences. First, the database is queried
instead of the Lucene Searcher. Second, RF compresses the
documents if multiple are requested.

3.2. Front-End
iArabicWeb16 allows users to search through the Web in-
terface or the programming API. In this section, we de-
scribe each of the two ways and provide examples on how
to use them.

3.2.1. Search Interface
iArabicWeb16 provides a Web search interface7 that allows
the registered users to perform interactive search similar to
commercial search engines. Figure 3 shows a simple search

7bigir1.qu.edu.qa:3000

task using the search interface (search options are translated
below the figure for convenience). The interface reflects
the options provided by the back-end searcher (discussed
in Section 3.1.3.) via specifying the number of returned
results, the ranking function, the search fields, and en-
abling/disabling word stemming. The user can also choose
to display snippets of results. Once results are returned,
users can click on each result to see either the crawled ver-
sion of the page or the live (current) one.
The default search options are set as follows. The number
of results is set to 10; the ranking method is set to Query-
Likelihood (Dirichlet); search field is set to content-only;
and both stemming and snippets are enabled.

3.2.2. Programming API
iArabicWeb16 also provides a Java client API which en-
ables developers or researchers to perform search opera-
tions with different configurations and retrieve documents
directly using their IDs within their programs. Figure 4
shows the signatures of the most important functions pro-
vided by the API.

• search: enables the users to issue a specific query
on the collection with the specified configuration (e.g.,
ranking function, number of returned results, etc.). It
returns a string in JSON format that can be parsed to
an array of results using parseResults function
(not shown in the figure).

• retrieveSingleDoc: returns the document with
the given ID.

Yasser et al.: iArabicWeb16: Making a Large Web Collection More Accessible for Research 77

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



• retrieveBatchOfDocs: writes the content of the
requested documents in the destination file specified
by the user in a compressed format.

String search(query, configuration)
String retrieveSingleDoc(docID)
void retrieveBatchOfDocs(docID[],

destinationFile)

Figure 4: Example API functions.

4. Performance Evaluation
In this section, we report experiments that we conducted to
evaluate efficiency and scalability of iArabicWeb16.

4.1. Experimental Setup
We host the search server and conducted our experiments
on an Oracle Linux 7.4 server with 128 GB memory and 2
Intel Xeon E5-2660 v3 2.6 GHz CPUs having 40 cores in
total (20x2). In order to simulate users, we used a set of
7052 queries used for obtaining seed pages when crawling
ArabicWeb16.

4.2. Search Response Time
In this experiment, we measure the response time with re-
spect to the number of threads used for search tasks. Specif-
ically, we vary the number of search threads from 2 to 64,
and in each case, we issue 500 sequential search queries
sampled from our set from a single user (i.e., no concur-
rent search requests). The search queries are selected ran-
domly and the same query set is used for each case. For
each case, we compute the average search response time.
The results are depicted in Figure 5. The vertical bars rep-
resent the standard deviation across the queries for each
case. The Figure shows that the response time decreases
by a factor of 5 when the number of threads increases 32
times. This speedup is due to the fact that LS is capable of
searching many segments in parallel. Note that, although
we conducted an experiment at 64 threads, the final de-
ployed server can use up to 40 threads because the server
machine we used has a total of 40 cores.

4.3. Scalability
In this experiment, we test the scalability of iArabicWeb16.
We vary the number of users using the search engine con-
currently from 2 to 128, doubling in each case. For each
user, we run 10 queries randomly selected from our query
pool and compute the average response time over the 10
queries. We then compute the mean of average response
time of clients for each case. The results are shown in Fig-
ure 6. When we increase the number of users by 64 times,
the response time increases by a factor of 60 times, reach-
ing an average of 6.5 seconds when 128 users are issuing
queries in parallel to the server.

Figure 5: The average response time with varying number
of search threads. The vertical bars represent the standard
deviation across queries.

Figure 6: The response time of the server as the number
of concurrent users increases. The error bars represent the
average standard deviation across the clients.

5. Conclusion and Future Work

In this paper, we present iArabicWeb16, a search ser-
vice that makes ArabicWeb16, the largest publicly avail-
able Arabic Web crawl, more accessible to the research
community. Using iArabicWeb16, researchers can search
over ArabicWeb16 using the Web interface and the pro-
gramming API. iArabicWeb16 provides a flexible search
service in which users can choose different ranking func-
tions and search fields, and can get access to the content
of the retrieved Web pages. Our experiments showed that
iArabicWeb16 is an efficient research tool and can serve
multiple users at the same time with a reasonable response
time; therefore, it can be used by many researchers who
would like to use ArabicWeb16 in their research.
In the future, we plan to deploy the search engine in a dis-
tributed environment to further increase its efficiency. We
also plan to extend iArabicWeb16 to develop search topics
and collect relevance judgments in order to help researchers
construct their own test collection over ArabicWeb16.

Acknowledgments

This work was made possible by NPRP grant# NPRP 7-
1313-1-245 from the Qatar National Research Fund (a
member of Qatar Foundation). The statements made herein
are solely the responsibility of the authors.

Yasser et al.: iArabicWeb16: Making a Large Web Collection More Accessible for Research 78

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



References
Al-Maimani, M. R., Al Naamany, A., and Bakar, A. Z. A.

(2011). Arabic information retrieval: techniques, tools
and challenges. In GCC Conference and Exhibition
(GCC), 2011 IEEE, pages 541–544. IEEE.

Gey, F. C. and Oard, D. W. (2001). The TREC-2001 cross-
language information retrieval track: Searching arabic
using english, french or arabic queries. In TREC, pages
16–26.

Hasanain, M., Suwaileh, R., Elsayed, T., Kutlu, M., and
Almerekhi, H. (2017). EveTAR: Building a large-scale
multi-task test collection over Arabic tweets. Informa-
tion Retrieval Journal, pages 1–30.

Lin, J. and Efron, M. (2013). Overview of the TREC-2013
microblog track. In Proceedings of the 22nd Text RE-
trieval Conference, TREC ’13.

Lin, J., Efron, M., Wang, Y., and Sherman, G. (2014).
Overview of the TREC-2014 microblog track. In Pro-
ceedings of the 23rd Text REtrieval Conference, TREC
’14.

Ponte, J. M. and Croft, W. B. (1998). A language modeling
approach to information retrieval. In Proceedings of the
21st annual international ACM SIGIR conference on Re-
search and development in information retrieval, pages
275–281. ACM.

Rachidi, T., Bouzoubaa, M., ElMortaji, L., Boussouab, B.,
and Bensaid, A. (2003). Arabic user search query cor-
rection and expansion. Proc. of COPSTIC, 3:11–13.

Robertson, S. E., Walker, S., Jones, S., Hancock-Beaulieu,
M. M., Gatford, M., et al. (1995). Okapi at TREC-3.
Nist Special Publication Sp, 109:109.

Shaw, J. A., Fox, E. A., Shaw, J. A., and Fox, E. A. (1994).
Combination of multiple searches. In The Second Text
REtrieval Conference (TREC-2, pages 243–252.

Suwaileh, R., Kutlu, M., Fathima, N., Elsayed, T., and
Lease, M. (2016). ArabicWeb16: A new crawl for to-
day’s Arabic web. In Proceedings of the 39th Interna-
tional ACM Conference on Research and Development
in Information Retrieval (SIGIR), pages 673–676. ACM.

Zhai, C. and Lafferty, J. (2004). A study of smooth-
ing methods for language models applied to informa-
tion retrieval. ACM Transactions on Information Sys-
tems (TOIS), 22(2):179–214.

Yasser et al.: iArabicWeb16: Making a Large Web Collection More Accessible for Research 79

Proceedings of the LREC 2018 Workshop “The 3rd Workshop on Open-Source Arabic Corpora and Processing Tools”
H. Al-Khalifa, W. Magdy, K. Darwish, T. Elsayed (eds.)



Learning Subjective Language: Feature Engineered vs. Deep Models

Muhammad Abdul-Mageed
Natural Language Processing Lab

University of British Columbia
muhammad.mageeed@ubc.ca

Abstract
Treatment of subjective language is a vital component of a sentiment analysis system. However, detection of subjectivity (i.e., subjective
vs. objective content) has attracted far less attention than sentiment recognition (i.s., positive vs. negative language). Particularly, online
social context and the structural attributes of communication therein promise to help improve learning of subjective language. In this
work, we describe successful models exploiting a rich and comprehensive feature set based on the structural and social context of the
Twitter domain. In light of the recent successes of deep learning models, we also effectively experiment with deep gated recurrent neural
networks (GRU) on the task. Our models exploiting structure and social context with an SVM achieve > 12% accuracy higher than a
competitive baseline on a blind test set. Our GRU model yields even better performance, reaching 77.19 (i.e., ∼ 14.50% higher than the
baseline on the same test set, p < 0.001).

1. Introduction
Ability to detect subjective language (i.e., aspects of lan-
guage expressing opinions, feelings, evaluations, and spec-
ulations (Banfield, 1982)) is an important part of any real-
world sentiment system where a unit of analysis is usually
labeled as either objective (e.g., I read the book.) or sub-
jective. Subjective texts are further classified into senti-
ment categories as positive (e.g., This market is spectac-
ular!), negative (e.g., This machine is unfortunately very
slow.), or mixed (e.g., The new models are powerful, but
quite memory-intensive!). In spite of an excellent (early)
thread of literature targeting learning subjective language
that focused on utilizing lexical and syntactic information
(Wiebe et al., 2004; Wilson et al., 2006)), gender (Burger et
al., 2011; Rao et al., 2010; Volkova et al., 2013; Volkova et
al., 2015), and discourse features (e.g., punctuation, emoti-
cons) (Benamara et al., 2011), the field has focused more on
sentiment or polarity classification rather than subjectivity.
Particularly social media communication takes place in a
very different, yet rich, context: First, Twitter language di-
verges from the ‘standard’ offline language in various struc-
tural ways. For example, Twitter tweets are a maximum
of 140 characters per tweet. Twitter is also an environment
where users re-tweet other users, address them using an ‘@’
sign, tag tweets and/or launch tweet campaigns using hash-
tags, share URLs, etc. Rather than viewing these unique
structural attributes of the Twitter domain as challenges, we
seek to exploit them for learning subjectivity in the context
of the microblogging platform.
Second, communication on Twitter happens against its
wider social context where user identities, gender, race,
age, economic class, etc. are all attributes that afford cues
which can be leveraged for social meaning extraction tasks
like that of subjectivity. Although (at times scattered) fea-
tures based on the structure of Twitter language and its so-
cial context have been used in the literature, a unified and
systematic analysis of the collection of structural and so-
cial context features that can inspire further work in the
field, especially for the Arabic language, is lacking. As
such, we describe novel and successful models exploiting a
rich feature set (totaling 30 features thematically organized
in 11 feature groups) based on the structural and social at-

tributes of the the Twitter domain. Examples of structural
features we employ include use of hashtags, non-standard
typography (e.g., letter repetition, use of emoticons), and
use of URLs. Instances of social features we leverage in-
clude user id and user gender. We provide a more detailed
account of our feature set in Section 4.1..
Third, while there are several methods for feature selection,
including for text classification (e.g., (Dash and Liu, 1997;
Yang and Pedersen, 1997; Forman, 2003; Chandrashekar
and Sahin, 2014)), finding the relevant features and the best
combinations of these from a feature set composed of a
large number of features can be challenging, if not impos-
sible. In this work, we introduce two methods of feature
selection aimed at identifying the best performing feature
combinations from among the 30 proposed features.
Finally, deep learning of natural language (LeCun et al.,
2015; Goodfellow et al., 2016; Goldberg, 2016) has shown
impressive successes in recent years. It is yet unknown,
however, to what extent a deep learning system would com-
pare to a system based on careful feature engineering using
domain knowledge of the type provided in this work in the
context of subjectivity classification. Our work here seeks
to at least partially bridge this gap by comparing a feature-
engineered system to a carefully-designed deep learning
system tackling the problem.
Overall, we make the following contributions: (1) We pro-
pose a rich set of structural and social context features that
we exploit for learning subjective language onnline (i.e.,
on a Twitter dataset), (2) We describe two feature selection
methods that enable a semi-exhaustive search for the best
feature combinations from a large number of features that
are otherwise hard to search, and (3) We develop a highly
effective gated recurrent neural network model for the task,
showing the utility of this class of methods and how it is
that these compare to our expertly hand-crafted system ex-
ploiting the features we introduce.
The rest of the paper is organized as follows: In section 2.,
we discuss related work. In Section 3., we describe our
dataset. In Section 4., we describe our models with hand-
crafted features. In Section 6., we introduce our model
based on gated recurrent neural networks and present its
results acquired with it. In Section, 7. we conclude.
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2. Related Work
Subjectivity in Natural Language Subjectivity in human
language, as introduced earlier, refers to aspects that
express opinions, feelings, evaluations, and speculations
(Banfield, 1982). There is a vast literature on subjectivity
and sentiment analysis. Early computational treatment
of subjectivity (e.g., (Wiebe, 2000; Wilson et al., 2006))
focused on the lexical and syntactic cues characterizing
subjective texts. Our work differs in that we utilize
structural and social context features. More recent works
investigate exploiting demographic features of the type
we incorporate in our feature set here. Especially gender
has received significant attention as an attribute that
correlates with subjective language (Burger et al., 2011;
Rao et al., 2010; Volkova et al., 2013; Volkova et al.,
2015). Discourse features, including punctuation- and
emoticon-based features, have also been studied in the
context of improving subjectivity detection (Benamara et
al., 2011).

A number of social context features have also been used
for predicting phenomena related to subjectivity. For ex-
ample, (Persing and Ng, 2014) employ information related
to political orientation, relationship status, and health
behavior (e.g., drinking, smoking) to predict voting from
comments posted on a polling social platform. Similarly,
(Thomas et al., 2006) report benefiting from user mentions
(e.g., using the “@”) network for predicting votes and
(Tan et al., 2011) acquire enhanced sentiment classification
by incorporating the Twitter follower/followee and user
mentions network. (Hasan and Ng, 2013) incorporate
sequential user interactions and ideological orientation
in debate web fora for stance detection. (Deng et al.,
2014) similarly use network-based information between
users to improve sentiment classification both at the post
and user levels. (Ren et al., 2016) embed user tweets
and topics in a neural framework for improving Twitter
sentiment analysis. Likewise, a number of researchers,
e.g., (Mohammad and Kiritchenko, 2015; Purver and
Battersby, 2012; Wang et al., 2012) makes use of Twitter
hashtags as a way to automatically label data for the
related task of emotion detection, while a string of works
considers textual clues (e.g., negation, epistemic modality)
interacting with subjective language (Wiegand et al., 2010;
Kennedy and Inkpen, 2006). Our work is is similar in that
we exploit a wide range of these features, while expanding
them and proposing methods enabling searching for their
best combinations in the context of classification.

For modeling the related task of sentiment, researchers
have typically exploited lexical features using simple
frequency statistics of input text (Wiebe, 2000; Wiebe
et al., 2004), or modeling the semantics of certain word
categories, e.g., dynamic and gradable adjectives (Hatzi-
vassiloglou and Wiebe, 2000) or different semantic classes
of verbs (Benamara et al., 2007; Breck et al., 2007)).

A considerable body of the literature has focused on de-
veloping or learning polarity lexica (Lin and Hauptmann,
2006; Baccianella et al., 2010; Turney, 2002). Other works

have exploited syntactic features like part of speech tags
(Gamon, 2004; Hatzivassiloglou and McKeown, 1997)
and different N-gram windows as a measure to capture
(potentially syntactic) context beyond single words (Ng
et al., 2006; Cui et al., 2006), syntactic constituents, e.g.,
(Klenner et al., 2009; Wilson et al., 2005), dependency
parses, e.g., (Kessler and Nicolov, 2009; Zhuang et al.,
2006; Ng et al., 2006), etc. A few studies have focused on
languages of rich morphology, including (Abdul-Mageed
et al., 2014) who built systems using gold-processed,
treebank data exploiting mophosyntactic information.
Other works on Arabic involved building resources that
were then used for developing models primarily based
on N-gram features (Aly and Atiya, 2013; ElSahar and
El-Beltagy, 2015; Mourad and Darwish, 2013) or sub-word
information (Abdul-Mageed, 2017b; Abdul-Mageed,
2017a). Some works have focused on modeling dialects
(Abdul-Mageed et al., 2014), or the related task of emotion
(Abdul-Mageed et al., 2016), yet these remain relatively
limited. Recent efforts to collect large-scale Arabic
dialectal corpora promise to aid dialect-specific sentiment
research (Abdul-Mageed et al., 2018). The focus of our
work is different in that we target structural and social
features.

Deep Learning Models An increasingly growing number
of studies have applied deep neural networks to the prob-
lem of sentiment analysis. These include, e.g., (Labutov
and Lipson, 2013; Maas et al., 2011; Tang et al., 2014b;
Tang et al., 2014a) who learn sentiment-specific word
embeddings (Bengio et al., 2003; Mikolov et al., 2013)
from neighboring text. Some studies have focused on
learning semantic composition (Mitchell and Lapata, 2010;
Socher et al., 2013; Irsoy and Cardie, 2014; Li et al., 2015;
Le and Mikolov, 2014; Tang et al., 2015) for modeling
sentiment. Long-short term memory (LSTM) (Hochreiter
and Schmidhuber, 1997) and Gated Recurrent Neural Nets
(GRUs) (Cho et al., 2014; Chung et al., 2015), variations
of recurrent neural networks (RNNs) have also been used
successfully for sentiment analysis (Ren et al., 2016; Liu
et al., 2015; Tai et al., 2015; Tang et al., 2015; Zhang et
al., 2016). Convolutional neural networks (CNNs) have
also been quite successful, including on sentiment analysis
(Blunsom et al., 2014; Kim, 2014; Zhang et al., 2015). A
review of neural network methods for NLP can be found
in (Goldberg, 2016). Our work is similar to these works
in that we use GRUs for learning subjective language,
basically a text classification task.

For a more comprehensive background on modeling sub-
jectivity and sentiment, readers can refer to a number of ex-
cellent comprehensive overviews, including (Pang and Lee,
2008), (Liu, 2012), and (Montoyo et al., 2012). In addition,
(Benamara et al., 2017) provide a more recent thorough re-
view of various aspects of evaluative text, including some
aspects of social context 1 (e.g., social network structure
and user profiles).

1(Benamara et al., 2017) use the term ‘extra-linguistic infor-
mation’ to refer to what we call social context in this paper.
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3. Data Set and Annotation
For this work, we collect a corpus of 3, 015 Arabic Tweets
from the public Twitter timeline and task two college-
educated native speakers of Arabic on labeling the data
after providing detailed annotation instructions and train-
ing as described in (Abdul-Mageed et al., 2014). The data
were manually inspected for possible duplicates before we
shared with the annotators, and so the 3, 015 are unique. Ta-
ble 1 shows the the distribution of the SSA categories over
the data. As Table 1 shows, 47.36% of the data are assigned
an objective (OBJ) tag and the remaining 52.64% has one
of the various subjective tags: Positive (S-POS), negative
(S-NEG), and mixed (S-MIXED). 2 Inter-annotator agree-
ment on the data reached a Cohen (Cohen, 1996) Kappa
(K)= 85%. We take the labels assigned by a random judge
from among the two annotators to be our gold standard. As
Arabic is known to have multiple dialects in addition to its
modern standard variety, we also ask annotators to assign
each tweet a tag representing whether the variety is Mod-
ern Standard Arabic (MSA) or dialectal Arabic (DA). The
MSA of the corpus comprises 1, 466 (% = 48.62) tweets,
and the dialectal part comprises 1, 549 (% = 51.38) tweets.
We do not exploit these language variety tags for this work.

4. Models Based on Hand-Crafted Features
with Support Vector Machines

We both use a classical machine learning classifier, intro-
duced here, and a deep learning classifier, which we will
introduce in Section 6.. For our models with hand-crafted
features, we use an SVM (Vapnik, 1995) classifier with
a linear kernel. SVMs are know to perform well on text
classification (Joachims, 2002), especially with carefully-
designed feature sets. We now turn to introducing our gated
recurrent neural network model.

4.1. Features
In order to exploit the structural and social context, we in-
troduce a very rich feature set composed of a total of 30
features. To facilitate reference, we divide these features
thematically (with as much coherence per group as is pos-
sible) into 11 groups. Although the features target the Twit-
ter domain, we believe they can also be exploited for other
domains like chat fora. Our features are inspired by re-
search within the sentiment literature, but also by related
areas such as stance detection (Hasan and Ng, 2013), vot-
ing prediction (Thomas et al., 2006; Persing and Ng, 2014),
and social media and computer-mediated communication
(Herring, 2007; Androutsopoulos and Beißwenger, 2008;
Herring et al., 2013; Bieswanger, 2013). We now describe
our feature set.
User Gender: Inspired by gender variation research ex-
ploiting social media data, e.g., (Herring, 1994), and previ-
ous research on sentiment analysis (Volkova et al., 2013),
we applied three gender (gen) features corresponding to the
set {hasMale, hasFemale, unknown}. (Abdul-Mageed et

2Although the focus of the current work is on the binary clas-
sification task of detecting whether a given tweet is OBJ or SUBJ,
we also provide negative experiments on the sentiment data (as
described in Section 5.).

al., 2014) suggest that there is a relationship between po-
liteness strategies and sentiment expression. And gender
variation research in social media has found that expression
of linguistic politeness (cf. (Brown and Levinson, 1987))
differs based on the gender of the user: (Herring, 1994)
identified gender differences in expressions of linguistic
politeness in ways that interact with sentiment expression.
(Herring, 1994) maintains that women are more likely than
men to observe positive politeness through, e.g., thanking,
while men prefer ‘candor’ and assertion of opinion, even
when it conflicts with other people’s opinions; such behav-
iors might interact with the type of subjectivity data carries.
User ID: The user id (uid) labels are inspired by research
on Arabic Twitter [citation removed for blind review] show-
ing that a considerable share of tweets is produced by orga-
nizations such as news agencies as opposed to lay users.
Hence, two features from the set {person, organization}
are employed for classification. The assumption we make
is that tweets from persons will have a higher correlation
with expression of subjectivity than those from organiza-
tions.
URL and Quotation: (a). hasURL: A binary feature in-
dicating the existence of a URL in a tweet or lack thereof.
(b). hasQuotation: A binary feature indicating whether a
unit of analysis has quotation marks or not.
Existence of Latin: hasLatin: A binary feature indicating
the existence of a Latin-alphabeted word in a tweet or lack
thereof.
Speech-like Features: (a). hasLetterRepetition: A binary
feature indicating the existence of a sequence of the same
letter within a given word with a frequency> 3 in a tweet or
lack thereof. (b). hasLaughter: A binary feature indicating
the existence of the laughter word ‘haha’ or the laughter
word ‘hehe’ in a tweet or lack thereof.
Emoticons: (a). hasEmoticon: A binary feature indicating
the existence of an emoticon from the set { ‘;)’, ‘:)’, ‘:(‘,
‘;(‘, ‘:d’, ‘(:’, ‘):’, ‘:D’} in a tweet or lack thereof. (b).
hasPositiveEmoticon: A binary feature indicating the exis-
tence of an emoticon from the set {‘:)’, ‘:d’, ‘:́, ‘(:’, ‘:D’}
in a tweet or lack thereof. (c). hasNegativeEmoticon: A
binary feature indicating the existence of an emoticon or
emoticon-like interjection from the set {‘:(’, ‘):’, ‘ugh’} in
a unit of analysis or lack thereof.
Hashtags and Retweets: (a). hasHashtag: A binary fea-
ture indicating the existence of a hashtag ‘#’ in a data point
or lack thereof. (b). hasMultipleHashtags: A binary fea-
ture indicating the existence of two or more hashtags in a
tweet or lack thereof. (c). hasLongHashtag: A binary fea-
ture indicating the existence of a hashtag of either length
> 9 characters or with an underscore ‘ ’ in a data point or
lack thereof. (d). isRetweet: A binary feature indicating
whether a post is a retweet (has the prefix ‘RE,’ as is the
norm in Twitter usage) or not.
Addressees: (a). hasAddressee: A binary feature indicat-
ing the existence of a username (as detected by the exis-
tence of an initial ‘@’ sign in a string) in a tweet or lack
thereof. (b). hasMultipleAddressees: A binary feature in-
dicating the existence of two or more usernames in a tweet
or lack thereof.
Punctuation: (a). hasExclamation: A binary feature indi-
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Table 1: Data statistics
Data set OBJ S-POS S-NEG S-MIXED # Tweets
MSA 960 (65.48%) 226 (15.42%) 186 (12.69%) 94 (6.41%) 1,466
DA 468 (30.21%) 257 (16.59%) 573 (36.99%) 251 (16.20%) 1,549
ALL 1,428 (47.36%) 483 (16.02%) 759 (25.17%) 345 (11.44%) 3,015

cating the existence of an exclamation mark in a data point
or lack thereof. (b). hasMultipleExclamation: A binary
feature indicating the existence of two or more exclamation
marks in a tweet or lack thereof. (c). hasQuestionMark: A
binary feature indicating the existence of a question mark
in a unit of analysis or lack thereof. (d). hasMultipleQues-
tionMark: A binary feature indicating the existence of two
or more question marks in a tweet or lack thereof.
Word Length: (a). hasAvgShortWords: A binary fea-
ture indicating whether the average word length of a unit
of analysis is < 5 characters or not. (b). hasAvgMedi-
umWords: A binary feature indicating whether the average
word length of a tweet is at least 5 characters but < 7 char-
acters or not. (c). hasAvgLongWords: A binary feature in-
dicating whether the average word length of a tweet is > 7
characters or not.
Unit Length: (a). hasShortLength: A binary feature indi-
cating whether the length of a unit of analysis is < 4 words
or not. (b). hasMediumLength: A binary feature indicating
whether the length of a unit of analysis is at least 4 words
but < 8 words or not. (c). hasLongLength: A binary fea-
ture indicating whether the length of a tweet is at least 8
words but < 14 words or not. (d). hasVeryLongLength: A
binary feature indicating whether the length of a data point
is > 13 words or not.

4.2. Experimental Setup
Data Splits & Settings: We split the data into 80% train-
ing (TRAIN), 10% development (DEV), and 10% testing
(TEST). We use three experimental settings as follows:
Individual Features (IVF): We add each of the individual
features independently to the baseline bag-of-word (bow)
setting and perform classification, thus measuring the util-
ity of each of these features as combined with the simple
bow baseline.
Whole Feature Set (WH): The whole feature set of 30 fea-
tures is added to the baseline bow setting, and classification
is performed. The way this setting is engineered is that
any of the features that exist in any of the sentences used
is added to the sentence vector, at the sentence level. This
method allows identifying the utility of adding all the fea-
tures combined on the classification task.
Feature Selection: Since some of the features may be more
relevant than others to the task and since a feature can pos-
sibly perform differently based on the group of features it is
used with, we also perform feature selection with a number
of configurations, as follows:
Exhaustive feature group selection (FG): A search with all
possible combinations of feature groups of the feature set is
performed. In this setting, each group of the feature groups
we described above is combined with zero or more groups,
such that all possible combinations of the feature groups
are considered. This method is better than the popular ‘hill

climbing’ methods, whether in a forward or backward se-
lection fashion. In forward selection, a given feature is
added to a basic feature set, and if found useful, the feature
is added to the basic feature set. Otherwise it is discarded,
and the rest of the features are added in the same way to
the basic feature set (which, after each iteration, includes
more of the features of interest). The process continues un-
til all features are considered, then the final performance is
reported. Forward selection is described as ‘hill climbing’
search since it proceeds based on the potential gain each
considered feature achieves in the classification process.
Backward selection is similar to forward selection, except
that the classification starts with all the basic features, as
well as all the features of interest, and a feature is dropped
during each iteration to identify whether this ablation helps
or hurts classification. The feature of interest is removed
if its removal helps the classification, and the process is
repeated. Like forward selection, backward selection pro-
ceeds based on potential gains removal of individual fea-
tures can achieve. Exhaustive feature group search (FG) is
better than hill climbing on feature groups in that during it,
all possible combinations of groups of features are consid-
ered; hence any gains possible by any of such combinations
are identified. This is different from hill climbing on feature
groups, since hill climbing is not exhaustive and hence can
miss possible feature group combinations that can achieve
optimal performance. The down side of exhaustive search
is its computational cost. However, this disadvantage is mi-
nor, since the process is performed offline. In addition, ex-
haustive search is practically possible only on a small fea-
ture set as the feature groups comprise here.
Monte Carlo feature selection (MC): A random sample
of varying sizes from 1 to 30 of the individual features is
added to the baseline bag-of-words setting, and classifica-
tion is performed. This procedure is repeated 10K times,
each time with a different random sample of a different size,
such that different combinations of the individual features
are possible. The Monte Carlo method is useful since, with
a large number of iterations as in the case of 10K, it is very
likely that all possible combinations of individual features
will be considered. The Monte Carlo method is preferred
for mimicking exhaustive feature search with the individ-
ual 30 features. Attempting to perform individual feature
exhaustive search with a procedure other than the Monte
Carlo method would be extremely computationally costly
and probably not needed, since processing the 30 social
context features would mean 30! operations.
Procedure: We typically train classifiers on TRAIN, tune
performance on DEV (e.g., to identify the performance of
different sets of feature combinations and select overall
best-performing feature set), and blind-test on TEST. For
all the experiments, we use an SVM classifier with a lin-
ear kernel. We provide results on both DEV and TEST, as
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appropriate.
Evaluation: Results are reported in terms of overall accu-
racy (acc) and F1-score for the OBJ class (F1-O ) and the
SUBJ class (F1-S). Since the majority class in our train-
ing data is low (= 52.64%), we use a baseline that is 10%
higher. More specifically, we use performance with bag-of-
words input (bow) on DEV (acc = 62.67%) as our baseline.

4.3. Results
As Table 2 shows, on DEV, the whole feature set (WH)
achieves a gain of 6.34% accuracy (acc) over the baseline
bag-of-words (bow). In addition, the bow baseline is out-
performed by the exhaustive group feature selection (FG)
with 7.00% acc and by the Monte Carlo exhaustive fea-
ture selection method (MC) with 7.33% acc. Similarly, on
TEST, the baseline is outperformed by WH and FG (with
12.74% acc for both cases), and by MC with 12.08% acc.
All the gains are statistically significant (p < 0.001). Ob-
servably, TEST seems an easier set than DEV as indicated
by its bow performance (at 66.23 acc) (vs. the baseline
DEV bow, with acc = 62.67). Compared to the TEST bow
performance, the models across all the experimental condi-
tions on TEST are also highly successful and remain within
statistical significance (p < 0.001): WH gains 9.18% acc,
FG gains 9.18% acc, and MC gains 8.52% acc. We now
turn to analyzing performance with each of our experimen-
tal settings.
FG Method: The FG method helps achieve the improve-
ment with a number of feature group combinations. A con-
sideration of these combinations shows that almost all the
groups were chosen in one or another of them. In some of
the selected combinations, some of the groups that were
useful in other combinations were absent. For example,
one of the combinations includes all the feature groups ex-
cept the hasLatin feature, the speech-like features, and the
hashtag features. These three specific feature groups were
useful for the classification in other combinations that were
also found to render the same classification improvement.
This suggests that the FG feature selection method found
intricate interactions among the groups. The importance of
these groups of features is also reflected in the fact that the
individual features within these groups were also selected
via the MC method, whose performance we now turn to
explaining.
MC Method: Similarly, in the MC method, several feature
combinations were chosen. Again, an examination of these
combinations shows that almost all the individual features
were selected in one or another of the different combina-
tions. For example, one of the combinations that achieved
the best performance reported includes all the features ex-
cept the three features hasHashtag, hasQuestionMark, and
hasIsMediumLength.
IVF Method: Regarding experiments with the IVF feature
engineering method, results show that the gender (gen) fea-
ture group, the user ID (uid) feature group, the hasHashtag
feature, and the hasURL feature were useful for classifica-
tion when added independently, as shown in Table 3.
Gender: The gender-based features proved useful for clas-
sification. In TRAIN, the distribution difference especially
between the female and the unknown features within the ob-

jective and subjective classes is large enough to help classi-
fication: The female feature occurs in 25.14% of the subjec-
tive class data and 16.09% in the objective class data. For
unknown, it occurs in 33.53% of the objective class cases
and 14.92% of the subjective class. The uid group was also
especially useful, with noticeably different distribution in
TRAIN: The person feature occurs in 95.47% of the sub-
jective class and in 80.29% of the objective class, whereas
organization occurs in 19.71% in the objective class and
4.53% in the subjective class. A consideration of both
TRAIN and DEV data shows that organizations seem to be
more concerned with tweeting information objectively, per-
haps as a way to gain credibility. After all, many of these
organizations are news outlets interested in keeping their
audiences’ interest and trust, and (at least ostensibly,) un-
biased coverage is important for them (Abdul-Mageed and
Herring, 2008).
URL: The hasURL feature was also useful for classifica-
tion. Based on TRAIN, tweets containing URLs are twice
as likely to be in the objective (52.91%) class than the sub-
jective class (23.17%). This is the case because URLs are
more likely to be associated with information provision in
the context of advertising, e.g., where users are encouraged
to visit a website promoting some commodity. The follow-
ing are two examples:

• (1) ú 	̄ ÉÒªÊË Q 	®�Ë@ ú 	̄ I.
	«P@ð ú	GYÓ �Y	JêÓ

�éK
Xñª�Ë@ http://bit.ly/iklvJh.

Buck. ‘mhnds mdnY wArgb fY Alsfr llEml fY
AlsEwdyp http://bit.ly/iklvJh’

Eng. ‘[I’m a] civil engineer and need a job in KSA
http://bit.ly/iklvJh.’

• (2) AK
YJ
ÒJ
�JËAÖÏ @ �HC 	ª ��Ó l .×A 	KQK
 l .×A 	KQK.
é�K @P@Y�@
 Q 	k



@ ú 	̄ 6 331.5.2.3

http://goo.gl/fb/mBc2b.

Buck. ‘brnAmj yrnAmj m$glAt AlmAltymydyA
3.2.5.1306 fY Oxr ISdArAt http://goo.gl/fb/mBc2b.’

Eng. ‘Software software [sic] for playing multimedia
3.2.5.1306 in its latest release http://goo.gl/fb/mBc2b.’

Questions: Similarly, based on TRAIN, questions are more
likely to occur in objective, information seeking tweets
(7.83%) than in subjective tweets (6.84%). The following
is an example of an objective question:

• (3) 	áÓ ÉK
QK. @ 6 �é»Qk ú 	̄ 	á�
Ó
	¬Q«@ 	áºÜØ

. ÑëAªÓ 	àðAª�K@ h. A�Jm× 	àA ��« �ÖÞ�� 	á�
«
(Buck. ‘mmkn AErf myn fY Hrkp 6 Abryl mn
Eyn msEAn mHtAj AtEAwn mEAhm.’; Eng. ‘Can
I know who in April 6 Movement is in Ein Shams so
that I contact them[?]’).

Exclamation Marks: Unlike question marks, exclama-
tion marks are quite expectedly more frequent in subjec-
tive cases than in objective cases in TRAIN. The hasExcla-
mation feature occurred with a frequency of 6.84% in the
subjective class and 3.12% in the objective class. Likewise,
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Table 2: Results with whole set (WH), exhaustive group selection (FG), and Monte Carlo selection (MC)
OBJ SUBJ

setting acc avg-f prec rec f prec rec f
base (bow) 62.67 62.56 51.19 74.14 60.56 77.27 55.43 64.56

DEV WH 69.00 68.08 58.65 67.24 62.65 77.25 70.11 73.50
FG 69.67 68.91 59.12 69.83 64.03 78.53 69.57 73.78
MC 70.00 69.28 59.42 70.69 64.57 79.01 69.57 73.99

TEST bow 66.23 65.69 54.67 70.09 61.42 77.42 63.83 69.97
WH 75.41 73.96 68.10 67.52 67.81 79.89 80.32 80.11
FG 75.41 73.96 68.10 67.52 67.81 79.89 80.32 80.11
MC 74.75 73.27 67.24 66.67 66.95 79.37 79.79 79.58

Table 3: Individual features acquiring classification gains
OBJ SUBJ

Acc Avg-F Prec Rec F Prec Rec F
bow 62.67 62.56 51.19 74.14 60.56 77.27 55.43 64.56

DEV gen + 63.67 63.37 52.23 70.69 60.07 76.22 59.24 66.67
uid + 65.00 64.72 53.5 72.41 61.54 77.62 60.33 67.89
hasHashtag + 63.33 63.2 51.81 74.14 60.99 77.61 56.52 65.41
hasPositiveEmot + 63.00 62.88 51.5 74.14 60.78 77.44 55.98 64.98
hasURL + 68.00 67.22 57.25 68.1 62.2 77.16 67.93 72.25

TEST gen + 66.89 66.12 55.63 67.52 61.00 76.69 66.49 71.23
uid + 68.20 66.91 57.81 63.25 60.41 75.71 71.28 73.42
hasHashtag + 66.89 66.36 55.33 70.94 62.17 78.06 64.36 70.55
hasPositiveEmot + 66.23 65.69 54.67 70.09 61.42 77.42 63.83 69.97
hasURL + 71.15 69.59 62.18 63.25 62.71 76.88 76.06 76.47

the hasExclamationRepetition feature was more frequent in
the subjective class (with 1.57%) than in the objective class
(0.67%). The following is an example of a subjective tweet
employing multiple exclamation marks:

• (4) úÎJ. J
j. J
ë ú �æ�̄ñËX ñK
YJ
 	̄ úÎ« h. Q 	®�JK. A 	K


@

YÔg


B �	̄ A 	JÓ ú 	̄ 	à@
 l� 	�@ð !!! ��
K. @ñ»

.PXA�̄ ��Ó !!! PYK
AK. 	P
Buck. ‘OnA btfrj ElY fydyw dlwqtY hyjyblY
kwAbys !!! wADH In fY mnAfs lOHmd
zbAydr !!! m$ qAdr.’

Eng. ‘I’m watching a video right now[.] I’ll have
nightmares!!! Clearly, there’s a competitor to Ahmad
Spider!!! I can’t take it.’

Emoticons: Although emoticons are usually viewed as
symbols associated exclusively to subjective language, our
annotators indeed assigned OBJ tags to a number of cases
where positive emoticons occur. Positive emoticons, how-
ever, were more frequent in the subjective class (2.97%)
than in objective class (1.18%). The following is an exam-
ple of a smiley face in a subjective tweet:

• (5) ÉJ. �®�K @
 A 	K


@ øQ�K �é 	¢kCÓ ø



@ ú 	̄ @ 	X @
ð @Qº ��

(: . . Y�® 	JË @
Buck. ‘$krA wI*A fY OY mlAHZp trY OnA Itqbl
Alnqd ..’

Eng. ‘Thanks[!] And let me know if you have any
feedback[;] I take criticism.. :)’

Hashtags: The hasHashtag feature is also useful for clas-
sification as, in TRAIN, the feature is more frequent in the
subjective class (with 0.49%) than in the objective class
(with 0.34%). In DEV, the feature only occurred in subjec-
tive cases. Since hashtags are sometimes used to mark the
topic of a tweet and have the potential to contribute to the
popularity of a (trending) topic, they are used for campaign-
ing in Twitter. Indeed, hashtags have played an important
role in online activism in the Arab world (and elsewhere).
In TRAIN, it is clear that political campaigning is an im-
portant function for which hashtags are used.

Sometimes users employ hashtags of more than one word,
where the words are simply concatenated (potentially sep-
arated by an underscore). Longer hashtags are especially
more frequent in the TRAIN subjective class (with a fre-
quency of 0.08%) than in objective class (where they are
totally absent). The same bias occurs in DEV (where their
frequency is 0.54% in the subjective class and zero in the
objective class). Examples of such hashtags are #egygilrs,
#mubarakregrets, #wheniwasakidithought, #newegypt, and
#3eshnaooshifna (Eng. ‘Look what is happening’).3

3In May 2010, when the dataset was being collected, hash-
tags in Arabic Twitter were exclusively in English, as Twitter did
not allow use of hashtags with Arabic words. As explained ear-
lier, even if a user wanted to use a hashtag with an Arabic word,
the word would not be clickable. As of the writing of this pa-
per, Arabic Twitter users employ a mixture of Arabic and English
hashtags.
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5. Negative Experiments
In order to test the performance of the feature set we pro-
pose here on sentiment classification, we run experiments
with all the three settings on the polarity task (positive vs.
negative) using the part of our data labeled with S-POS and
S-NEG tags. With the SVMs classifier, we find that the
WH, FG, and MC models outperform the baseline (bow
on DEV, acc = 68.09%) on the DEV data with 71.63%,
73.05%, and 73.76% respectively, but not on TEST where
performance of these models drops to the same accuracy
of 65.67% with each of the three settings. We conclude
that the structural and social context features we propose
are better suited for learning subjective (but not polar) lan-
guage, and so we do not proceed with further experiments
with GRUs on the polarity task.

6. Recurrent Neural Networks Models
Our deep learning model is based on a gated neural net-
work. We now further introduced this class of methods.
For notation, we denote scalars with italic lowercase (e.g.,
x), vectors with bold lowercase (e.g.,x), and matrices with
bold uppercase (e.g.,W).
Recurrent Neural Network A recurrent neural network
(RNN) is a neural network architecture that, at each time
step t, takes an input vector xt ε IRn and a hidden state vec-
tor h t−1 ε IRm and produces the next hidden state h t by
applying the following recursive operation:

ht = f (Wxt + Uht−1 + b) (1)

Where the input to hidden matrix W ε IRmxn, the hidden to
hidden matrix U ε IRmxm, and the bias vector b ε IRm are
parameters of an affine transformation and f is an element-
wise nonlinearity. In theory, this design should enable an
RNN to capture all historical information up to time step
ht. In practice, however,RNNs suffer from the problems
of vanishing/exploding gradients (Bengio et al., 1994; Pas-
canu et al., 2013) while trying to learn long-range depen-
dencies.
LSTM Long short-term memory (LSTM) networks
(Hochreiter and Schmidhuber, 1997) are designed to ad-
dresse this very problem of learning long-term dependen-
cies: LSTMs are basically a variation of RNNs that are aug-
mented with a memory cell ct ε IRn at each time step. As
such, in addition to the input vector xt, the hidden vector
ht−1, an LSTM takes a cell state vector ct−1 and produces
ht and ct via the calculations below:

it = σ
(
Wixt + Uiht−1 + bi

)

ft = σ
(
Wfxt + Ufht−1 + bf

)

ot = σ (Woxt + Uoht−1 + bo)

gt = tanh (Wgxt + Ught−1 + bg)

ct = ft � ct−1 + it � gt
ht = ot � tanh(ct)

(2)

Where σ(·) and tanh(·) are the element-wise sigmoid and
hyperbolic tangent functions, � the element-wise multipli-
cation operator, and it, ft, ot are the input, forget, and out-

put gates. The gt is a new memory cell vector with candi-
dates that could be added to the state. The LSTM parame-
ters Wj , Uj , and bj are for j ε {i, f, o, g}.
GRUs (Cho et al., 2014; Chung et al., 2015) propose a vari-
ation of LSTM with a reset gate rt, an update state zt, and
a new simpler hidden unit ht, as follows:

rt = σ (Wrxt + Urht−1 + br)

zt = σ (Wzxt + Uzht−1 + bz)

h̃t = tanh
(

Wxt + rt ∗ Uh̃ht−1 + bh̃
)

ht = zt ∗ ht−1 + (1− zt) ∗ h̃t

(3)

The GRU parameters Wj , Uj , and bj are for j ε {r, z, h̃}.
In GRUs, the hidden state is forced to ignore a previous
hidden state when the reset gate is close to 0, thus enabling
the network to forget or drop irrelevant information. In ad-
dition, similar to an LSTM memory cell, the update gate
controls how much information carries over from a previ-
ous hidden state to the current hidden state. GRUs are sim-
pler and faster than LSTM, and so we use them instead of
LSTMs in this work.
Network Architecture & Hyper-Parameters For GRUs,
we use the same data split as described above with SVMs:
80% TRAIN, 10% DEV, and 10% TEST. We optimize the
GRU hyper-parameters on the DEV set. We use a vocabu-
lary size of 100K words, a word embedding vector of size
300 dimensions that we learn directly from the TRAIN,
an input maximum length of 30 words, 2 epochs, and the
Adam (Kingma and Ba, 2014) optimizer with a learning
rate of 0.001. We use a GRU layer with 500 units input,
followed by 3 dense layers each with 1, 000 units. To reg-
ularize the network, we use dropout (Hinton et al., 2012)
with a dropout rate of 0.5 after the first dense layer. For
our loss function, we use binary cross-entropy. We use a
mini-batch (Cotter et al., 2011) size of 128.

6.1. Results
Table 4 shows the best results acquired with feature engi-
neering using our SVM classifier on both DEV and TEST
from the previous section. As Table 4 shows, our GRUs
model achieve an accuracy of 77.66% on DEV. This is
∼ 15% higher than our baseline (base). On TEST, the
model achieves 77.19, which is 14.52% higher than the
baseline. This gain on TEST is also 10.96% higher than an
SVM bag-of-words (bow) classifier on the same TEST set.
Compared to the best accuracy on TEST with SVMs (ac-
quired both with WH and FG, both at 75.41%), not to our
surprise GRUs are 1.78% higher. This, however, empha-
sizes the utility of our feature set with the SVMs approach.
Interestingly, the SVM models are better when it comes to
detecting the SUBJ class: On TEST, our best SVMs models
are a whooping 41.51% F1-score higher than GRUs. The
same observation holds with the results on DEV as well,
with∼ 21% edge for the SVM classifier. It can be immedi-
ately seen that improvements are possible by simply com-
bining predictions from the models with both approaches
in an ensemble set up. We cast further investigation in this
direction as potentially promising future research.
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Table 4: Results with Gated Recurrent Neural Networks
OBJ SUBJ

setting acc avg-f prec rec f prec rec f
base (svm bow) 62.67 62.56 51.19 74.14 60.56 77.27 55.43 64.56

DEV MC 70.00 69.28 59.42 70.69 64.57 79.01 69.57 73.99
GRU 77.66 76.54 81.59 89.45 85.34 62.30 46.34 53.15

TEST bow (svm) 66.23 65.69 54.67 70.09 61.42 77.42 63.83 69.97
WH 75.41 73.96 68.10 67.52 67.81 79.89 80.32 80.11
FG 75.41 73.96 68.10 67.52 67.81 79.89 80.32 80.11
GRU 77.19 76.02 77.90 95.98 86.00 70.97 26.51 38.60

7. Conclusion
We described successful models for learning subjective lan-
guage from the Twitter domain. For learning, we intro-
duced a framework of structural and social context features
and showed its utility in classification with an SVMs ap-
proach. More specifically, our rich feature set totals 30
individual features that we also organize thematically into
11 different groups. Further, we introduced two feature
selection methods, a Monte Carlo (MC) method for pick-
ing the best combinations of individual features and an-
other method for exhaustive feature group selection (FG).
We also analyzed the performance of the different combina-
tions of feature groups as well as the individual successful
features on the task, with illustrative examples. Our best
performing model with these hand-crafted features on the
blind test set is > 12% higher than our baseline. In addi-
tion, we carefully developed a highly successful deep gated
recurrent neural network classifier that yields ∼ 14.50%
accuracy gains over our baseline. Comparing the classical
SVMs classifiers to the GRUs on the task, we show the util-
ity of our rich feature set and identify a promising route for
future research where these approaches can be combined.
Other future directions include expanding our work to other
domains and possibly other languages.
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